Abstract—The development of low-dose spiral computed tomography (CT) has rekindled hope that effective lung cancer screening might yet be found. Screening is justified when there is evidence that it will extend lives at reasonable cost and acceptable levels of risk. A screening test should detect all extant cancers while avoiding unnecessary workups. Thus optimal screening modalities have both high sensitivity and specificity. Due to the present state of technology, radiologists must opt to increase sensitivity and rely on follow-up diagnostic procedures to rule out the incurred false positives. There is evidence in published reports that computer-aided diagnosis technology may help radiologists alter the benefit–cost calculus of CT sensitivity and specificity in lung cancer screening protocols. This review will provide insight into the current discussion of the effectiveness of lung cancer screening and assesses the potential of state-of-the-art computer-aided design developments.

Index Terms—Computer-aided diagnosis, lung cancer screening, machine learning, receiver operating characteristics.

I. INTRODUCTION

Lung cancer screening is the presumptive identification of unrecognized malignant tissue in high-risk asymptomatic individuals. Screening may include medical examinations such as sputum cytology (SC) [15], [79], chest X-ray (CXR) [15], low-dose spiral computed tomography (LDCT) [8], [15], [31], [46], [68], gene expression tests [88], and accompanied computer-aided diagnosis (CADx) and detection (CADe) schemes [81]–[87]. Current CAD technology shows potential to improve CT lung cancer diagnosis, yet the question of whether state-of-the-art screening technology can decrease mortality rate is inconclusive [1], [3]–[5], [9]–[15], [20], [64], [67], [69]–[75], [77], [80], [86]. To address the mortality question by direct comparison of LDCT technology with CXR, several clinical trials are active or planned [1]. The largest of these and most advanced is the National Lung Screening Trial [6] (NLST) under the direction of U.S. National Cancer Institute in which the targeted 50 000 asymptomatic former or current heavy smokers were randomized to receive an initial and three annual screens by LDCT or CXR. Conclusive results are expected to be available by 2011. Outside the United States, randomized controlled trials include the ITALUNG trial,4 NELSON,5 and the UK Lung Cancer Screening Trial (UKLS).6 Other clinical trials [90]7 lack current gold standard clinical research guidelines to perform randomized controlled studies for objective evaluation of the superiority of a medical intervention for lung cancer screening.

In this paper, we take a top-down approach in discussing the potential of CAD for lung cancer screening. We hypothesize that state-of-the-art CAD technology has the potential to improve LDCT lung cancer screening, but the technology needs comparative and careful assessment with respect to clinically relevant performance measures [7], [103]–[105], [118]. We will provide insight into the current effectiveness of LDCT lung cancer screening and assess state-of-the-art CAD developments in commercial and academic research. In this context, this paper branches into three main components: 1) an overview of CAD and associated image-processing methodologies to aid the diagnostic decision process in lung cancer diagnosis; 2) the various evaluation criteria, in particular, high sensitivity and high specificity, in order to assess the potential of CAD for lung cancer screening; and 3) the integration of CAD into clinical practice.
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II. HISTORICAL DEVELOPMENT OF CAD

The first concept of CAD was introduced half a century ago [17, 18], where Lusted talked about automated diagnosis of radiographs by computers in 1955 [77]. Early attempts to build a CAD system were initiated in the early 1950s. Several decades of research passed until this dream bared fruit in 1998 for the first commercial mammography CAD system [77] approved by the FDA. Large-scale systematic research began in 1980, but new automated systems were not immediately successful [89]. Development began from an initial concept of a fully automated computer diagnosis to a computer-aided diagnosis, where the human relies on the machine as a second reader. Since then, many CAD applications have been developed to help radiologists interpret images [77], [89]. CAD remains a major research subject, and many CAD systems and applications have been proposed. Currently, the major application of CAD involves breast cancer [71], lung cancer [90]–[98], colon cancer, and prostate cancer treatment. They have become part of the routine clinical work for detection of breast cancer in some clinics [89]. Starting from ad hoc and heuristic approaches [24], [25], [29], CAD technology moved to sophisticated machine-learning and data-mining techniques [82], [93], [98], [106]–[109]. In recent years, sophisticated machine-learning schemes have been developed [21]–[23], [90], [110] and entered the field of automated, semiautomated, and interactive CAD systems [82], [90]. Machine learning for CAD has become one of the principal research areas in medical imaging and diagnostic radiology. The reported literature [2], [24], [25], [27], [29], [91], [92], [98], [99] gives evidence that current CAD schemes as a second reader opinion often outperform manual grading performance of experts alone. Nishikawa and Doi provide an in-depth review of the historical and current developments of CAD from a clinical perspective [77], [89]. An in-depth review of CAD methodologies for lung cancer is described by Sluimer et al. [54] and Chan et al. [86].

III. CAD OVERVIEW FOR CT LUNG CANCER SCREENING

CAD systems for lung tissue discrimination, nodule discrimination, and nodule characterization are increasingly being used as a second reader to aid the diagnostic decision process and to reduce the number of overlooked lung cancers. There is evidence in published reports that CAD technology may help radiologists alter the benefit–cost calculus of CT sensitivity and specificity in lung cancer screening protocols to the benefit of patients and radiologists alike [85]. Current CAD schemes include lung tissue discrimination [21]–[29], nodule detection and classification [34], [36], [39], [43]–[46], [82], [87], [97], interstitial disease detection, differential diagnosis of interstitial disease, distinction between benign and malignant pulmonary nodules [93], [94], and estimation of malignancy potential as well as growth measurement [55]. CAD in this context has improved since 2000, but major challenges persist in three areas: 1) discrimination of lung tissue and regions of abnormality; 2) nodule detection and classification; and 3) nodule characterization and growth measurement.

The pool of existing CAD systems and approaches is broad, ranging from hybrid image-processing systems [37] including registration [114], [115] and segmentation [116], [117] to lung image retrieval and search. The field is advancing quickly, with new CAD schemes being developed and investigated for the task of lung cancer diagnosis and detection [106]–[109]. In what follows, we will give a brief snapshot of current CAD schemes for the three areas as well as present day and future areas of investigation that are being made.

A. Lung Tissue and Regions of Abnormality Discrimination

The task of discriminating lung tissue and abnormal lung regions involves the analysis of large thoracic three-dimensional CT image datasets (see Fig. 1). Images containing diffuse abnormalities have been especially problematic in nodule screening due to partial volume effects and ambiguous image artifacts, making the distinction between nodule tissue and abnormal lung tissue difficult. Early approaches defined lung boundaries and used thresholding methods to differentiate between vessels and nodules [24]–[26]. Subsequent approaches attempted to remove ambiguous structures by comparisons between neighboring slices [27], while others applied true three-dimensional algorithms [28]. The notion of subtracting known anatomical structures to simplify the detection and classification task was suggested by the work of Mori et al. [29]. The authors described a method for the automated anatomical labeling of the tracheobronchial tree extracted from three-dimensional CT data and its application to virtual bronchoscopy. Proposed work in this area is manifold and provided discrimination results can be grouped to binary two-class discrimination [98] and finer multiclass discrimination [91] into respective tissue types.

Depeursinge et al. [91] presented a texture classification system for lung tissue multiclass classification into five different lung tissue patterns, (i.e., healthy, emphysema, ground glass, fibrosis, and micronodules). They used overcomplete wavelet frames combined with gray-level histogram features and obtained a classification accuracy of 92.5%. Classification was performed using k-nearest neighbor (KNN). In 2008, the authors reported a system [92] that integrated additional clinical context information to perform lung tissue classification with further 8% performance improvement compared to [91] using an optimized support vector machine (SVM).

Arzhaeva et al. [98] proposed a system for the localization of interstitial lesions in chest radiographs. The system used a two-class supervised classification approach to distinguish between normal and diseased texture. Texture analysis was performed by multiscale Gaussian filter banks, linear discriminant analysis (LDA), and an SVM classifier. They evaluated the method on 44 abnormal and eight normal cases with an area under the ROC curve (AUC) value of 78%.

Kato et al. [111] presented a bag of features approach for lung tissue multiclass classification in diffuse lung disease to classify disease patterns with inhomogeneous texture distributions within a region of interest (ROI). They use a scale-invariant feature transformation descriptor over many ROI samples for local feature extraction and to account for translation and rotation invariance. The authors report a classification accuracy of 92.8% using 1109 ROIs from 211 patients.

B. Lung Nodule Discrimination

Lung nodule discrimination consists of two main components: a) nodule detection and b) nodule classification.
Recently, a comparative CAD assessment\(^8\) was performed on the NLST data through standardized databases such as the Lung Image Database Consortium (LIDC) for the first time. The results of this assessment have not been published yet. The European counterpart for comparative CAD assessment is the NELSON and ANODE09 study.\(^9\) Other openly available datasets include the database of Lung Test images from Motol Environment (Lung TIME) [113]. The Lung TIME database consists of 157 CT scans with 394 annotated nodules of various types, including solitary, regular, irregular, pleural, and vessel attached nodules.

In the last decades, a large body of research has been reported in the field of lung nodule detection and classification [2], [31]–[39], [43]–[46], [82], [87], [97], [112]. A central concern in nodule detection is the high rate of false positives when sensitivity is increased to detect subtle nodules. A nodule is deemed a false positive result if it led to a completely negative workup or more than 12 months of follow-up with no cancer diagnosis. Reducing false positive rates while maintaining high sensitivity is still a difficult problem (see Fig. 1). Techniques include LDA [34], rule-based approaches (a set of “if-then” statements) [38], combinations of these two [39], artificial neural networks (ANNs) [40], and maximum-margin based discriminators such as the SVM [92]. Novel methodologies for searching have been introduced, which include template matching for detection [36], unsupervised clustering techniques [39], and a local density maximum algorithm [41]. Methods to improve discrimination of nodules from lung tissue include subtraction of vessels by region-growing [30], knowledge-constrained routines based on anatomical models of the thorax [31], and deformable models [32]. Various approaches have been taken to define the pleural interface and distinguish juxta-pleural nodules, including morphological image filtering [33], [34], curvature analysis of the pleural interface [35], and adaptive template-matching for the appropriate shape of a nodule given a location on the pleural wall [36].

Lee et al. [36] proposed a novel template-matching technique based on genetic algorithms and template matching for the detection of nodules. They evaluated their method on 557 sectional images with a detection rate of 72% and a false positive rate of 1.1 per sectional image.

Armato et al. [38] reported an extension of his earlier two- and three-dimensional automated lung CT analysis method [34] to segment lung volume on a section-by-section basis. A rule-based [42] approach combined with LDA was applied to reduce the number of nodule candidates. They evaluated their method on 43 CT scans with an AUC value of 90% and a nodule detection sensitivity of 70%. The false-positive detections per section were 1.5.

Li et al. [45] reported on a CAD scheme to help radiologists improve the detection of pulmonary nodules in chest radiographs by focusing on false positive reduction. They could reduce the number of false positives to 44.3% with a small increase in the number of true positives of 2.3%.

Katsuragawa et al. [2] described an automated method to distinguish benign and malignant solitary nodules. Fifty-five chest radiographs were discriminated using LDA and ANN for feature combination and classification. Comparisons with manual grading showed that LDA had an AUC value of 88.6%, whereas manual identification resulted in an AUC value of 85.4%.

Brown et al. [46] reported patient-specific models for detecting lung nodules for use in screening and follow-up surveillance. Baseline image data facilitated segmentation of subse-
quent images so that changes in size and/or shape of nodules could be measured automatically. The system performed with an 86% detection rate and an average of 11 false positives per case on the baseline scans of 17 subjects. Follow-up scans performed with a detection rate of 81%. Brown et al. [62] also developed an automated system for detecting lung micronodules and applied it to data from 15 subjects with 77 lung nodules. Preliminary results indicated that the automated system considerably improved the radiologist’s performance in micronodule detection but with a compensatory loss of specificity.

Gurcan et al. [39] developed a CAD system for lung nodule detection on CT images wherein the first-stage lung regions were identified by k-means clustering. After rule-based classification, LDA was used to further reduce the number of false positives. They used 1454 CT slices from 34 patients with 63 lung nodules and obtained a sensitivity of 84% with 5.48 false positives per slice.

Arimura et al. [43] reported a CAD system for nodule detection using a difference-image technique. They compared several rule-based schemes for identifying nodules. A massive-training ANN (MTANN) [44] reduced the false positives. The method was evaluated on a confirmed cancer database of 106 CT scans with 109 cancer lesions from 73 patients. They reported a sensitivity of 83% and 5.8 false positives per scan.

Suzuki et al. [82] developed a technique that used a multiple MTANN (multi-MTANN) for false-positive reduction. The investigators found that use of the trained multi-MTANN eliminated 68.3% of false-positive findings with a reduction of one true-positive result. The false-positive rate of the original CAD scheme was improved from 4.5 to 1.4 false positives per image, at an overall sensitivity of 81.3%, suggesting that this technique reduced the false-positive rate of the CAD scheme for nodule detection on chest radiographs while maintaining a high level of sensitivity.

Shiraishi et al. [87] investigated the effect of a CAD scheme on radiologist performance in the detection of lung cancers on chest radiographs. They combined two independent CAD schemes for the detection and classification of nodules into one new CAD scheme by use of a database of 150 chest images. Performance of the CAD scheme indicated that sensitivity in detecting lung nodules was 80.6%, with 1.2 false-negative results per image, and sensitivity and specificity for classification of nodules by use of the same database for training and testing the CAD scheme were 87.7% and 66.7%, respectively. The AUC value for detection of lung cancers improved significantly \( P = .008 \) from without (72.4%) to with CAD (77.8%). Shiraishi et al. [100] also developed a CAD system for detection of nodules in the lateral views of chest radiographs in order to improve the overall performance in combination with a CAD scheme for posterior–anterior (PA) views.

Murphy et al. [112] presented a large-scale evaluation study of automatic nodule detection in chest CT using local image features (shape index and curvewness) and two successive iterations of KNN classification for false-positive reduction. On 813 randomly selected scans, a sensitivity of 80% was achieved with an average of 4.2 false positives/scan. The same group participated in the ANODE09 benchmark and achieved top performance among six different CAD systems. Most of the work reported for nodule detection and classification uses binary two-class decisions to discriminate nodules.

C. Nodule Characterization by Malignancy Potential

The characterization of nodules by their malignancy potential involves the analysis of nodule candidates into different nodule type categories such as subtlety, texture, margin, sphericity, calcification, internal structure, lobulation, spiculation, and malignancy. A major application of CAD for lung CT is the classification of nodules by likelihood of malignancy using automated feature analyses algorithms [47], [96]. Here, the common approach has been to calculate many features by which to measure nodules and attempt to find correlations between particular features (e.g., size, shape, attenuation) and histological-confirmed cancers. Promising results have been demonstrated using classifiers based on classical nodule texture features [48]. More recently, fractal analysis of lung-nodule interfaces [49] and LDA of multiple features [50] have shown promise. Other important efforts in distinguishing benign and malignant nodules are measurement of size change over time [35], [46] and quantification of nodule uptake of intravenously administered contrast enhancement [51]. The solitary pulmonary nodule is a commonly encountered finding that might represent lung cancer. Morphological characteristics including lesion size, contour, edge, calcification, nodule density, and contrast enhancement can help differentiate malignant from benign nodules. Temporal change in lung nodule size raises concern for malignancy, while size stability is traditionally considered an indicator of benignity [52].

Yankelevitz et al. [55] sought to determine the accuracy of LDCT volumetric measurements of small pulmonary nodules to assess growth and malignancy via three-dimensional image extraction and isotropic resampling. The synthetic nodule studies revealed that volume could be measured accurately to within ±3%.

Ko et al. [35] developed a CAD system that automatically identified nodules from chest CT, quantified nodule diameter, and estimated temporal change in size. High correlation between the algorithm and thoracic radiologists on change in nodule size was achieved (Spearman rank correlation coefficient \( r = 0.932 \)). The automated nodule detection system identified 86% of 370 nodules in 16 studies from eight patients with known nodules.

Li et al. [95] evaluated a system to investigate whether a CAD scheme can assist radiologists in distinguishing small benign from small malignant nodules on LDCT data. The dataset used consisted of 28 primary lung cancers (6–20 mm) and 28 benign nodules. Cancer cases included nodules with pure ground-glass opacity, mixed ground-glass opacity, and solid opacity. The AUC of the CAD scheme alone was 83.1% for distinguishing benign from malignant nodules. The average AUC value for radiologists was improved with the aid of the CAD scheme from 78.5% to 85.3% \( (p = 0.016) \). The radiologists’ diagnostic performance with the CAD scheme was more accurate than that of the CAD scheme alone \( (p < 0.05) \) and that of radiologists alone. Li et al. [93] also described the current status of the development and evaluation of CAD schemes for the detection and characterization of lung nodules.
in thin-section CT. They also reviewed a number of observer performance studies, in which it was attempted, to assess the potential for clinical usefulness of CAD schemes for nodule detection and characterization in thin-section CT.

Petkovska et al. [94] studied whether conventional nodule densitometry or contrast enhancement maps of indeterminate lung nodules can distinguish benign from malignant nodules. Conventional nodule densitometry was performed to obtain the maximum difference in mean enhancement values for each nodule from a circular ROI. The ROC curve for higher values of enhancement indicated malignancy, which had an AUC value of 76%. The visually scored magnitude of enhancement was found to be less effective in distinguishing malignant from benign lesions, with an AUC value of 62%. The visually scored pattern of enhancement was found to be more effective with an average AUC value of 79%.

Zhen et al. [114] proposed a new tumor growth measure for pulmonary nodules, which could account for tumor deformation using nonrigid registration combined with nodule detection and -segmentation. They proposed an adaptive doubling time measure and reported comparative results to the standard doubling time growth-rate measure. Results were based on two successive scans for ten benign and nine malignant nodule datasets.

D. Machine Learning for Lung Cancer Screening

In recent years, the machine-learning community developed sophisticated tools and learning paradigms to address the issue of CAD schemes that show clinically relevant performance measures. Feature selection methods and temporal learning schemes are being employed successfully for the task of nodule characterization and growth measurement. Recently, Vapnik et al. [123] proposed a new framework called learning with hidden information that would enable the integration of hidden information that could further improve CAD technology for lung cancer diagnosis.

In Barreno et al. [106], the authors described a theoretical analysis on how to combine classifiers with an optimal decision rule and optimal ROC curve. The combination of different CAD schemes also found interest in comparative CAD studies such as the ANODE09 study. The issue of unbalanced class distribution in medical diagnostic applications and different class importance needs to be addressed when developing CAD schemes for effective lung cancer screening. Most standard classification methods, however, are designed to maximize the overall accuracy and cannot incorporate different costs to different classes explicitly. Liu and Tan et al. [107] proposed a method to directly maximize the weighted specificity and sensitivity of the ROC curve. They reported excellent generalization properties with the ability to assign different error costs to different classes to account for the difference in the importance of the class distribution. Mozer et al. [108] took an approach of constrained optimization to obtain a reduced solution space that directly models the problem domain and has relevant performance characteristics on a specific target region of the ROC curve. They showed significant performance improvements in the domain of telecommunications that could also benefit the application domain of lung cancer screening.

Dreiseitl [109] proposed a learning scheme for training multiclass classifiers by maximizing the volume under the ROC surface, which could benefit multiclass lung nodule characterization tasks. Rather than having a binary decision on the malignancy of a test case, a multiclass grading on the malignancy decision would further provide additional measures that could improve lung cancer screening.

The mentioned CAD schemes were not applied directly to the domain of lung cancer screening, yet they provide theoretical justification and potential to be effective tools to improve CT lung cancer screening. One has to examine carefully the reported results and their applicability to lung cancer screening.

IV. CLINICALLY RELEVANT SENSITIVITY AND SPECIFICITY

We emphasize that for cancer screening and performance assessment of available CAD schemes, the focus of attention should be put on clinically relevant performance measures. In the context of cancer screening, the sensitivity-specificity calculus of CAD systems is an essential factor when it comes to treatment cost and patient outcome. One should consider that validation of false-positives and ground-truth generation is still a very timid approach. Problems of inter- and intraobserver variability (see Fig. 2) and manual time-intensive grading call for minimally invasive methodologies to obtain ground truth information that would further alter the sensitivity-specificity calculus of CAD and its potential acceptance. Minimally invasive lung cancer surgery such as thoracoscopic lobectomy or video-assisted thoracic surgery (VATS), or even noninvasive surgeries such as the CyberKnife method [121], are advances towards this direction.

To provide clinically relevant definitions for sensitivity and specificity [103]–[105], we follow the definition in [100] and [101] and point out how these diagnostic performance measures should be interpreted for cancer screening. Sensitivity and specificity measure the number of false positives and false negatives and are useful in evaluating the effectiveness of screening methods. Alternative terms are the true-positive rate (TPR) and the false-positive rate (FPR). The terms “positive” and “negative” are used to refer to the presence or absence of lung cancer.

Sensitivity and specificity are defined as follows. The sensitivity of a screening test is its ability to detect those individuals with cancer. It is computed by taking the number of true positives (TPs) and dividing it by the total number of cancer cases (TP + FN). The specificity of a test is its ability to identify those individuals who actually do not have cancer. It is computed by dividing the true negative (TN) by the sum of the TN and FP cases. From these probabilities, one can compute confidence intervals [102] and ROC curves that summarize diagnostic performance for comparative assessment. However, the majority of published research does not provide confidence intervals even though they could be obtained from the algorithms.

A. Detection Theory and ROC

The ROC curve was first developed by electrical engineers and radar engineers during World War II for detecting enemy objects in battlefields and was soon introduced in psychology to account for perceptual detection of signals [17], [18]. The use of ROC in medicine to assess diagnostic test performance was
first described by Lusted in 1971. Recent years have seen an increase in the use of ROC in the machine-learning community, due in part to the realization that simple classification accuracy is often a poor metric for measuring performance.

ROC curves are useful for organizing and visualizing classifier performance. The ROC curve is a plot of the TPR on the vertical axes versus the FPR on the horizontal axes for multiple classification rules. The farther up and to the left the ROC curve is located in ROC space, the better the performance of the screening test [103]. The likelihood ratio (LR) can be computed from the tangent slope at a cut-point of the ROC curve. The AUC, also known as the c-statistic, is a measure of the overall diagnostic accuracy of the test. Its value ranges from 0.5 to 1, where 0.5 denotes random chance and an AUC of 1 denotes perfect discrimination. Though ROC offers various advantages in the evaluation of CAD systems, several constraints limit the effective use of ROC for clinical relevant CAD evaluation in lung cancer screening. Issues of dissimilar or missing a priori probabilities, the lack of confidence intervals, and severe class imbalances need to be addressed in a statistical clinically relevant manner.

B. Alternative Approaches in CAD Assessment

Baker et al. provided guidelines for clinically relevant FPR and TPR measures [104] as well as special ROC methods for cancer screening [105], [118]. Baker et al. also noted that since the underlying prevalence of cancer in average risk populations is very low, the FPR should be very small for acceptable cancer screening of asymptomatic people. Current practice when comparing the performance of diagnostic tests is to compare the areas under the entire ROC curves. However, since the false-positive rate must be very small for effective cancer screening to be acceptable, most of the ROC curve is not relevant for comparing the performance of cancer screening tests. He proposes alternative ROC methods for cancer screening that base inference on the areas under the small part of the ROC curves near the false-positive rates that are relevant for cancer screening [105], [118]. Further, evaluation of CAD methods for lung cancer screening should not solely be based on the ROC curve alone. In assessing CAD performance for lung cancer screening, one should acknowledge that the time to event is the actual object under analysis, i.e., mortality [119]. ROC analysis methods have limitations when it comes to censored time data requiring specific statistical considerations to adjust for confounding factors. Solutions to this problem include statistical calibration methods such as clinical reclassification by performing risk stratification [118] or standard Kaplan–Meier or Cox regression analyses [122]. Cook [120] notes that in comparing different models, one would prefer those that stratify individuals correctly into various categories that are better calibrated. ROC statistics alone do not provide whether one model is better at classifying individuals, or if individual risk estimates differ between two models. Several ROC paradigms such as FROC, AFROC, JAFROC, LROC, and MRMC-ROC have been proposed to overcome the limitations of the standard ROC approach, yet most of the validation work reported so far is based on standard ROC analysis.
V. INTEGRATION OF CAD TO IMPROVE SCREENING PARADIGMS

While CT lung cancer screening is being evaluated against CXR in clinical trials [6], CAD has also found use in other imaging domains to improve sensitivity and specificity in lung cancer screening. The potential of CAD for lung cancer screening becomes evident not only in CT but also in existing screening paradigms such as CXR, CT single photon emission computed tomography (SPECT) [124], and CT positron emission tomography (PET) [124], [125]. Several reports [61] show productive use of CAD by radiologists reading chest films.

Aoyama [50] developed an automated computerized “second opinion” scheme to assist radiologists in discriminating between benign and malignant solitary pulmonary nodules on traditional CXR. ROC analysis of their system showed slightly improved performance with CAD assistance.

From 1996 to 2001, CAD schemes were presented as interactive demonstrations on computer workstations at each annual scientific assembly of the Radiological Society of North America. Abe et al. in 2003 [56] summarized the results of these demonstrations. These informal experiments demonstrated increased sensitivity and statistically improved ROC areas among radiologists who participated. The same group demonstrated in a controlled experiment that radiologists improved their performance using CAD aids to distinguish benign from malignant nodules on chest radiographs [57].

CAD for CXR is currently investigated in clinical trials by Meziane et al. [99] to determine whether the technology can improve practical early detection of lung cancer. The trial is designed to determine whether CXR and CAD can help to identify hard-to-detect lung cancers at an early stage when they are most treatable, leading to improved patient survival rates. The study will involve 9000 subjects with a five-year follow-up. The current retrospective study is a multiple-reader multiple-cases study involving six expert chest radiologists, six general radiologists, and six pulmonologists to assess the usefulness of CAD. Each reader will read 200 cases of suspected lung cancer, of which about 100 had cancer and 100 did not. All cases were CT confirmed. All cancers are biopsy or surgically confirmed.

At present, there are two CAD application domains for which the FDA has given premarket approval: i) detection of breast cancer via mammography [77] and ii) detection of signs consistent with lung cancer on chest radiographs [90]. In parallel, commercial developments have undergone evaluation in radiology settings to assess the radiologists’ performance in detecting malignant lung lesions with and without the use of CAD. Commercial software to assist radiologists in reading CT images of the lungs typically focus on decreasing the frequency of missed nodules in large volume of image data produced by CT scans [22].

Wormanns et al. [53] assessed the performance of a Siemens LungCare CT CAD system against a radiologist-generated database of CT imaged nodules. CAD and individual radiologists participating in the evaluation performed similarly.

Beyer et al. [63] investigated the ability of a Siemens CAD system to localize pulmonary nodules previously identified on CT exams. Since high-resolution CT is a typical follow-up exam to a suspicious screening low-dose CT, accurately identifying the suspicious lesion on a follow-up CT is critical. A nodule was considered correctly localized if the marking box drawn by the software was visible on at least one slice together with the nodule and the center of the nodule was localized inside the marking box. The software correctly located 164 of 190 of all lung nodules (86.3%).

Kakeda et al. [83] assessed the usefulness of a new commercially available CAD system with an automated method of detecting nodules. For patients with cancer, 45 cases with solitary lung nodules were used. For healthy patients, 45 cases were selected. Eight radiologists participated in observer performance studies and interpreted the original radiographs and CAD output images using a sequential testing method. The average AUC increased significantly from 92.4% without to 98.6% with CAD output images.

Sakai et al. [84] evaluated the usefulness of a commercially available CAD system on digital chest radiographs of patients with stage T1 lung carcinoma. Fifty patients underwent surgery for primary lung cancer, and 50 normal cases were selected. Eight radiologists participated in observer tests and interpreted soft copy images without and with CAD output. The overall detectability of lung cancer cases with CAD system was 74% (37/50), and the false-positive rate was 2.28 (114/50) false positives per case for normal cases. The mean AUC value increased significantly from 89.6% without CAD output to 92.3% with CAD output ($P = 0.018$). The main cause of the improvement in performance is attributable to changes from false negatives without CAD to true positives with CAD (19/31, 61%). Moreover, improvement in the location of the tumor was observed in 1.5 cases, on average, for radiology residents.

Li et al. [81] examined the sensitivity and specificity of a commercially available CAD system for identifying lung cancers previously missed on chest radiographs by radiologists. A CAD nodule detection program was applied to 34 PA digital chest radiographs. All 34 radiographs showed a nodular lung cancer that was apparent in retrospect but had not been mentioned in the report. Two radiologists identified these radiologist-missed cancers on the chest radiographs and graded them for visibility, location, subtlety, and actionability. The CAD program had an overall sensitivity of 35% (12 of 34 cancers), identifying seven (30%) of 23 very subtle and five (45%) of 11 relatively obvious radiologist-missed cancers ($p = 0.21$) and detecting two (25%) of eight missed not actionable and ten (38%) of 26 missed actionable cancers ($p = 0.33$). The CAD program made an average of 5.9 false-positive marks per radiograph.

VI. CURRENT CHALLENGES AND FUTURE DIRECTIONS

Is spiral CT technology poised for productive application to lung cancer screening? CAD is one technology that potentially could affect the sensitivity-specificity calculus of spiral CT for lung cancer screening. From commercial [22], [53], [63], [81], [83], [84] and academic [50], [57], [58], [60], [61], [87], [98] research developments, we certainly see that CAD technology has the potential to improve the performance of lung cancer diagnosis in CT and in CXR. CAD for lung CT has improved over the past decade and is now offered in early stage commercial systems aimed at reducing the reading burden on radiologists while decreasing the chance of missing significant nodules. Yet several technological challenges persist.
On the image processing and CAD methodology level discrimination of nodules attached to vessels or the pleural surface as well as low-contrast nodules still poses a challenge. Methods for detecting ground glass nodules and highly spiculated nodules with irregular boundaries still lack desired sensitivity and specificity performance.

Validation studies of the proposed CAD systems are still primitive lacking confidence intervals and validation statistics that provide clinically relevant performance measures for lung cancer screening. From the temporal snapshot presented in Section III comparative effectiveness research is hard to perform (see Table I) due to inconsistencies of reported validation results, small sample sizes, and experimental setup. The difficulty of obtaining ground truth is still a timid and invasive approach not to mention the issues of inter-reader variability between experts. However, since 2000, progress has been made to realize image databases [23], [65] to allow comparative assessment of various CAD schemes and coherent validation metrics. NELSON and ImageCLEF are examples of this promising research direction. In this regard, researchers are investigating the combination of CAD systems for optimized decision-making in lung cancer diagnosis. In the future, as new multimodal imaging techniques start to emerge, the extension of CAD for lung cancer screening to multimodal temporal data from SPECT/CT or PET/CT are promising directions.

VII. SUMMARY

In this paper, we summarized the literature on CAD approaches to improve lung cancer diagnosis through lung tissue discrimination, nodule detection/classification, and nodule characterization. CAD applications have shown high sensitivity but must also demonstrate high specificity to avoid cost-intensive, inconvenient, or even harmful follow-up procedures to rule out misclassified lung lesions. However, current protocols for nodule detection report many false positives, requiring substantial improvements in the technology and its applications prior to clinical application of CAD in the practice of lung cancer screening.
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