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Abstract

Learning from Optimal Actions: Theory and Empirical Analysis in Digital Platforms

Yuri Resende Fonseca

This thesis focuses on learning from revealed preferences and their implications across operations

management problems through an Inverse Problem perspective.

For the first part of the thesis, we focus on decentralized platforms facilitating many-to-many

matches between two sides of a marketplace. In the absence of direct matching, inefficiency in

market outcomes can easily arise. For instance, popular supply agents may garner many units

from the demand side, while other supply units may not receive any match. A central question for

the platform is how to manage congestion and improve market outcomes. In Chapter One, we

study the impact of a detail-free lever: the disclosure of information to agents on current

competition levels. How large are the effects of this lever, and how do they affect overall market

outcomes? We answer this question empirically. We partner with the largest service marketplace

in Latin America, which sells non-exclusive labor market leads to workers. The key innovation in

our approach is the proposal of a structural model that allows agents (workers) to respond to

competitors through beliefs about competition at the lead level, which in turn implies an

equilibrium at the platform level under the assumption of rational expectations. In this problem,

we observe agents’ best responses (actions), and from that, we need to infer their structural

parameters. Identification follows from an exogenous intervention that changes agents’ contextual

information and the platform equilibrium. We then conduct counterfactual analyses to study the



impact of signaling competition on workers’ lead purchasing decisions, the platform’s revenue,

and the expected number of matches. We find that signaling competition is a powerful lever for

the platform to reduce congestion, redirect demand, and ultimately improve the expected number

of matches for the markets we analyze.

For the second part of the thesis, we discuss both parametric and modelling approaches in Inverse

Problems. In Chapter Two, we focus on Inverse Optimization Problems in a single-agent setting.

Specifically, we study offline and online contextual optimization with feedback information,

where instead of observing the loss, we observe, after-the-fact, the optimal action an oracle with

full knowledge of the objective function would have taken. We aim to minimize regret, which is

defined as the difference between our losses and the ones incurred by an all-knowing oracle. In

the offline setting, the decision-maker has information available from past periods and needs to

make one decision, while in the online setting, the decision-maker optimizes decisions

dynamically over time based on a new set of feasible actions and contextual functions in each

period. For the offline setting, we characterize the optimal minimax policy, establishing the

performance that can be achieved as a function of the underlying geometry of the information

induced by the data. In the online setting, we leverage this geometric characterization to optimize

the cumulative regret. We develop an algorithm that yields the first regret bound for this problem,

which is logarithmic in the time horizon. Furthermore, we show via simulation that our proposed

algorithms outperform previous methods from the literature.

Finally, in Chapter Three, we consider data-driven methods for general Inverse Problem

formulations under a statistical framework (Statistical Inverse Problem-SIP) and demonstrate how

Stochastic Gradient Descent (SGD) algorithms can be used to solve linear SIP. We provide

consistency and finite sample bounds for the excess risk. We exemplify the algorithm in the

Functional Linear Regression setting with an empirical application in predicting illegal activity

from bitcoin wallets. We also discuss additional applications and extensions.
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Introduction

This thesis focuses on learning from revealed preferences and their implications across

operations management problems. The three chapters presented can be broadly categorized into

two streams. The �rst chapter is empirical and focuses on how agents in digital platforms use

information and the associated implications for tactical decisions in platform design. The second

chapter focuses on single-agent learning. In particular, in designing machine learning and

optimization methods for learning �exible structural models from revealed preferences. The third

chapter focuses on constructing data-driven methods for linear inverse problems in general. Next,

I describe each chapter in detail.

Chapter One aims to leverage structural models and machine learning methods to understand the

complex interactions emerging in digital platforms and the implications for their design. We

empirically tackle some central issues in such platforms. Speci�cally, we focus on the

implications of market interactions for information design. In order to do so, we collaborated with

the largest service marketplace in Latin America, GetNinjas, which connects customers to

millions of workers for a variety of services. On this platform, workers purchase non-exclusive

leads to reach customers in the hope of closing a deal. The chapter aims at elucidating how and

how much workers anticipate competition from competitors. We develop and estimate a structural

model that allows workers to incorporate expectations of competition levels and react to

information about competition when released by the platform. Our structural model is anchored

around an equilibrium concept to summarize workers' interactions at the platform level.

Our results demonstrate that service providers are not only forward-looking and anticipate

1



competition levels but also show that this is a “�rst order" effect—akin to the impact of

substantial price changes in the lead prices. Building on our structural model, we assess

counterfactuals of different information design strategies: i.) one in which information is omitted,

and workers can only form beliefs about competition and ii.) another that provides workers with

data on current competition levels (speci�cally, the number of times a lead has been purchased to

date). We show that revealing information, which is a “detail-free" lever that is easy to

implement, is a very powerful lever for the platform. By being strategic, workers avoid excessive

competition around speci�c leads and demand is redirected to leads that otherwise wouldn't

receive applicants. In turn, congestion is reduced. When analyzing the impact on the platform's

revenue (associated with leads sold), we show it can go both ways, depending on the

characteristics of the submarket. However, quite notably, the expected number of deals actually

closed increases across all the submarkets we explored.

Chapter Two focus on Inverse Optimization from a single-agent perspective. In many real-world

problems associated with strategic behavior, the actual utility agents collect from their actions

(costs or rewards) cannot be observed. Therefore, traditional learning algorithms cannot be

directly applied. However, in many cases, even though utilities are not observed, the actions of

agents are. Consider, for instance, the problem of learning from the decisions of customers,

doctors, senior managers, or even algorithms. While we can observe past actions of these agents

under different contexts, their utilities are not directly observable and, in many cases, cannot be

described even by the agents themselves. In this chapter, we study a learning problem under this

feedback structure. In particular, we aim to answer the following fundamental question: What and

how fast can one learn based on past actions taken by agents? The problem formulation we

propose is very general and encompasses applications ranging from modeling consumers'

behavior to Inverse Reinforcement Learning. For the of�ine setting, we characterize an

instance-dependent minimax regret and the corresponding optimal policy. The notion of regret is

taken for adversarial new instances and captures the generalization power of the model learned.

To the best of my knowledge, this result was the �rst worst-case out-of-sample guarantee

2



provided to this class of problems. For the online setting, we improve state-of-the-art results,

providing an improvement fromO(
p

T) to O(log T) in the order of the regret. We are able to do

so by designing novel online learning algorithms that exploit explicitly the geometry of this class

of problems, in contrast with previous approaches that leverage classical statistical frameworks

and tools from Online Convex Optimization.

In Chapter Three, Statistical learning and Inverse Problems: A Stochastic Gradient Approach, our

goal is to demonstrate how one can leverage the structure of the problem at hand to combine tools

from Operations Research and Machine Learning to develop �exible data-driven algorithms that

perform well across a wide variety of learning problems. Speci�cally, for Linear Inverse

Problems, we identify suf�cient conditions for the applicability of (properly adjusted)

boosting-like algorithms.
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Chapter 1: Signaling Competition in Two-Sided Markets

1.1 Introduction

Platforms facilitating many-to-many matches in two sided-markets have become ubiquitous in

recent years in a number of industries ranging from professional services to dating. A key attribute

of matching in these markets is the need to take into account the preferences of agents on both

sides of the market. In situations where the agent's preferences are not known to the platform (as is

often the case in dating, labor, or service platforms) and where the preference information may be

dif�cult for the individuals to articulate or for the platform to gather, centralized matching becomes

less desirable or dif�cult to implement. An alternative approach is to have the platform operate in

a decentralized manner, enabling agents on both sides of the market (for example, customers and

service providers) to �nd each other. Another bene�t of such systems is that they provide all users

with equal access to information about available opportunities. While easy to implement, a major

disadvantage of a decentralized system is that agents have partial information about the market's

state, and as a result, inef�ciencies driven by market congestion are likely to arise.

Consider the case of a service platform in which service providers indicate interest in jobs and,

afterward, the job poster selects at most one of the service providers to complete the job. In such

a market, having too many service providers interested in the same job opportunity leads to con-

gestion, which affects market outcomes signi�cantly. Therefore, one key question in these types

of markets pertains to the possible levers available to the platform to improve market outcomes

and the impact these levers may have. To mitigate inef�ciencies and improve outcomes, the plat-

form may build customized assortments for the service providers and, through them, ensure that

the most popular opportunities are not shown too many times. This can be a powerful lever in

markets in which some reasonably detailed understanding of customer's preferences is available

4



(see, e.g., [1] for a study in the context of dating markets, and [2] and [3] for service marketplaces).

However, understanding detailed customer preferences suf�ciently well may be quite challenging

in some applications. Furthermore, preference-aware mechanisms might be undesirable from a

fairness point of view. For instance, a job platform may have as a design principle to never hide a

job opportunity from any of its users.

Motivated by the dif�culties described above, in the present chapter, we are primarily interested

in understanding the power of a “detail-free" lever that decentralized platforms can leverage to

improve market outcomes. In particular, we focus on the lever ofinformation design through

competition signaling, by which the platform discloses the current competition level for a given

supply unit. Disclosing this information leads to a nontrivial trade-off for decentralized matching.

On the one hand, signaling that there is competition for a supply unit reduces the value of that unit.

On the one hand, signaling competition for a supply unit reduces that unit's value. On the other

hand, it might boost the value of supply units without competition, possibly spreading demand

across the platform. How large these effects are and their impact on market outcomes is a priori

unclear. The magnitude and in�uence hinge critically on how strategic the agents are, and how

much they consider current competition and anticipate future competition.

To quantify the trade-off at play and empirically tackle the question above, we focus on a spe-

ci�c service marketplace. We partner with the largest service marketplace in Latin America, Get-

Ninjas, which operates as follows. Service providers (or agents), who are primarily independent

professionals (such as freelance designers, tutors, plumbers, and babysitters), join the platform in

order to purchase leads for short-term jobs. Agents have access at all times to all job opportunities

available. When they purchase a lead from the platform, they are not guaranteed to get the job.

Instead, they obtain access to the contact information of the relevant customer in order to apply

for the job. To increase the probability that a deal between a service provider and a customer gets

closed, leads are nonexclusive and can be sold more than once, which allows a customer to poten-

tially select a service provider from a set of agents. Therefore, a key characteristic of this market is

the possibility of congestion on the lead side. If multiple agents purchase the same lead, they will

5



be competing with each other, as at most one of them will get the job.

Our goal is to understand whether the platform should signal competition by revealing how

many other agents have bought each lead in the past. A key challenge we face is to understand

how agents react to competition when making lead purchase decisions.

Structural Model and Estimation Approach. To tackle this problem, we propose a structural

model in which agents follow a discrete choice model when choosing a lead to purchase. Our

model allows agents to incorporate their own beliefs about competition; more speci�cally, agents

can potentially account for both observed competition disclosed by the platform as well as pre-

dicted future competition when making purchase decisions. Our model captures the distinctive

feature of this market, which is that competition occurs on both sides of the market: leads com-

pete with each other as each agent chooses the preferred lead to purchase; agents compete with

each other as at most one agent would be able to close the deal for a given lead. The model also

highlights the main trade-off of desirable features of a lead and the competition level when de-

ciding which lead to purchase. Moreover, our model induces a form of mean �eld equilibrium

at the platform level, in which agents' beliefs about competition, on average, match their average

purchase decisions observed by the platform when agents are self-interested utility maximizers. In

order to estimate our model, we leverage types of exogenous variation in the data. First, we exploit

the randomness in the arrival time of agents and leads to the platform, which provides exogenous

variation in the observed and predicted future competition for a given lead at a given time. Sec-

ond, we take advantage of an important intervention during the sample period: the pricing policy

was changed exogenously in a manner fully known to us, which we use as a quasi-experiment in

the estimation. It introduces exogenous variation that enables us to disentangle price effects from

competition effects. These two types of exogenous variation in the data combined with the detailed

set of lead, agent, and time �xed effects provide identi�cation of our structural model. Our estima-

tion follows the standard procedure of estimating a discrete choice model with random coef�cients

with instrumental variables and a control function to account for potential endogeneity.
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Estimation Results and Counterfactual Analysis. We estimate the structural parameters of our

model in three different markets using the data of the partner platform. Our �ndings reveal that,

for all three markets we analyze, agents react fairly strongly not only to observed competition but

also to predicted future competition.

In light of this strategic behavior, we return to our key question: what are the implications

of signaling competition for the platform's operations and market outcomes? We perform coun-

terfactual analyses using the estimated model to answer this question. To that end, we compute

the market equilibrium through a simulation using our estimated structural model when compe-

tition information is hidden, and repeat the analysis when competition information is displayed.

We �nd that displaying current competition level signi�cantly decreases market congestion in all

three markets we study, as fewer agents end up seeking the same (very attractive) leads, reacting

negatively to the observed competition as well as the predicted future competition. The effect of

displaying competition is notable in magnitude: across the three markets we study, the probability

of a lead having more than one purchase decreases by more than 20% (in relative terms). The

natural follow-up question is what happens to the agents who do not buy these leads if competition

is displayed but would have if not. We �nd that displaying competition information not only de-

creases market congestion but also decreases the probability that a service request is “wasted”–i.e.,

the request or lead is not purchased by any agent, by 5% to 20% (in relative terms). Hence, signal-

ing competition is an effective tool to reduce congestion and redirect agents to alternative service

requests.

From the platform's perspective, since its revenue comes from sales of leads, it is essential

to understand how displaying competition affects overall (short-term) revenues. When competi-

tion is displayed, leads with high levels of competition (higher than what their predicted values

would have been if competition information was hidden) might lose demand to other leads or the

outside option. However, leads with low demand (lower than what their predicted values would

have been if competition information was hidden) might gain attractiveness, increasing demand.

We show that the direction of the net effect depends on the type of market. For some markets,
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such as babysitting and plumbing services, the increase in attractiveness of leads with low compe-

tition when competition is displayed is not suf�ciently strong to compensate for the demand lost

of attractive leads to the outside option. This leads to a decrease in short-term revenue of 15-20%

when displaying competition for such markets. However, for markets such as cleaning services,

the increase in attractiveness and, thus, demand of the leads with low competition more than com-

pensates the demand lost of popular leads, which ends up increasing revenue by about 8% when

displaying competition.

Finally, we examine a more aggregate metric for the markets we analyze: the ultimate number

of closed deals. We leverage a dataset for a subset of opportunities which contains the information

about the customer's decision to hire a service provider who purchased the lead or not, and, if so,

which one. Based on this data, we study the probability of a successful match or hire as a function

of the number of applications–i.e., the number of agents who purchased the lead. We �nd that

when competition is signaled, the bene�t of redirecting demand more than compensates for the

(potential) impact of fewer sales, and the number of closed deals increases for all markets.

We highlight that although the results in this chapter are obtained in the context of a particular

marketplace, the general insights are applicable to many other platforms and marketplaces. Signal-

ing competition can potentially be a powerful lever to improve the operations of many two-sided

marketplaces. For instance, similar agent's behavior and platform's considerations may be rele-

vant in related marketplaces (e.g., Thumbtack, UpWork); they might also be relevant in other types

of markets such as long-term job marketplaces (e.g., LinkedIn), dating platforms (e.g., Bumble,

Tinder), as well as platforms in digital healthcare (e.g., CrowdMed, WeDoctor).

Structure of the chapter. In the next subsection, we position our work in the literature. In

Section 1.2, we describe the platform we study as well as the dataset we use. In Section 1.3,

we present reduced-form results and then, in Section 1.4, we introduce our structural model and

our identi�cation strategy. In Section 1.5, we present the structural estimates. In Sections 1.6

and 1.7, we present our counterfactuals. Finally, we conclude and discuss open questions and
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future directions in Section 1.8. Proofs, additional �gures, and additional tables are presented in

Sections A.1 to A.3.

1.1.1 Literature Review

The question of information design for decentralized marketplaces relates to a number of dif-

ferent streams of literature.

Our work builds on the prior literature, which demonstrates that congestion and competition

affect the performance of decentralized two-sided markets. For instance, [4] show that poor trans-

action outcomes in two-sided markets may cause a buyer to update their beliefs about the quality

of the platform, resulting in negative reputational externalities across sellers. Using Airbnb data,

[5] �nds that rejection by a host (for instance, due to congestion) can greatly affect churn in the

platform. On the modeling side of the literature, [6] show that congestion can be reduced by

introducing friction, and [7] show that restricting agents' actions may facilitate matching.

One of the proposed approaches in the literature to manage congestion in two-sided markets

is through assortment optimization or recommendation systems. When building assortments, the

platform has to consider the preferences of both sides. Due to heterogeneity in preferences, there

is a natural trade-off that emerges between displaying too few options to consumers (and risking

too few matches) and showing too many options (and risking congestion with popular suppliers).

[8, 9, 10] present algorithms for the customized assortment optimization problem (which they

prove to be NP-hard) and provide competitive ratios for their performance. [3] consider the online

version of the problem. They design a preference-aware algorithm that leverages the structure of

the MNL model and provides competitive ratios for the expected number of matches. Also, in the

online setting, in [1], the authors study matching in a dating platform that provides customized

assortments of pro�les to maximize the number of matches over time. The authors show that

the like probability of agents is endogenous to the platform's choice of assortment and design

heuristics for the dynamic, customized assortment problem. [2] studies the problem where prices

are not �xed a priori but are de�ned endogenously in the second stage to clear market demand.
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The author shows that if the platform's objective is to maximize total welfare, the optimal solution

has an elegant structure that controls the number of “impressions" suppliers may have. [5] shows

that recommendation systems can be used to support search and reduce rejections in two sided-

markets. Other examples of how recommendations can improve market outcomes are [11] and

[12]. We depart from the previous works by showing that information about the current state of

competition in the platform can also be used to manage congestion and possibly improve market

outcomes.

In this direction, there is recent empirical literature studying the impact of signaling competi-

tion on market outcomes for two-sided marketplaces. [13] analyze an experimental setting under

different levels of information signal about competition in job announcements in the marketplace

“Jobs" on Facebook. The authors �nd that revealing the previous number of applications for jobs

increases the total number of job applications and that applicants prefer jobs with less competition.

[14] analyzes the effect of revealing information about the number of prior applicants in job op-

portunities listed on LinkedIn. The author �nds that, under the information about the competition

level, the probability that the applicant completes an application process increases. In the con-

text of a dating platform, [15] analyze, through a �eld experiment, the effect of displaying recent

demand for a possible match. The authors �nd that revealing the information of recent demand,

together with textual cues which highlight the capacity implications of the recent demand, reduces

congestion. We believe our approach complements this strand of literature as we propose a struc-

tural model that quanti�es how competition information affects agent decisions when applying to

short-term job opportunities in decentralized two-sided markets. Moreover, our model allows us to

analyze how such individual-level impact leads to different market-level outcomes. In other words,

with our model in hand, we are able to perform counterfactuals to derive quantitative insights on

metrics associated with both sides of the market and for the platform, which gives us a multifaceted

view of the mechanisms at play and their implications on the problem. The setup we study is also

different in an important dimension compared to earlier studies. While [14, 13] analyze applicants

to job opportunities, we analyze service providers recurrently applying to short-term jobs. In our
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data, service providers are long-lived, repeatedly interacting with the platform as they rely on it

to �nd short-term jobs. In a full-time job application setting, the applicants typically have a much

lower level of interactions, as job-switching occurs on a relatively long time scale. As a result, the

applicants have a lower ability to strategize and learn how to operate optimally in the market. In

contrast, in the present setting we study, agents repeatedly win and lose (relatively small in scope)

opportunities, and these repeated interactions allow them to learn something about the market,

which is captured by our structural model. In addition, whereas most of the previous work focuses

mainly on the agents that apply to opportunities, an important feature of our dataset is that we also

observe, for a subset of opportunities, the �nal match outcome.

Our work also contributes to the broader literature on market design and alternative types of

information disclosure. In the work by [16], the authors consider information disclosure in auc-

tions with vertically differentiated products but horizontally differentiated agents across the quality

dimension. They �nd that disclosing information about quality leads to an increase in revenue and

competition. [17] shows that when the platform reveals information about a provider's capacity,

it attracts employers' attention to workers with greater capacity, lowering rejection rates and in-

creasing the number of matches. [18] develop a model of a two-sided platform that facilitates the

matching of vertically differentiated suppliers with horizontally differentiated consumers. They

characterize the revenue-optimal information provision policy, which may involve hiding some in-

formation. Using simulation results, they also �nd that the impact of information design on revenue

and consumer surplus can be substantial. Our work complements the above work by providing em-

pirical evidence on the impact of information disclosure, in particular, signaling competition, on

agents' decision-making and equilibrium outcomes in two-sided markets.

Our work also contributes to the literature on professional service �rms, in which �rms allo-

cate efforts to bid for services [19]. [20] show that the problem can be formulated as a revenue

management problem. Differently from this stream of literature, in our case, �rms are individual

service providers, and we are interested in understanding the implication of signaling competition

not only for the individual's entry and choice decisions but also for the platform at the aggregate
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level.

1.2 The Platform and the Data

We partner with a large Latin American service marketplace named GetNinjas. In this sec-

tion, we describe in detail how the platform operates and how our data is structured and provide

summary statistics of the data.

1.2.1 The Platform

GetNinjas is a publicly-traded company that made its initial public offering in the Brazilian

stock market in 2021. As of this writing, it operates primarily in Brazil and Mexico. The company

operates in more than 4,000 towns and cities, receiving millions of service requests per year, and

has hundreds of thousands of active agents.

The platform operates as follows. On one side of the market, individual professionals and

small enterprises such as cleaning workers, plumbers, fashion designers, and software developers

download the GetNinjas app and create a pro�le as an agent. In their pro�le, they create �lters to

choose the category of service requests they are interested in, as well as the geographical radius

of interest (the default and most often used option is an entire city). On the other side of the

market, customers access the website or app to post their service requests. There is a wide range of

service requests, from carpentry work to tutoring, and requests are typically posted with contextual

information. These requests become leads that are sold to agents. If an agent decides to buy

a lead based on its contextual information, then the agent gets access to the customer's contact

information.

The platform operates in a decentralized fashion and simply displays all the leads that are

relevant to a given agent. One important feature of the current set-up of the platform is that agents

can see how many times a given lead has been purchased so far. After buying a lead, the agent

reaches out to the customer outside the platform to attempt to close a deal and deliver the service. It

is up to the customer to interview the agent, accept or reject the agent's application, or potentially
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wait for additional agents to contact them. Customers know that their service requests will be

offered to multiple agents and that they are free to negotiate. The platform is not involved in the

negotiation between the agent and the customer. It is common knowledge to both the agents and the

customers that each lead stays in the platform for 48 hours, and agents can observe the remaining

lifetime of a lead.

1.2.2 Data Structure and Summary Statistics

For our analysis, we will focus on three service categories in a large metropolitan area in Brazil.

In particular, we study cleaning services, babysitting, and plumbing services in the region cover-

ing the neighboring cities of São Paulo, Osasco, and Guarulhos, which accounts for a combined

population of 15 million residents.

We analyze six weeks of data, from March 01, 2022, to April 10, 2022. This timeframe is

selected as it includes an important intervention on the platform that induced exogenous variation

in prices, which helps us identify and estimate the structural parameters of the model we propose.

We describe this intervention in detail in Section 1.2.3. Our dataset is composed of leads visualized

by agents with suf�cient platform tokens,1 at the time of the visualization, if the lead was bought

or not, and, if so, by which agent, and detailed features of both the lead and the visualizing agent.

We remove from our sample the observations of small enterprises that operate on the agent side of

the platform, as they represent a small fraction of the data and might exhibit behaviors different

from the individual agents we wish to analyze2. In our data, there are approximately8; 207service

requests, leading to255; 000 visualizations generated by5; 984 agents. On average, a lead is

visualized by 30 different agents during its lifetime. The number of lead visualizations per market

is displayed in Table A.1 in the Online Section A.2.

Our dataset consists of the following variables: identity (anonymized) of each service request

(or lead) and each agent; time and day in which the lead was visualized; a binary variable indicating

if the lead was bought or not; prices (in platform tokens); budget of the agent at the time of the

1Tokens are credits pre-purchased by agents on the platform. Agents use these tokens to purchase leads.
2In our dataset we have 82 small enterprises in comparison to 5,984 independent professionals.
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visualization (in platform tokens); the number of reviews each agent has; the number of agents

who have bought that lead up to that point (agents see this information when visualizing the lead);

a categorical variable indicating the type of service in a given market;3 the neighborhood of the

request; a categorical variable indicating the source of the request; and the remaining lifetime of

the lead on the platform (recall every lead is posted on the platform for 48 hours in total). For

all markets, we also have information about from which channel (social network, search, Google

ad,...) each lead originates.

Across the three markets in our analysis, 200 new service requests are added to the platform per

day, on average. We have signi�cant price variation in the data that was caused by an intervention

that happened in the platform during the sample period. One standard deviation of observed prices

is more than 37% of the average price. The number of distinct leads an agent visualizes in a day

has an average of 8.23 leads. The number of leads an agent purchases per day can be as large as

four units, but the third quartile is zero, implying that, on most days, most agents do not purchase

any leads. In fact, the 96th percentile of the demand per agent per day is 1.

1.2.3 Platform Intervention

Our dataset expands over a period during which an important intervention happened in the

platform. We emphasize that we have full knowledge of the pricing policy both before and after

the intervention. Until March 20, 2022, the platform used a deterministic pricing policy which

mostly depends on the features of the lead and the agent visualizing the lead.4 When leads are

about to expire and have not been sold yet, the platform provides a �xed percentage price discount.

When we control for all these variables, there is little price variation left.

From March 21st, 2022, onward, the platform changed its pricing policy for every type of

service request and in every market in the same way. Therefore, we consider the variation intro-

duced by this pricing policy change to be independent of any unobserved factors speci�c to the

3For each market, we have different categories for the leads. For instance, cleaning service leads are divided into
commercial, moving_out, after_repairs, heavy_cleaningandothers.

4The precise features cannot be disclosed to protect the company's pricing strategy.
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services and agents. After the intervention, price becomes a function of the number of people that

already bought the lead in addition to the original set of determinants. Since our dataset contains

observations from both before and after the intervention and we have full knowledge about the

pricing policy in both periods, this will allow us to disentangle and estimate the effect of price and

competition on agents' purchase decisions. We will refer to this change in the pricing policy as

the platform's intervention. We explain our identi�cation strategy in detail in Section 1.4.3, after

introducing our model.

1.3 Descriptive Analysis

In this section, we perform descriptive analysis to extract important stylized facts about our

dataset and to motivate our model. We emphasize that the results in this section do not carry

causal or behavioral interpretations. The key property that we would like to understand is whether

agents respond to competition and what would be the most natural type of model to capture agents'

behavior. There are two very different kinds of competition that agents can respond to: observed

competition and future competition. Observed competition corresponds to how many other agents

have purchased a particular lead so far; in our data, this information is provided to the agent by the

platform. This is also the platform design decision we focus on and will revisit in our counterfactual

analyses in Section 1.6. We useqjt to represent the number of times leadj has been previously

purchased at timet. Meanwhile, future competition captures the fact that when a given agent is

considering whether to purchase a lead, other agents who have not yet purchased may still buy the

lead in the future. We usex ij 2 f 0; 1g to denote whether agenti purchased leadj . Let t(i; j )

denote the point in time at which agenti visualizes leadj (we sett(i; j ) = 1 andx ij = 0 if

agenti never visualizes leadj ). When considering whether to purchase leadj at timet, the future

competition agenti will encounter is denoted byf jt and is given by:

f jt =
X

i 0

x i 0j 1f t(i 0; j ) > t g:
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To be clear, this information is not available to agenti when making the decision at timet as it

depends on events that happen in the future. However, agenti might be able to at least partially

predict the value off jt when making a decision at timet. We will include this term in our regression

to derive insights regarding whether and how agents account for future competition.

We regress the agent's purchasing decision on observed competition, future competition, and

an extensive set of control variables. Each observation is a lead visualization. We now list all the

control variables that we include in our regression. The termpijt represents the price at which lead

j is offered to agenti at timet. Agenti 's characteristics are denoted by the vectorzagent
i and include

the total number of agent reviews (total_reviews), the current amount of available platform credits

(current_credits), and an indicator of whether the agent has purchased a lead during the prior 7

days (pro_behavior). Leadj 's characteristics at timet are denoted byzlead
jt ; these include the

service type (for example, for cleaning services, these types are type_commercial, type_standard,

type_heavy, type_renovation, type_move, type_others), the neighborhood, the lead origin (organic,

paid_media, referral), and a variable �nal_discount indicating whether the lead has not yet been

purchased and is close to its expiration time and, therefore, is currently being offered at a discount

(this is the only lead characteristic that depends on timet). We uses(t) to capture day-of-the-week

�xed effects. The terms� j and� i denote lead-level and agent-level �xed effects, respectively.5 Let

dt denote the calendar day of timet. The set of lead-visualization time pairsjt , visualized by agent

i during daydt , is given byJ (i; d t ). We include the cardinality of this set in the regression under

the label assortment_size.

Finally, we �t a logistic regression model of the agents' purchase decisions with the variables

described above. As the variables may affect agents' purchase decisions differently across markets,

we estimate a separate model for each market.

In Table 1.1, we present the results of the regression for the plumbing services market. The re-

sults of the other two markets are qualitatively similar and provided in Table A.2 and Table A.3 in

5For leads that are never sold, it is not possible to estimate their unobserved �xed effects, so we estimate a group-
level �xed effect for those leads. Similarly, we estimate a group-level �xed effect for leads under 50, 40, and 30
visualizations for cleaning, plumbing, and babysitting, respectively. Agents who never purchased and agents who
visited the platform less than 20 times also have group-level �xed effects.
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the Online Section A.2. The �rst column reports the results under the complete speci�cation. The

second column represents a model with the same set of covariates (including the �xed effects) as

the �rst column, but future competition is omitted. We �rst observe that under the complete speci-

�cation, both observed and future competition coef�cients are negative and statistically signi�cant.

This suggests that agents might respond to both kinds of competition when making purchase de-

cisions. The assortment size coef�cient is also negative and statistically signi�cant, which implies

that leads are likely not evaluated independently but rather as an assortment. Therefore, a model

that accounts for substitutions across leads would be warranted. Our second column shows that

removing future competition greatly reduces the pseudo-R2 from 0.65 to 0.34.

Table 1.1: Regression results for the plumbing services market.

With future competition Without future competition
Estimate Std.Error Estimate Std.Error

observed_comp -6.614 (0.129) -2.040 (0.066)
future_comp -6.100 (0.118)
price -0.008 (0.001) -0.008 (0.001)
agent_behavior 0.146 (0.042) 0.131 (0.029)
agent_reviews -0.000 (0.001) -0.001 (0.001)
current_credits 0.001 (0.000) 0.001 (0.000)
�nal_discount 0.680 (0.563) 2.196 (0.321)
organic -0.175 (0.175) -0.115 (0.120)
paid_media 0.006 (0.137) -0.026 (0.096)
referral 0.231 (0.163) 0.095 (0.115)
assortment_size -0.019 (0.002) -0.022 (0.001)
No. of Obs. 86357 86357
No. of Parameters 509 508
PseudoR2 0.653 0.344

Despite the fact that the descriptive analysis suggests that future competition might play an

essential role in explaining agents' purchase decisions, the estimation only captures the correlation

in the data. It is not clear a priori how to incorporate future competition in a model that allows

one to have causal interpretation, as unobservables propagate through the intricate and complex

structure of a two-sided market. For instance, when agenti buys leadj , other agents' future

decisions will be affected by agenti 's decision, which in turn affects the future demand of leadj
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itself. This could lead to a simultaneity bias in the estimation result and identi�cation problems.

We propose a structural model and exploit exogenous variation in the arrival times of agents and

leads as well as the pricing intervention to tackle these challenges. When incorporating future

competition in their decision-making process, our model assumes that agents make aprediction

about this random quantity in order to anticipate the level of competition they may face. We then

leverage this prediction function and exogenous variation in the data to achieve the identi�ability

of our model.

Although there are many alternative ways to model the problem we consider, the main effects

we are interested in capturing are the competition among agents and the competition among leads.

Therefore, we believe that a natural way to do so is through a discrete choice model in which

agents evaluate the opportunities available, take into consideration the lead features and observed

competition level, form predictions about additional future competition, and, among the options in

their consideration set, they choose the lead with the highest utility or the outside option. There

are three main pieces of evidence in our data that support this modeling choice. First, within a day,

an agent visualizes many leads (on average 8.23) before making a purchase decision, and for 96%

of the unique pairs of agent and day, the agent buys at most one lead, which supports a discrete

choice model. Second, on average, agents take 3.6 days to return to the platform after a visit, but a

lead survives only 48 hours in the platform, which suggests that agents do not keep track of leads

over time. Rather, they make one purchase decision, if any, after forming a consideration set. In

Figure A.1 in the Online Section A.3, we also show that average demand does not have a spike

close to the beginning of the lead lifetime or close to the lead expiration date, further suggesting

that agents do not monitor the leads on the platform continuously to, e.g., attempt to be the �rst to

buy a lead or to wait until the last moment to only buy leads with no competition. Furthermore,

using a discrete choice model to capture dynamics in two-sided markets has been extensively used

in the literature, see for instance, [9, 2, 8, 3].
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1.4 Structural Model

In this section, we �rst detail the main features of the market that we would like to capture in our

model. Then, we introduce the structural model that describes how agents make lead purchasing

decisions. As articulated earlier, we are interested in a structural model that captures both the

competition among leads as well as competition among agents.

Competition among leads. Leads compete with each other as agents choose between the leads

they visualize. Agents have a limited budget and limited capacity to negotiate and execute jobs.

We capture this effect by assuming that each agent chooses the lead to purchase according to a

discrete choice model from the Random Utility Model (RUM) class with observations at the day

level. Our empirical evidence also suggests that a choice model is appropriate for this market. We

observe that agents usually go back and forth over many leads before making a purchase decision,

which suggests that they are forming consideration sets, re�ecting on the opportunities, and, most

of the time, buying at most one lead within a day.6

Competition among agents. We have two mechanisms through which competition among agents

is incorporated into our structural model. The �rst is straightforward: the platform reveals the

number of times that leadj has been purchased at timet, which we call observed competition,qjt .

The second mechanism through which competition among agents is incorporated is in the form

of expected future competition on leads. We usef̂ ijt to denote the prediction of expected future

competition that agents use to evaluate leadj at timet. We introduce the subscripti since this

belief could differ across agents. We note that such predictions are based on repeated interactions

with the platform and will require a form of equilibrium at the platform level.

6This is a slight simpli�cation of reality since agents do sometimes buy more than a single lead in a day, but
this only occurs in less than 5% of the sample. For this small subset of samples with multiple purchases, we create
duplicate entries, each with a single purchase. Our main results do not change when we exclude this subsample.
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1.4.1 Model Speci�cation

Now we formally introduce our model. The utility of agenti evaluating leadj at timet is given

by:

uijt = �p ijt + � 1qjt + � 2f̂ ijt +  0
1zagent

i +  0
2zlead

jt + s(t) + � j + � i + � ijt + � ijt : (1.1)

Leadj belongs to the consideration setJ (i; d t ), which is the set of leads agenti visualizes on

daydt . The termspijt , zagent
i , zlead

jt , s(t), � j and� i are the same as we introduced in Section 1.3.7 The

term� ijt is a zero-mean Gaussian random variable that captures additional unobserved features not

captured by the �xed effects. This could include, for instance, interactions in theij term, such as

particular features of the leadj that are attractive for agenti only. The term� ijt has a standard i.i.d.

Gumbel distribution with unit scale and zero mean.

We include the observed competition,qjt , and the predicted future competition,f̂ ijt , directly in

Eq. (1.1), which allows us to estimate from the data how much agents account for the externality

they may suffer from other agents' purchases when making purchasing decisions in a similar spirit

of introducing externalities in networked markets [21].

Predicting future competition. We next present our assumption regarding how agents predict

future competition. The quantitŷf ijt is the sum of two terms and can be written as

f̂ ijt = f̂ jt + � ijt ; (1.2)

where the �rst term,f̂ jt , is the average predicted number of agents who will purchase leadj in the

future and common to every agent. The second term,� ijt , is a zero-mean Gaussian term, assumed

to be i.i.d. across agents. Including this term in the prediction model allows agents to have different

individual prediction values. The term� ijt is also allowed to be correlated with� ijt . For instance,

if a given agent has a high� ijt shock, this agent may also predict a higher-than-average future

7The cardinality of the assortmentjJ (i; d t )j, which was an element of the reduced form regressions, is not part
of this new model because we will now estimate the model explicitly as a mixture MNL model rather than a logistic
regression model.
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competition.

The quantityf̂ jt plays an important role in our model as it represents the average behavior of

agents on the platform. We decompose it in two terms as follows.

f̂ jt = N̂ (� jt ) P̂ : (1.3)

We assume that agents �rst predict how many agents will visualize the lead in the future, a quantity

we denote byN̂ (� jt ). This is a function of the remaining lifetime of the lead� jt . The intuition is

that since leads live for 48 hours, knowing the remaining lifetime of the lead on the platform allows

one to estimate how many other agents are still to arrive to check that opportunity on average. Then,

agents multiplyN̂ (� jt ) by their belief of the probability that an agent buys the lead after visualizing

it, P̂ . The prediction of the number of agents who purchase the lead in the future is then given by

N̂ (� jt ) P̂ .

Despite its simple form,̂f jt captures the two main forces that determine the level of future

competition: visualization volume and purchase probability. This is not meant to be a perfect fore-

cast but a behavioral heuristic instead. The quantityP̂ will be the mechanism through which the

market equilibrates, and it depends on the features of all agents, and all leads in the market, as well

as platform decisions, such as its pricing policy and whether to display competition information to

agents. In the following subsection, we show how to characterizeP̂ in the estimation procedure.

In Section 1.6, we describe how to computeP̂ when performing counterfactual analysis.

The quantityN̂ (� jt ) is the common mechanism shared under which agents are capable of mak-

ing heterogeneous predictions for the various leads by exploiting their differences in the remaining

lifetime. We assume the following form for̂N (� jt )

N̂ (� jt ) = N0 � T � � jt ; (1.4)

whereN0 is a scaling parameter,T is the maximum lifetime of a lead (all leads have 48 hours

of lifetime), and� is the discount factor. As the lead grows stale and approaches its expiration
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time, fewer agents will visualize it. We choose this particular decay function as it well matches

the data. We provide the comparison of our �tted̂N (� jt ) and the observed visualization volume in

Figure 1.2.

1.4.2 Equilibrium Condition

One important element we have not discussed yet is how the predicted purchase probability

P̂ gets determined. Our assumption will be thatP̂ is the mechanism through which the system

equilibrates.

Let us represent the dataset byD = f pijt ; qjt ; zagent
i ; zlead

jt ; J (i; d t ); � jt g: We usen to represent

the number of observations at the agent, lead, and day level in our dataset. Let us consider a given

set of parameters for Eqs. (1.1) and (1.4), which we represent respectively by

� = ( �; � 1; � 2;  1;  2; f s(t)g; f � j g; f � i g; � � ; � � ) and 
 = ( N0; � );

where� � and� � denote the standard deviation of the two unobserved Gaussian shocks� ijt and

� ijt , respectively. Since� ijt and� ijt are unobserved and additive in the utility function, we can not

separately identify them in the estimation. Instead, we create an auxiliary random variable given

by:

~� ijt = � 2� ijt + � ijt :

Note that~� is zero-mean Gaussian, and we use~� to denote its standard deviation, which is a

parameter we can estimate. Next, for anyP̂, and assuming that agents are utility maximizers, we

can integrate over the unobserved shocks and writeP(x i;j;t = 1; �; 
 ; D; P̂), the probability that

agenti buys leadj at timet. To ease notation, let

�uijt = �p ijt + � 1qjt + � 2f̂ jt +  0
1zagent

i +  0
2zlead

j 0t0 + s(t) + � j + � i :
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We have that

P(x ijt = 1; �; 
 ; D; P̂) =
Z

~�

exp (�u ijt +~� ijt )

1+
P

j 0t 02J ( i;d t ) exp ( �u ij 0t 0+~� ij 0t 0) dP(~� ): (1.5)

Our equilibrium concept will be a form of mean-�eld equilibrium in which agents react to the

presence of other agents through two components: the current level of competition on a lead and

the aggregate conversion probabilityP̂ that enables agents to predict future competition on leads.

More formally, we de�ne the equilibrium̂P as follows.

De�nition 1 (Equilibrium). We say that̂P is an equilibrium belief if:

• Using P̂, all agents select a lead or the outside option to maximize their utilities given by

Eq. (1.1).

• Conditional on visualizing a lead, the average purchase probability of agents in the market

is equal toP̂ , i.e.,
1
n

X

ijt

P(x ijt = 1; �; 
 ; D; P̂) = P̂ :

The equilibrium condition imposes consistency between what the agents assume when evalu-

ating the leads and what is happening, on average, in the market. This notion of equilibrium is

relevant in the current system in which the agents repeatedly interact with the system and can, over

time, learn something about̂P. We now establish that an equilibrium exists and is unique.

Theorem 1. Consider a given datasetD and sets of parameters� and 
 . If � 2 < 0, then there

exists a unique equilibrium belief̂P.

We provide a proof for Theorem 1 in the Online Section A.1.

1.4.3 Estimation Procedure

We estimate the model for each market separately. Our estimation procedure is a three-part

process that we repeat for each market. As discussed in Section 1.2, there is a major pricing policy
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change on a date in the middle of our sample period. This is useful for estimating the parameters of

our model because the policy change introduces exogenous price variation. However, we need to

take into account that such a change also affects the equilibrium of the system. In the �rst step, we

assume that the platform was operating in equilibrium, and we use Theorem 1 to use the data from

before the policy change to estimate the valueP̂before . In addition, we assume that the platform re-

equilibrates after the intervention, and relying on Theorem 1, we use the data from after the policy

change to estimate the valuêPaf ter . We use these two values in the prediction function depending

on whether the lead was visualized pre- or post-intervention.

We assume that the predicted future visualization functionN̂ (�) and its parametersN0, and

� 8 (see Eq. (1.4)) are not affected by the policy change and the system re-equilibrates through

a change inP̂ only. Our second step is to estimate the three parameters that de�ne the future

visualization functionN̂ (�) (Eq. (1.4)) that we describe next.

Estimating the predicted future visualizations function. Recall from Eq. (1.4) that estimating

the functionN̂ (�) corresponds to estimating two parameters:
 = ( N0; � ). Taking the log on both

sides of Eq. (1.4), we have:

logN̂ (� ) = log N0 + " � (T � � );

where" � = log � . We do not believe that agents can fully forecast the future, but we think it is

reasonable to assume that their average prediction is consistent with the platform's data. LetN ijt

denote the number of times that, in our data, leadj was visualized after agenti visualized it at time

t. We estimate the two coef�cients of interest via the following regression

logN ijt = log N0 + " � (T � � jt ) + eijt : (1.6)

Now with the average predicted future competitionf̂ jt , we are able to perform our last step,

8The estimates of� andN0 before and after the experiment, although statistically different, differ by less than 2%,
and the impact on the choice probabilities is negligible.
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which is the estimation of the coef�cients in Eq. (1.1).

Obtaining the structural parameters. We are now ready to estimate the coef�cients of interest

� = ( �; � 1; � 2;  1;  2; f s(t)g; f � j g; f � i g; ~� ) from Eq. (1.1). Conditional on the average predicted

future competition and covariates, our model becomes a conditional mixed MNL that can be esti-

mated by simulated maximum likelihood. LetT0 be the day that the policy intervention occurred.

Let D(i ) denote the set of calendar days in which agenti visited the platform. Using Eq. (1.5), we

can solve:

�̂ = arg max
�

 
X

i

X

d2D (i ): d<T 0

X

jt 2J (i;d )[f 0g

x ijt logP
�
x ijt = 1; �; 
 ; D; P̂before

�
(1.7)

+
X

i

X

d2D (i ): d� T0

X

jt 2J (i;d )[f 0g

x ijt logP
�
x ijt = 1; �; 
 ; D; P̂af ter

�
!

;

whereP
�
x ijt = 1; �; 
 ; D; P̂

�
is approximated by integrating numerically over the aggregated

unobserved shock~� .

Misspeci�cation and endogeneity. A common concern when performing structural estimation

is the correlation of covariates of interest, such as price and observed and predicted future compe-

tition, and the unobserved factor in the utility function,� ijt . In our model, this concern is small.

First, for price, we have full access to the speci�c policy used by the platform and control for

the complete set of variables price is a function of. After controlling for the covariates that affect

the pricing policy, most of the price variation is due to the exogenous intervention in the platform

described above.

Second, since the arrival times of leads and agents on the platform are likely to be exogenous,

we exploit these variations to identify the coef�cients of the observed and predicted future competi-

tion. It is very unlikely that agents can coordinate login times in the platform based on unobserved

features of leads not yet available on the platform. In Figure 1.1, we show the distribution of arrival

time (visualization time) of agents in the platform, suggesting a simple pattern likely associated
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with the agent's daytime and nighttime activity levels rather than sophisticated behaviors where

they try to anticipate promising leads appearing on the platform. We also show the distribution of

the leads' posting time, with a similar pattern most likely associated with the customers' daytime

and nighttime differences in terms of their activity levels of posting jobs on the platform.

The implications of the arrival time of agents and leads to be exogenous are the following.

First, for a given lead, as agents arrive on the platform at different times, they see different levels

of observed competitionqjt . Since the arrival time is exogenous, the within-lead variation of the

observed competition level is also exogenous. Moreover, sinceqjt is the result of the accumulated

actions over many agents over many periods, for endogeneity to be a concern,� ijt would need to

be correlated with these aggregated actions for many observations. If this is the case, however,

the endogeneity is likely controlled for by the �xed effects. Therefore, conditional on the lead and

agent �xed effects, the observed competition is likely to be exogenous.

Second, the exogenous arrival time provides exogenous variation in the average predicted fu-

ture competition through the variation in the remaining lifetime� jt . Recall that our model allows

the predicted future competition to be endogenous, as� ijt can be correlated with� ijt (see Eq.

(1.2)). However, we can still identify and estimate the coef�cient on the average prediction of

future competitionf̂ jt , � 2. Similar to the case ofqjt , the remaining lifetime� jt for a given lead is

also determined by the agent's arrival time to the platform, which is exogenous and uncorrelated

with � ijt . In addition, since� ijt is also uncorrelated with the intervention indicator, and, hence,

the variation inP̂before andP̂af ter . Therefore, the average predicted future competitionf̂ jt is likely

to be exogenous given the lead and agent �xed effects.

Nevertheless, in order to show the robustness of our estimation results, we present an alterna-

tive identi�cation strategy where we allow observed competition (in addition to predicted future

competition) to be endogenous. We use a control function approach with instrumental variables to

estimate the model.
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Figure 1.1: (a) Probability histogram of the agents' visualization time of leads over the day. (b)
Probability histogram of posting time of leads over the day.

Validity of the IVs. We use three IVs to identify the coef�cients of observed competition. The

three IVs we use are: a dummy variable indicating the platform's intervention, the remaining

lifetime of the lead, and the interaction term between the intervention dummy and the remaining

lifetime. As we discussed above, the intervention changes the pricing policy to which we have full

access. As a result of this exogenous price change, agents' purchase decisions change, affecting

the observed competition levels. In other words, the intervention dummy satis�es the relevance

condition. Furthermore, the remaining lifetime also satis�es the relevance condition, as the fresher

the lead is, the lower the expected observed competition level (cf. Figure A.1 in the Online Sec-

tion A.3). The exclusion restriction holds for the intervention dummy as it is unexpected and not

announced ahead of time. The remaining lifetime satis�es the exclusion restriction because of the

randomness of the arrival time of leads and agents. The validity of the third IV follows naturally

as it is the interaction of the �rst two IVs. Finally, as we are coping with simultaneity bias in

the model due to the embedded equilibrium, it is necessary for the IVs not to affect the purchase

utilities through any other covariates. This condition is also satis�ed, given the exogenous nature

of the three IVs.

Since we have full knowledge about the pricing policy and control for all variables which

affect price, the remaining variation in price is exogenous and mainly comes from the intervention.

As a result, operationally, we treat price as an exogenous covariate and include it in the �rst-stage

regressions together with the average predicted future competition in addition to the three IVs. One

27



interpretation of this estimation procedure is that we are using the remaining variation introduced

by the intervention after controlling for all other mechanisms that affect agents' purchase decisions.

I.e., the component of the intervention that affects agents' purchase decisions through observed

competition levels.

Control Function. Our estimation with IVs using the control function consists of two stages. In

the �rst-stage regression, we regress the observed competition on the full set of covariates (includ-

ing price and the average predicted future competition) and the three IVs. For the second stage,

we include the residuals of the �rst-stage regression as an additional term in the estimation of the

utility function. We then proceed to estimate the mixed MNL model with the additional residuals

through simulated maximum likelihood.

1.5 Main Estimation Results

In this section, we present the estimation results of our structural model. We �rst present the

estimates for the average predicted future competition function and then the remaining structural

estimates for Eq. (1.1).

Estimates of predicted future competition. Recall that the average predicted future competition

function has two components:̂P andN̂ (see Eq. (1.3)). In Table 1.2, we present the estimates for

P̂ in the periods before and after the intervention, denoted byP̂before andP̂af ter , respectively. We

note that the difference between̂Paf ter andP̂before is statistically signi�cant, with the predicted

purchase probability going up by 41.5% after the intervention, from 2.24% to 3.17%, for the case

of cleaning services. The other markets also see non-trivial increases. This is consistent with the

large system-wide price decrease observed after the intervention.

Table A.4 in the Online Section A.2 displays the regression result for theN̂ function. The

estimated parameters are reasonably similar across markets, indicating that the decaying rate of

the number of visualizations over time does not change signi�cantly across markets. In Figure 1.2,

we depict a graphic display of̂N as a function of� jt and a scatter plot of the �tted values against
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Table 1.2: Empirical probability of selling the lead conditional on visualization, before and after
the intervention

Cleaning Services Babysitting Plumber Services

Before 2.24% 2.23% 2.42%
(0.0000) (0.0003) (0.0001)

After 3.17% 2.66% 2.74%
(0.0001) (0.0003) (0.0001)

No. of Obs. 152,458 17,730 86,357

the realized values of future visualizations. We �nd that our estimatedN̂ �ts the data well. We also

evaluate the correlation of the average predicted future competitionf̂ jt (the common term across

agents) with the realized future competition from the data. We �nd that the correlation is 0.45,

consistent with a world in which agents can partially predict future competition but do not have

a perfect forecast of the future behavior of other agents. In addition, our model allows agents to

deviate from the average prediction̂f jt , which allows some to have better predictions than others.

Figure 1.2: Sample of 100 random leads/times for cleaning services. (a) In blue, we display an
exponential regression of the number of future visualizations as a function of the elapsed lifetime.
(b) Average predicted future visualizations in the x-axis and realized future visualizations in the
y-axis. The dotted line corresponds to the identity function.

Structural estimates. Our main structural coef�cients are presented in Table 1.3.9

The �rst �nding we highlight is that agents respond negatively to observed competition, as

9We omit from the table �xed effects, seasonality factors, as well as market-speci�c variables such as type of
request.
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Table 1.3: Parameter estimates of the structural model across the three markets.

Cleaning Services Babysitting Plumbing Services
Estimate Std.Error Estimate Std.Error Estimate Std.Error

obs_comp -0.893 (0.034) -1.429 (0.133) -2.412 (0.072)
pred_future_comp -0.613 (0.069) -1.875 (0.454) -1.747 (0.163)
price -0.015 (0.001) -0.007 (0.001) -0.006 (0.001)
agent_behavior 0.591 (0.034) 1.041 (0.136) 0.605 (0.038)
total_reviews -0.032 (0.003) -0.050 (0.019) 0.003 (0.001)
current_credits 0.002 (0.000) 0.003 (0.000) 0.001 (0.000)
�nal_discount 0.099 (0.060) 1.367 (0.273) 1.209 (0.238)
organic 0.067 (0.078) -0.338 (0.361) -0.095 (0.108)
paid_media 0.037 (0.047) -0.325 (0.321) -0.086 (0.086)
referral 0.125 (0.069) -0.037 (0.402) 0.089 (0.103)
unobser_shocks_std 0.002 (0.016) 0.000 (0.055) 0.000 (0.022)
No. of obs. 152,458 17,730 86,357
No. of Parameters 512 177 508
PseudoR2 0.742 0.841 0.785

indicated by a negative and statistically signi�cant coef�cient. This is not surprising: if an agent

sees a lead that has been purchased before, they are less likely to buy it, compared to when they

know they would likely be the only applicant.

The second �nding is that agents respond negatively to predicted future competition, with the

coef�cient on predicted future competition also negative and statistically signi�cant. This is a

�nding that documents strategic behavior in a two-sided market: agents can anticipate future com-

petition, at least partially, and they respond negatively to such predictions. Furthermore, estimates

are also different across markets, suggesting different levels of sensitivity with respect to price and

competition.

There is no statistically signi�cant difference between the coef�cients for observed and pre-

dicted future competition in the babysitting market. We do �nd a statistically signi�cant difference

between these two structural estimates for cleaning and plumbing services, with agents responding

more negatively to observed competition than to predicted future competition. There are two likely

reasons for agents to dislike observed competition more than predicted competition. The �rst is

that agents' predictions are imperfect; therefore, they do not respond to their predictions as much
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as they do to observed competition. The second reason is perhaps less straightforward but quite

important in the context we analyze: in this two-sided market, observed competitors might have

already contacted the customer who requested the service, which increases the probability that the

lead is a dud for new buyers. We believe both reasons are likely to be important, but our results

can not distinguish between them. Related to that, one possible explanation for the absence of a

statistical difference between the coef�cients of observed competition and predicted future compe-

tition in the babysitting market lies in the customer's process of selecting or interviewing agents.

Customers may engage in a thorough process to choose the agent that will provide the service, a

process that could extend beyond the 48-hour lifetime of the lead on the platform. Consequently,

being the �rst applicant may not confer any advantage, as the extended selection time negates the

typical bene�ts of immediate contact.

Lastly, we note that the~� parameter is not statistically signi�cant, suggesting that the �xed

effects are likely to be suf�cient to control for the unobservables in the utility function.

To translate the results from Table 1.3 into behavioral impacts, we introduce Table 1.4. It

reports the average relative partial effect of observed competition, predicted future competition,

and price on the agent's probability of purchase. We compute the average relative partial effect

of changing observed and predicted future competition by one unit of competition. For prices, we

compute the average relative partial effect for a price change that corresponds to a price increase

of 20%.

Table 1.4: Average behavior effect associated with one unit change in observed and future compe-
tition and a20%change in price.

Average relative partial effect (%)
Cleaning Babysitting Plumbing

observed_comp (1 unit increase) -36.1 -71.0 -79.4
pred_future_comp (1 unit increase) -26.0 -80.7 -66.6
price (20% increase) -20.1 -18.5 -7.9

We �nd that if we increase observed competition by one unit in the cleaning service market, our

model predicts that agents will reduce their probability of buying this lead by 36.1%, on average.
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For predicted future competition, the impact is also substantial even for markets in which it has a

smaller coef�cient in comparison to observed competition, being 26.0%, on average, for cleaning

services and even higher for the other markets. Table 1.4 also enables us to compare these effects

to price elasticity. For cleaning services, a price increase of 20% leads to purchase probabilities to

decrease by 20.1%, on average, which is a smaller reduction than what is caused by an increase

of one unit in both types of competition. In summary, competition effects are �rst-order factors

for the platform: the impacts of both observed and predicted future competition are substantial,

bearing a magnitude comparable to signi�cant price changes.

Table 1.4 also implies that the price elasticity of cleaning services is approximately -1, while the

price elasticity for babysitting and plumbing services are -0.92 and -0.4, respectively. This could

suggest that the platform should raise prices in these last two markets, especially for plumbing

services. However, it is plausible that the platform chooses to operate at this price level if it is

currently focusing on growing its customer base.

Instrumental Variable Estimates. In Table 1.5, we present the second stage estimates using the

control function approach described in Section 4.3. All the estimated coef�cients for observed

competition predicted future competition, and price are close to the ones we �nd in the main

speci�cation (Table 1.3). The coef�cients associated with observed competition, predicted future

competition, and price are statistically signi�cant at the 5% level. Moreover, the coef�cient associ-

ated with the residuals of the �rst-stage regression is not statistically signi�cant, and neither is the

variance of the unobserved structural shock. This result is consistent with the limited endogeneity

concern in our model and provides additional robustness to our �ndings.

1.6 Counterfactual: Should Competition Information be Omitted?

Given our �nding that agents respond to both observed competition and predicted future com-

petition, a natural follow-up question is whether the platform should display competition informa-

tion and what the implications are. As agents form expectations about future competition when
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Table 1.5: Second stage estimates of sizes of effects on agents' utility functions with instrumental
variables.

Cleaning Services Babysitting Plumber Services
Estimate Std.Error Estimate Std.Error Estimate Std.Error

obs_comp -0.950 (0.310) -1.122 (0.569) -3.323 (0.785)
pred_future_comp -0.652 (0.221) -1.556 (0.733) -2.514 (0.676)
price -0.015 (0.001) -0.007 (0.001) -0.010 (0.003)
pro_behavior 0.590 (0.034) 1.035 (0.136) 0.626 (0.039)
total_reviews -0.032 (0.003) -0.049 (0.019) 0.003 (0.001)
current_credits 0.002 (0.000) 0.003 (0.000) 0.001 (0.000)
�nal_discount 0.123 (0.141) 1.410 (0.343) 1.583 (0.544)
organic 0.069 (0.079) -0.300 (0.368) -0.106 (0.115)
paid_media 0.038 (0.048) -0.292 (0.327) -0.005 (0.092)
referral 0.127 (0.07) -0.014 (0.404) 0.170 (0.114)
control_obs_comp 0.058 (0.313) -0.328 (0.591) 0.927 (0.795)
unobserved shocks std 0.001 (0.016) 0.000 (0.055) 0.000 (0.023)
Leads visualizations 152,458 17,730 86,357
Parameters 513 178 509

the current competition level is displayed, it is reasonable to assume that they would also form

expectations about both competition realized so far and future competition if information about

competition is omitted. After forming these expectations, agents still act as utility maximizers,

possibly implying a new conversion rate at the platform level, changing its equilibrium. In this

section, we explore what the consequences would be if the platform chooses to hide competition

information from the agents.

Since our structural model already proposed a mechanism for incorporating future competi-

tion, we now assume that agents use the same mechanism to predict competitionrealized so far.

If agents are now predicting current competition in addition to future competition, a natural ques-

tion is how much the utility of a lead should be penalized by this new prediction. As we discuss

in Section 1.5, the agent's response to predicted future competition may be different from that

to observed competition because there might be an advantage in being the �rst to contact a lead.

Therefore, it is not clear if predictions of realized competition should be penalized under� 1, the

coef�cient associated with the observed competition,� 2, the coef�cient associated with predicted

future competition, or a combination of both. Since the magnitude of our estimated� 1 is at least
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as big as� 2 (except for the babysitting market in which the difference is not statistically signif-

icant), penalizing the predicted realized competition using� 2, compared with using� 1 is a more

optimistic scenario from the platform's perspective in terms of selling popular leads. In what fol-

lows, we simulate both extreme scenarios to provide counterfactual ranges for the effect of hiding

information from the agents.

Our approach. We conduct this counterfactual analysis via simulation using the estimated model.

We have two different con�gurations, labeled `no_display' and `display'. In the former, we never

show any realized competition to agents; therefore, the agents predict realized competition so far in

addition to future competition. In the latter, we maintain the platform's current information design

where the current realized competition is displayed. We assume that agents use the same predicted

future visualization functionN̂ and allow the predicted purchase probability to re-equilibrate at

two different values:P̂no_display andP̂display . For the `display' simulation,qjt andN̂ are calcu-

lated similarly to the original setting in our sample. For the `no_display' simulation, the observed

competition level will always be zero, but agents will use theN̂ function, the remaining lifetime

� jt , and the total lead lifetime to make predictions of the realized level of competition, as well as

predicted future competition. For each con�guration, we have several simulation runs. In each

simulation run, we use a tatonnement-based iterative process to compute the correct value ofP̂ .

We present a detailed description of the simulation setup in the Online Section A.4. It is possible to

show, under some conditions, that our procedure converges exponentially fast to the unique �xed

point in each simulation run that establishes the platform's equilibrium. We formalize this fact in

Proposition 2.

Counterfactual results. In Table 1.6, we report key metrics for 50 simulation runs under the two

different con�gurations with and without the display of competition.10

The key mechanism through which displaying competition is helpful to the platform and mar-

ket participants is via reduced congestion, as the �rst row in Table 1.6 demonstrates. We de�ne

10All the differences are statistically signi�cant for a p-value of 0.05.
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Table 1.6: Impact of omitting the information of competition

Cleaning Services Babysitting Plumbing Services
no_display display no_display display no_display display

Congestion (%) 54.7 - 57.0 51.6 55.6 - 57.4 44.7 55.7 - 58.6 35.1

Wasted leads (%) 59.5 - 60.2 54.1 71.5 - 72.5 67.7 47.9 - 49.5 38.1

Revenue 0.90 - 0.93 1 1.13 - 1.18 1 1.17 - 1.22 1

congestion as the percentage of leads sold in which demand was greater or equal to two (there

was competition among agents). Without information about prior sales, agents are more likely to

pursue the leads that look most attractive based on the type of service, the neighborhood, and other

features of the lead, and they have no means to identify which leads were already sold more than

what their predicted value is. With competition information displayed, agents can adjust their util-

ity of purchasing each lead by penalizing those leads with excessive demand reducing congestion.

If agents purchase fewer leads that have been already sold, a key question is then how much

demand is lost versus redirected to other leads. We report in the second row the number of wasted

leads, which measures the percentage of leads that do not receive any applicant (or purchase).

We observe that the redirecting effect is strong across markets. Displaying information about the

competition has an important “spreading out” function as it pushes agents away from leads that

have been purchased before and redirects to leads that otherwise wouldn't be sold.

Our �ndings highlight that the simple lever of displaying competition can have a large positive

effect on key metrics for the agents and the customers posting their requests. When competition in-

formation is displayed, much fewer agents waste the purchase of a lead, and many more customers

receive at least one service offer.

One directional effect that is not obvious a priori is on the platform's revenue. As the platform's

revenue comes from selling leads, and revealing that a lead has been purchased before signi�cantly

reduces the value of that lead, it could be the case that the total number of leads sold reduces if in-

formation about competition is revealed. However, the mechanism for this effect can be somewhat

subtle, as we describe next.
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Consider that the platform is in equilibrium when competition is not displayed. Agents penalize

leads' utilities by making predictions about the overall competition level. Next, consider the case

in which competition is displayed. Agents penalize leads' utilities by making predictions about

competition levelsconditionalon the observed level of competition. We �rst focus on analyzing

the leads where the conditional prediction under `display' is higher than what it would have been

under `no_display'. For these leads, the valuation decreases under `display' in comparison with

`no_display'. Two effects play important roles: The �rst is an internal redirecting effect in which

these high-demand leads lose market share to low-demand leads. This effect does not affect the

average demand per lead but greatly affects congestion, wasted leads, and possibly revenue (as

less attractive leads might have different prices). The second is a redirecting effect towards the

outside option, which decreases demand and revenue. Next, we focus on leads whose conditional

predictions of competition are lower under `no_display' (for instance, leads with zero competition

so far). For these leads, the valuation increases under `display' in comparison with `no_display',

recovering demand from the outside option, which affects total demand, congestion, wasted leads,

and revenue. Therefore, the impact on the platform's revenue can go both ways, as we show in the

last row of Table 1.6.

For babysitting and plumbing services, displaying competition leads to lower revenue. In con-

trast, for cleaning services, the display of competition increases revenue. Our analysis suggests

that the direction of the impact on revenue is associated with the level of heterogeneity of the leads

in the market, where heterogeneity refers to the variance of the expected utility of the visualized

leads. In markets with higher variance, most of the demand concentrates on fewer popular leads.

For those markets, displaying high levels of competition likely redirects demand to the outside

option, as leads with less demand are not attractive even with low levels of competition. In more

homogeneous markets, however, less attractive leads might still be comparable to popular leads.

As a result, when their realized competition is zero, their valuations increase enough to compensate

for the demand lost to the outside option from the more popular leads.

In Table 1.7, we report the variance of the �tted valuations showing that the cleaning services
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market is indeed the most homogeneous one, which agrees with our analysis above. To further

motivate that this association is not a consequence of the particular model we propose, we report

in Table 1.7 that the variance of the �tted valuations is correlated with the number of characters

used by the customers to explain their needs when posting service requests. Our conjecture is that

the higher the complexity of the jobs, the more additional description it requires, and the higher

the variance of the utilities of these services.

Table 1.7: Complexity and heterogeneity of leads by market measured by the expected �tted utili-
ties and the number of characters used by customers to further explain their requests.

�tted # of characters
utilities to describe the lead

market variance mean median mean
cleaning 1.68 -2.60 1 36.6
babysitting 1.96 -3.18 35 62
plumbing 2.11 -3.27 51 68.7

Finally, we highlight that we restrict our analysis to short-term revenue analysis. We acknowl-

edge that, even for markets in which we observe a decrease in short-term revenue, long-term rev-

enue could still be higher when displaying competition, as the experience of agents and customers

in the platform are key factors for the long-term engagement of users and growth of the business.

1.7 Impact of Signaling Competition on Closed Deals

In this section, we complement our counterfactual analysis and study the impact of signaling

competition on the expected number of deals closed. A notable feature of our dataset is that, for

about 26% of the leads sold, we have access to full feedback from every agent that bought that

lead, meaning that, for these observations, we know precisely the agent that closed the deal (if

any) and the agents who did not. The percentages per market of service requests with full feedback

are strati�ed by the number of leads sold per request and displayed in Table A.6 in the Online

Section A.2.

To understand the impact of displaying competition information on the number of closed deals,
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we need a model that maps competition for a lead to the probability of closing the deal. We denote

this model as the closing-stage model, where we propose a simple model to estimate the deal-

closing process. Our goal is to capture the impact of the number of applicants on the probability of

a deal being closed. We allow the utilityvij of a �nal customerj when evaluating agenti to depend

on an intercept term, the market type (cleaning, babysitting, and plumbing), which we denote by

M (j ) taking the values inf 1; 2; 3g, the features of the lead (neighborhood and type of service)

denoted byzlead
j , the number of reviews of the agent denoted byzagent

i , a variabler i j denoting the

application position of agenti (taking value 1 if agenti was the second to apply, 2 if the agent was

the third,...), and a Gumbel random shock with scale 1. Therefore,

vij = c +
3X

m=1

� m1f M (j )) = mg + �r ij +  0
1zagent

i +  0
2zlead

j + � jt : (1.8)

We highlight that we are not interested in carrying structural interpretations about the estimated

parameters in the closing-stage model. Instead, this model is used to give us a reasonable predictive

model for the probability of the deal being closed, conditional on the number of applicants. With

this model in hand, we can derive insights into the impact of the redirecting effect of displaying

competition on the number of deals closed. We present the results of the �tted model for some

selected coef�cients in the Online Table A.5 in the Online Section A.2.

Using our estimated closing-stage model, we calculate the impact of increasing the number

of applicants on the deal closing probability. We acknowledge that our results should be taken

with a grain of salt as our data comes from a subset of the sample and might be subject to selection

issues. In Table 1.8, we present the average probability of closing a deal for each of the markets we

analyze, strati�ed by the number of leads sold. We notice signi�cant heterogeneity across markets,

with vanishing bene�ts of selling additional leads for the probability of closing the deal.

Using the estimates for Eq. (1.8), we can compute the expected number of deals closed under

our counterfactual. We assume that the estimates for Eq. (1.8) do not change when information

about competition is omitted.The results are presented in Table 1.9. We focus on the main speci�-
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Table 1.8: Average probability of match conditional on the number of leads sold.

Cleaning Services Babysitting Plumbing Services
N of leads sold Avg. Prob Std.Error Avg. Prob Std.Error Avg. Prob Std.Error
1 lead 33.3% (0.002) 8% (0.002) 42.5% (0.003)
2 leads 41.8% (0.007) 11.9% (0.010) 50.0% (0.018)
3 leads 46.7% (0.052) 13.8% (0.024) 51.1% (0.052)

cation of the counterfactual where agents penalize realized competition under the same coef�cient

as predicted future competition if competition information is not displayed. For every market, we

�nd that the expected number of deals closed increases when information about competition is

displayed. This suggests that even for markets in which the overall number of leads sold decreases

(babysitting and plumbing services), the bene�ts of redirecting demand can be very large. For

instance, if the platform can redirect the third applicant for a lead in plumbing to a lead not sold

yet, the probability that the former closes the deal reduces by 1%, but the latter gets a chance to

close the deal of 40%, an improvement by a factor of 40.

Table 1.9: Impact of the information of competition in the expected number of closed deals.

Cleaning Services Babysitting Plumbing Services
no display display no display display no display display

Expected Closed Deals 1 1.10 1 1.08 1 1.09

Finally, we note that the number of closed deals is a key component in the welfare calculation

of this market. As the cost of leads are internal transactions between agents and the platform, and

price charged for the services are internal transactions between agents and �nal customers, total

welfare can be written as
P

ij (� ij � cij )yij , where� ij the total utility accrued by the �nal customer

j when the service is performed by agenti , cij is the cost to perform the service, andyij be the

dummy variable representing that agenti was chosen to perform servicej . In particular, if within

markets� ij � cij do not oscillate much, the total amount of deals closed is a reasonable proxy for

the total welfare generated by the platform.
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1.8 Conclusion

The operational performance of decentralized platforms can be heavily affected by conges-

tion. Although customized assortment and pricing are intuitive approaches to managing conges-

tion, detailed knowledge of preferences is not always available, making it hard to implement such

strategies. In this paper, we demonstrate that a simple lever, the real-time disclosure of realized

competition, is very powerful in redirecting agents and avoiding congestion. As a consequence,

when this information design feature is implemented, agents face less competition, �nal customers

have a higher probability of receiving at least one applicant, and the overall expected number of

closed deals improves. This lever can be seen as a tool for the platform to attempt to coordinate

agents on two sides of the market and to indirectly perform “soft matching" without the need for

centralized matching. In terms of avenues for future research, our work naturally brings to the fore-

ground the broader question of the impact of more re�ned information design, such as releasing

partial information about competition or releasing information only about particular supply units.

An interesting phenomenon we observe is that the overall number of applications may decrease

or increase depending on some market characteristics, such as the level of heterogeneity across

opportunities. More broadly, it would be interesting to develop a taxonomy of market properties

and understand when and why particular levers can be powerful and to what extent such levers lead

to market outcomes that are close to what could be achievable by a centralized system.
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Chapter 2: Contextual Inverse Optimization: Of�ine and Online Learning

2.1 Introduction

The two classical frameworks for studying decision-making with learning are the of�ine set-

ting, in which a decision-maker has access to a data set of contexts, actions, and respective payoffs,

and the online setting, in which a decision-maker in each period is given a context, chooses an ac-

tion and receives feedback in the form of a payoff. Crucially, both of these frameworks assume

the decision-maker observes payoffs. However, there are important settings in which a machine

learning algorithm might not have access to the payoff from a decision, but it does have access

after-the-fact to the decision an expert would have taken in that situation.

Learning problems of this form arise in a variety of settings. Consider a medical machine

learning system trying to learn to emulate a doctor's approach to treating a disease. The machine

learning system can observe the patient covariates (demographic information, medical history,

blood work, etc.) and needs to issue a treatment recommendation for a junior doctor to follow. A

senior doctor (an expert) is not available immediately, but is able to review the treatment decision

after-the-fact and input what his or her decision would have been instead. That is, we have access

to what an optimal solution would have been to the problem we faced. However, we might never

receive feedback on whether a treatment worked, as patients might not inform the medical practice

what the outcome of the treatment was, or the feedback might be signi�cantly delayed in time.

A similar scenario occurs if we are trying to build a system to predict users' preferences. Most

often, we can observe what the user actually did after-the-fact, but we cannot observe the payoff

to the user of a particular decision. The same is true of some machine learning systems that are

designed to learn how to operate an autonomous system. We might be able to learn by observing

what a human driver (the expert) would have done, but we might not have any payoff feedback. To
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formalize this class of problems, we consider a general contextual optimization problem with both

of�ine and online data.

For the of�ine setting, the decision-maker has access to dataD of N contextual optimization

problems, each consisting of a set of feasible actionsX i � Rn , a context functionf i : Rn ! Rd

and an optimal solutionx?
i 2 arg minx2X i

f (x)0c? for someunknownvectorc?. The challenge is

to devise a good action in a new problem, based on the of�ine data. In particular, a key question

pertains to how “informative" the of�ine data is for future decision-making in new environments

not necessarily seen before.

For the online setting, in each periodt, the decision-maker receives a new feasible setXt � Rn

and a new context functionf t : Rn ! Rd, and must select some actionx t 2 X t in order to minimize

an underlying objective functionf t (x t )0c?. As in the of�ine setting,c? is an unknown cost vector,

which is only known to belong to some initial knowledge setC0 � Rd. The key question in

this setting is if the decision-maker can gain information aboutc? over time, and what type of

performance can be achieved over time when we only observe past optimal actions. Informally

speaking, we are interested in understanding how well can the decision-maker learn to mimic the

expert. In both the of�ine and online settings, we aim to minimize the worst-case regret, which

is measured in terms of the suboptimality gap of the actions taken. In particular, the regret we

study captures the quality of the decision made under thetrue cost and formally introduced in

Section 2.2. While not directly observable, we derive theoretical bounds on it.

2.1.1 Main contributions

In the of�ine setting, we do not make any distributional assumptions on the contextual opti-

mization problems. To the best of our knowledge, we establish the �rst data-dependent minimax

regret result for this problem. We do this by exploiting the underlying geometry of the contextual

optimization problem. For the of�ine problem with dataD, we �rst characterize the set of cost

vectorsC(D) that are consistent with the of�ine data and establish that a key driver of perfor-

mance is the uncertainty angle of the information set,� (C(D)), which is a measure of how large
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a revolution cone do we need to containC(D). The axis of such a revolution cone is what's called

the circumcenter ofC(D). We show in Theorem 2 that the of�ine policy that guarantees an opti-

mal worst-case regret bound for an arbitrary new optimization problem is to treat the circumcenter

of C(D) as if it were the true cost. In particular, we show for the of�ine problem that regardless

of the data size, the worst-case future regret is given bysin� (C(D)) if � (C(D)) � �= 2 and 1 if

� (C(D)) > �= 2.

For the online case, our �rst result is a negative one. In Theorem 3, we show that a naïve

application of the circumcenter policy fails, in the sense that it may incur regret that is linear in

the time horizon. Quite interestingly, this policy may, in all periods, incur signi�cant regret while

alsofailing to learn any meaningful new information on the underlying cost vector. This is due to

the potentially complex geometry of the knowledge set and highlights how nature may counter the

decision-maker and “gain" on both fronts: in�ict regretand limit information collection to ensure

high future regret.

In turn, we develop an approach that leverages a series of ideas to exploit the geometry of the

problem while avoiding the pitfalls of the naïve (greedy) circumcenter policy. We �rst assume that

the initial knowledge setC0 lives in a pointed cone. We regularize our knowledge sets by replacing

them with ellipsoidal cones that contain them. This regularization in conjunction with an adjusted

circumcenter policy introduces a trade-off for nature: now nature will either in�ict high regret or

will not enable the decision-maker to collect useful information on the cost vector, but can't any-

more achieve both at the same time. In other words, the decision-maker can now indirectly “force"

nature to reveal information about the cost vector, a phenomenon we coin “inverse exploration."

We then adapt the ellipsoid method from optimization theory to deal with ellipsoidal cones instead

and appropriately update our regularized sets over time. The key to our algorithm's performance

is to stop the ellipsoidal cones from becoming ill-conditioned, which we are able to achieve by not

performing ellipsoidal updates in periods in which the decision is nearly optimal. In Theorem 4,

we establish that the algorithm we construct, properly tuned, achieves a worst-case regret bounded

by O(d2 ln(T tan � (C0))) .
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The algorithm above was constructed assuming that the initial knowledge setC0 lived in a

pointed cone, and enabled to highlight a �rst set of phenomena at play in this class of problems.

In Section 2.5, we drop this assumption. To address this generalized version of the problem, we

establish that it is possible to always maintain a subspace such that the projection of our knowledge

set onto it has a bounded uncertainty angle (lives within a pointed cone). We then extend our

algorithm to have three different kinds of periods: periods where our action is nearly optimal

(no knowledge set update is needed), periods where we perform an ellipsoidal cone update, and

periods where we add an extra dimension to our subspace. There are two new key steps in this

algorithm. First, we need to robustify the ellipsoidal cuts to account for potential error introduced

by the projection onto a subspace. Second, we need to construct a new ellipsoidal cone every time

we increase the dimension of the subspace, and we need to argue that this new ellipsoidal cone has

a bounded uncertainty angle. For the constructed algorithm, properly tuned, we are able to obtain

a universalO(d4 ln T) regret bound in Theorem 5, regardless of the initial knowledge set, which

is the main result of this chapter. For comparison, the prior state-of-the-art results (algorithms and

associated performance) on the regret notion we study were presented in [22] and report regret

O(
p

T), for what the authors de�ned there as “solution error".

We complement our theoretical analysis with a numerical study. We illustrate the performance

of our algorithms on an important type of contextual optimization problem where the expert (con-

sumer) solves a sequence of knapsack problems with features, prices and products varying over

time. We compare the performance of our algorithms in both the pointed and the general case with

the Exponential Weighs Update (EWU) presented in [22] and Online Gradient Descent (OGD)

presented in [23]. We show that our algorithms enjoy good empirical performance and outperform

the benchmarks in all instances tested.

These results provide new achievability results for both the of�ine and the online setting, but

also novel algorithmic ideas to account for the special nature of the feedback associated with

optimal actions. We also hope that some of these ideas can be useful in tackling more general

versions of the problem, such as problems with noise in the feedback.
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Structure of the chapter. Next, we position our work in the broad literature. We formulate

the problem in Section 2.2. We analyze the of�ine setting in Section 2.3 and the online setting in

Sections 2.4 and 2.5. In Section 2.6, we conduct illustrative numerical experiments. In Section 2.7,

we discuss open questions and possible extensions. We discuss connections to other models in the

literature in Appendix B.1 and present the proofs of the results in the chapter in Appendix B.2.

2.1.2 Related Literature

The problem formulation we study allows us to encompass and relate to a variety of problems

studied earlier in the literature such as inverse optimization, imitation learning and structured pre-

diction problems with a host of associated applications. We next broadly discuss how our work

relates to these streams of literature.

In the of�ine setting, inverse optimization typically refers to the problem of �nding an objective

function given an optimal solution and a feasible set. [24] de�ned this problem early on and

we refer the reader to [25] for recent developments. See also [26], [27], [28], [29]. Perhaps

closest to our of�ine formulation is [30], which introduces, among others, a convex loss denoted

suboptimality loss to select among models in a distributionally robust framework. They make

distributional assumptions and work with strong convex nominal optimization problems and with

noisy observations, and provide out-of-sample guarantees for the Conditional Value-at-Risk for

these losses. In the present work, we analyzes a more general nominal optimization problem, but

without noise, and provide a guarantee for the regret under an arbitrary new optimization instance.

Moreover, we de�ne the regret using a different loss, that quanti�es the suboptimality gap of the

decision-maker's action with respect to the expert under the true cost vector. We discuss this

difference in Section 2.2.

In the online setting, perhaps the closest paper to this work is [22, 23], which studies an online

version of inverse optimization. The key step in [22] is a reframing that allows the authors to lever-

age online learning algorithms such as online gradient descent and exponential weights updates,

and prove a regret bound ofO(
p

T). We discuss this result and their approach in more detail
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after we state Theorem 4. In [31], the authors develop an online learning algorithm that is built

on exponential weights updates for dynamic scheduling with a regret guarantee ofO(ln T
p

T).

[32] studies a related setting with a sequence of linear programming problems associated with the

behavior of a rational agent. Under the assumption that the true cost vector is separated from all

other candidate ones through the use of a precision parameter, they show that the ellipsoid algo-

rithm ensures that the number of mistakes is bounded by a polynomial function of the precision

parameter. In contrast, we do not make any separation assumption and work with a continuum

of cost vector candidates. Also related is [33] who analyze a model with noisy observations of

the expert's actions while restricting attention to a convex optimization problem, and again obtain

O(
p

T) regret in terms of prediction accuracy. In a different, but related class of problems, [34]

study regret in an online problem in which the expert has access to a different type of feedback: in

addition to the expert's action, the decision-maker is also provided a binary feedback on the level

of suboptimality of the decision which is based on the true unknown set of parameters.

Relatedly, a class of applications in marketing is choice-based conjoint analysis, where con-

sumers are provided with a list of products to choose from in a questionnaire. The answers are

used to discover the consumer preferences. In this setting, [35, 36] show how to leverage polyhe-

dral or ellipsoidal methods to select questionnaires that allow one to recover the consumer utility

function. In these, the decision-maker chooses the optimization problems that will be solved by

the consumer through the sequence of questionnaires. In contrast, when interpreting our model

in this application, the optimization problems solved by the consumer can be arbitrary and cannot

be optimized by the decision-maker. Our online contextual inverse optimization formulation is

also related to studies on online contextual pricing and contextual search ([37], [38], [39], [40],

and [41]). While we are able to leverage some ideas from this literature such as the use of ellip-

soids and projected knowledge sets, we highlight, however, that the nature of the problem studied

here is substantially different from the contextual pricing/search literature due to the nature of the

feedback, as there is no control in our setting on the feedback one sees. The recent studies [42]

and [43] study robust assortment and price optimization based on revealed preferences associated
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with choice data. Additional early works that focus on learning utility functions from revealed

preferences include [44], [45], [46], [47].

Imitation learning ([48]) is also a framework where the goal is to learn from optimal actions (or

demonstrations). When inverse reinforcement learning algorithms are used, the goal is to discover

the reward function associated with a Markov decision process (MDP) that describes the problem

of interest. In this stream, two important approaches are feature-matching ([49]) and the maximum

entropy method ([50]). In both frameworks, the reward function is described by an unknown linear

combination of a vector of known features. The goal is to learn the weights of the reward function.

In [51], the authors use the Maximum Margin Planning framework, also commonly used in struc-

tured prediction problems that we describe below, for the online problem that consists of solving

a sequence of MDPs. The authors apply algorithmic techniques from the online convex optimiza-

tion literature to obtain aO(
p

T) regret in terms of the prediction error. There, at each timet, the

decision-maker faces a different MDP. We refer to [52] for a review in algorithmic approaches to

inverse reinforcement learning, and to [53] for a recent application in the context of learning what

drives decisions of high performance workers in order to train and increase performance of new or

less experienced workers.

Finally, our work also relates to problems in structured prediction ([54, 55, 56]), where we

observe a set of covariates denoted as the input and another set of covariates denoted as the output,

and the goal is to discover a mapping from the inputs to the outputs. Several approaches for

solving structured prediction problems assume an underlying optimization problem parametrized

by the inputs, a stream of methods usually referred to as “the argmax formulation.” The objective

function to be optimized can be seen as a score function, and the solution that maximizes the

score is given by the best possible prediction for the output. An early and in�uential framework

to solve the argmax formulation is that of Maximum Margin Planning by [54]. The Conditional

Random Field formulation for structured prediction introduced in [57] can also be seen as an

argmax formulation where the score function is the likelihood function of the data observed.
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2.2 Problem formulation

A contextual optimization problem will be de�ned by two objects: the �rst is a feasible set

of actionsX , which is a compact subset of an Euclidean spaceRn , and the second is a context

functionf 2 F , whereF denotes the set ofL-Lipschitz continuous functions fromRn into Rd. As

a normalization, we restrict our analysis to the caseX 2 B , whereB denotes the set of all compact

subsets ofRn with diameter at most 1, i.e.,supx1 ;x22X kx1 � x2k � 1 (the operatork � k refers to

the Euclidean norm). Similarly, we also assume the Lipschitz constantL from the de�nition of the

set of functionsF is 1.

For a given cost vectorc, feasible setX and context functionf , we introduce the following

problem:

 (c;X ; f ) = arg min
x2X

f (x)0c: (2.1)

We will refer to Problem (2.1) as theforward (contextual) problem. We do not assume that the

problem in Eq. (2.1) satis�es any additional structure such as linearity or convexity, neither that its

solution be unique.1

The problem we will face in both the of�ine and online versions is one in which the underlying

cost vectorc? will be �xed but unknownacross problems. In turn, the decision-maker will be trying

to optimize an object related to the forward problem (or multiple instances of such a problem in

the online setting) but without knowledge ofc?. Information aboutc? will come in the form of past

optimal actions that would have been chosen by an expert with knowledge ofc?. We will assume

that the vector of unknown parametersc? has dimensiond � 2 as the cased = 1 case is trivial.

Throughout the chapter, to lighten notation, we make the assumption thatc? lives in a d-

dimensional sphere with radius 1, which we denote bySd. However, we note that the analysis

we develop does not rely on this assumption and actually leads to performance bounds that can

be interpreted as being per unit of the true cost vector norm. We comment further on this point

following Theorem 5.

1The formulation we consider is fairly general and encompasses various prototypical problems. We discuss some
examples in Section B.1.
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2.2.1 Of�ine setting

In the of�ine setting, we assume that the decision-maker has access to an of�ine data setD

consisting ofN past problem instances and associated optimal decisions:D = fX i ; f i ; x?
i gi =1 ;��� ;N .

That is, for each observationi = 1; � � � ; N , we are given a set of feasible actionsX i 2 B, a context

functionf i 2 F , and an optimal actionx?
i 2  (c?; X i ; f i ).

Given a data setD, the decision-maker can restrict the set of cost vectors to a subset that is

consistent with the optimal actions. In particular, we de�neC(D) to be the set of cost vectors

consistent withD:

C(D) = f c 2 Sd : c0f i (x?
i ) � c0f i (x); 8 x 2 X i ; i = 1; � � � ; N g: (2.2)

The decision-maker selects a mapping� from the data and the current problem instance(X ; f )

that materializes, into a feasible actionx � . We letP denote the set of all such mappings. We will

measure the performance of a policy through regret, which is the difference between the decision-

maker's loss and the loss that could have been achieved with knowledge ofc?:

R � (c?; X ; f ) =
�
f (x � ) � f (x?)

� 0
c?: (2.3)

In particular, the decision-maker aims to minimize the worst-case regret:

WCR� (D) = sup
c? 2 C(D); X 2B ; f 2F

R � (c?; X ; f ): (2.4)

Note we are interested in providing guarantees for a strong type of risk, which is the worst-case

loss, where the worst-case is taken over any possible new optimization problem instance that can

materialize out-of-sample2.

2While we do not pursue these here, other risk functions could also be considered, for instance, by assuming a
distribution for the instance of optimization problems and computing the expected suboptimallity gap instead of the
worstcase.
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2.2.2 Online setting

In the online setting, the time horizon is denoted byT. At every periodt 2 f 1; :::; Tg, the

feasible actions setXt 2 B and the context functionf t 2 F are revealed, and the decision-maker

needs to select an actionx t in Xt . Upon selecting an action, the decision-maker incurs a cost

given byf t (x t )0c?, wherec? 2 Rd is unknown to the decision-maker. In particular, the incurred

cost f t (x t )0c? is never revealed to the decision-maker. At the end of the period, the decision-

maker observes an optimal oracle actionx?
t 2 X t . While the optimal actionx?

t is revealed too

late in periodt to be useful in that period, it potentially allows the decision-maker to make better

decisions in periodst + 1 onwards since it contains information about the cost vectorc?.

We assume that initially the decision-maker knows only thatc? belongs to some initial knowl-

edge setC0. We assume thatC0 � Rd is a closed subset ofSd, the sphere with unit radius. We

let I t denote the information that is available when making a decision in periodt. In particular,

I 1 = fX 1; f 1g, and for allt � 1, I t+1 = f (Xs; f s; x �
s ; x?

s) : 1 � s � tg [ fX t+1 ; f t+1 g; wherex �
s

will be de�ned shortly. We naturally focus on non-anticipatory policies (i.e., policies such that the

action in periodt is measurable with respect to the historyI t ). With some abuse of notation from

the of�ine setting, we letP denote this set of policies, and for any policy� 2 P , we denote byx �
t

the action it prescribes in periodt. Given the information collected up to timet, the decision-maker

can restrict the set of cost vectors to a subset that is consistent with the optimal actions observed.

In particular, we de�neC(I t ) to be the set of cost vectors consistent withI t :

C(I t ) = f c 2 C0 : c0f s(x?
s) � c0f s(x); 8 x 2 X s; s = 1; � � � ; t � 1g: (2.5)

We will measure the performance of a policy through regret overT periods, which is the dif-

ference between the cumulative performance achieved and the cumulative performance that could

have been achieved with knowledge ofc?. For notational simplicity, we de�ne~XT = ( X1; :::;XT )
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and ~f T = ( f 1; :::f T ). For a given policy� 2 P , we de�ne the regret overT time periods as:

R �
T

�
c?; ~XT ; ~f T

�
=

TX

t=1

�
f t (x �

t ) � f t (x?
t )

� 0
c?: (2.6)

The decision-maker's problem is to choose a policy� 2 P in order to minimize its cumulative

regret assuming the cost vectorc?, the feasible sets~XT and the context functions~f T are chosen

adversarially by nature. In other words, we want to analyze the worst-case regret for a policy� :

WCR�
T (C0) = sup

c? 2 C0 ; ~XT 2B T ; ~f T 2F T

R �
T

�
c?; ~XT ; ~f T

�
: (2.7)

With a slight abuse of notation, we represent the worst-case regret in the online as a function

of the initial knowledge set, in contrast with Eq. (2.4), where it is a function of the of�ine data.

Remark on the objectives:Some previous studies focused on alternative loss functions. In the

of�ine setting, [30, 22] consider the loss de�ned as
�
f (x?) � f (x � )

� 0
c� , which is the suboptimality

gap of the expert with respect to the decision-maker under the decision-maker guess of cost vector.

This loss, sometimes referred to as objective loss, is observable and enjoys nice properties such

as convexity. We highlight here that, in contrast, in the analysis of both the of�ine and the online

setting, we analyze the regret in terms of suboptimality gap of the decision-maker's action with

respect to the expert's actions under thetrue cost vectorc?. The regret we study admits a direct

interpretation for inverse optimization problems: it quanti�es precisely the suboptimality gap of

the decision-maker choices and isolates the “cost of not knowingc?.”

In the online setting, [22, 23] bound the cumulative losses associated with per period loss given

by
�
f (x?) � f (x � )

� 0
(c� � c?), which they later use to establish bounds on the same loss that we

work with, namely
�
f (x � ) � f (x?)

� 0
c?. In the online setting, a contribution of our work is to show

that it is possible to analyze the cumulative regret associated with loss
�
f (x � ) � f (x?)

� 0
c? directly,

and, achieve tighter upper bounds for this quantity.
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2.3 The Of�ine Problem

In this section, we focus on the of�ine problem: we start from a data setD and aim to �nd a

policy � 2 P to minimizeWCR� (D), as de�ned in Eq. (2.4). To that end, we start by de�ning

a subset of policies whose performance is more amenable to analysis, the class of proxy policies

(cf. Lemma 1). This result motivates us to de�ne two important geometric objects, the uncertainty

angle and the circumcenter of a set (cf. De�nition 3) that impact the worst-case performance of

proxy policies. Finally, we establish that an appropriate proxy policy based on the circumcenter

achieves the best uniform performance over problem classes (cf. Theorem 2) and the worst-case

performance is given by the uncertainty angle.

2.3.1 Proxy Policies

We begin our analysis by de�ning a class of policies that will play a central role in this chapter.

De�nition 2 (Proxy policies). We say� 2 P is a proxy policy if the action selected by the policy

� , x � , is consistent with some cost vectorc� . In particular, let be as de�ned in Eq.(2.1)and let

P0be the set of proxy policies de�ned as follows

P0 =
n

� 2 P : there exists somec� 2 Sd such thatx � 2  (c� ; X ; f ) for all X 2 B andf 2 F
o

:

For an illustrative example of a policy inP0, suppose that (c;X ; f ) corresponds to a linear

program. IfX is a polytope, then every policy that chooses an actionx � in the interior ofX cannot

belong toP0, since the only cost vector that makes an interior point optimal would be the origin,

and the latter does not belong to the unit sphere. In this case, a policy inP0 would only induce

decisions corresponding to extreme points. Through proxy policies, one can think about choosing

costs vectors instead of actions of possibly complicated instancesX chosen by nature. This idea

appears in the literature and was used in problems such as structured prediction and online inverse

optimization (see, for instance, [54] and [22]).
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Because a proxy policy is de�ned in terms of a cost vector, we will, with a slight abuse of

notation, refer to a proxy policy by its cost vectorc� , and usex � to represent an action implied by

c� . This representation creates a bit of ambiguity with respect to the value ofx � when the forward

problem (c� ; X ; f ) has multiple optimal solutions. To address this ambiguity, we will consider

the worst-case choice ofx � when introducing our loss function for proxy policy. Recall thatc?

is the true cost vector andx? is an optimal solution of the forward problem givenc?. Then, the

worst-case regret for a policyc� given and a true cost vectorc? is given by:

L (c� ; c?) = sup
x � 2  (c� ;X ;f ); X 2B ; f 2F

�
f (x � ) � f (x?)

� 0
c?: (2.8)

We de�ne � (�; �) to be the angle between two vectors, i.e.,� (c;ĉ) = arccosc0̂c=kckkĉk, with

� (c;0) de�ned to be zero. Our next result shows that we can bound the worst-case regret loss under

policy c� using the angle between the vectorsc� andc?. This bound is tight in the sense that there

existsX andf for which this bound holds with equality.

Lemma 1(Realized worst-case regret). Let c� be a policy inP0andc? be a cost inSd. Then,

L (c� ; c?) =

8
>><

>>:

sin� (c?; c� ) if � (c?; c� ) < �= 2;

1 otherwise:

This lemma proves that if the angle betweenc� andc? is small, then the regret loss due to

policy c� is small. If the angle is�= 2 or larger, then we risk incurring the maximal regret of 1. The

proof of the lemma is based on, �rst constructing a semi-de�nite relaxation of the optimization

problem from Eq. (2.8), then explicitly solving it, and �nally constructing an instance to show that

the relaxation is tight.

Lemma 1 yields signi�cant intuition: if ones wants to minimize the worst-case regret for poli-

cies inP0, then one should select the proxy cost vectorc� that minimizes the worst-case angle with

respect to the unknownc?. We explore this idea in the next subsection.
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2.3.2 The Uncertainty Angle and the Circumcenter

We now de�ne two geometric objects that will be key to our analysis: the uncertainty angle

and the circumcenter of a set.

De�nition 3 (Uncertainty angle and circumcenter). LetC be a nonempty set. We de�ne theuncer-

tainty angleof C, � (C), as

� (C) = inf
ĉ2 Sd

sup
c2 C

� (c;ĉ): (2.9)

If the in�mum is attained, we call the minimizer of the equation above thecircumcenter̂c(C) of set

C.

To understand the notion of uncertainty angle, it is useful to think in terms of revolution cones

that contain the setC. A revolution coneK (ĉ;  ) in Rd is de�ned by two objects, an axiŝc 2 Sd

and an aperture angle 2 [0; �= 2), and consists of all points that are within an angle of ĉ (see

Figure 2.1). If we assume thatC is contained within a revolution cone and thatK (ĉ;  ) is the

revolution cone with the smallest aperture angle containingC, then� (C) =  . In this case, the

vector ĉ is the circumcenter of the setC. In other words, the circumcenterĉ(C) of a setC is

the axis of the revolution cone containing it that has the smallest aperture angle. Our de�nition

of circumcenter is a slight generalization of the one used in [58], which de�nes the notion of the

circumcenter of a cone (our de�nition applies to an arbitrary nonempty setC). If C is not contained

in a revolution cone,� (C) could take values from�= 2, if C is a half-space, to� , if C is the full

Euclidean space. When� (C) � �= 2, we will continue to refer to a vector̂c(C) that minimizes Eq.

(2.9) as the circumcenter ofC, even thoughC is not contained in a revolution cone.

Lemma 2 (Existence and uniqueness of circumcenter). Let C be a nonempty set. There always

exists a circumcenter̂c(C) 2 Sd that minimizes the right-hand side of Eq.(2.9). Furthermore, if

C n f 0g is nonempty and� (C) < �= 2, then the circumcenter is unique.
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Figure 2.1: SetC (intersection of the nonnegative orthant with the unit sphere) and the smallest
aperture-angle revolution cone (with axisĉ(C)) containing it. We increased the norm ofĉ(C) for
illustrative purposes.

2.3.3 The Circumcenter Policy and the Of�ine Minimax Regret

The circumcenter of a setC is the point that minimizes the angle of other points inC with

respect to it. Therefore, a potentially good policy for the of�ine problem is to treat the circumcenter

of C as a proxy cost. That is, we choose the actionx � 2 X by solving Eq. (2.1) withc = ĉ(C). We

call this policy thecircumcenter policyand use the representationc� = ĉ(C) to denote the proxy

cost associated with it.

Theorem 2(Of�ine minimax regret). The worst-case regret of the circumcenter policy� is upper

bounded as follows

WCR� (D) � 1f � (C(D)) < �= 2g sin� (C(D)) + 1f � (C(D)) � �= 2g:

Furthermore, for any angle�� 2 [0; � ], there exists an information setC such that� (C) = ��

and no policy� 2 P can achieve worst-case regret lower thansin(�� ) (respectively1) if �� < �= 2

(respectively�� � �= 2).

Theorem 2 characterizes the minimax regret as a function of the uncertainty angle� (C). When

� (C) < �= 2, the best uniform (over all knowledge sets) regret is equal tosin� (C). If � (C) � �= 2,

then nature may be able to cause maximal regret (the maximal regret is 1 because we assumed
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that c? has norm 1, the setX has diameter at most 1, and the context functionf is 1-Lipschitz

continuous). In particular, for the circumcenter policy, the minimax regret for any of�ine dataD

is an instance-dependent bound given bysin� (C(D)) if sin� (C(D)) < �= 2, or 1 otherwise. This

result highlights the driver of regret in of�ine problems and will be a crucial stepping stone in the

online setting.

2.4 The Online Setting: Initial Analysis and Intuition

The previous section constructs a policy called the circumcenter policy for the of�ine problem

that offers robust performance guarantees. This section presents a set of initial results in the online

setting that highlight the intricate interplay between learning and regret in this class of problems.

The of�ine learning problem is equivalent to the online learning problem withT = 1, so

repeatedly applying the circumcenter policy will correspond to a greedy policy in the online setting.

We establish that such a policy can fail (cf. Theorem 3), even in “benign” cases. This will highlight

that in this class of problems it possible have poor regret while also not collecting any meaningful

new information on the unknown cost vector. To build ideas gradually, we �rst zoom in on the

nature of information collection in this class of problems in Section 2.4.2 given the type of feedback

collected. Focusing on the case when the initial knowledge setC0 satis�es � (C0) < �= 2, we

then introduce in Section 2.4.3 an approach that considers supersets of the knowledge sets (in

the form of ellipsoidal cones) and an approach to update these. These supersets ensure that useful

information is collected over time even if one uses a greedy approach (choosing the circumcenter of

the superset as a proxy cost), which will automatically balance the trade-off between instantaneous

performance and information gain. In Section 2.4.4, we propose an algorithm for the pointed case

and derive an upper bound on its performance in Section 2.4.4. We show that when the initial

knowledge set is pointed, theEllipsoidalCones algorithm ensures logarithmic regret in the

time horizon.
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2.4.1 The Greedy Circumcenter Policy

Theorem 2 implies that the circumcenter policy is optimal in a worst-case sense for the one-

period problem. A natural candidate policy for the multi-period problem is therefore to simply use

the circumcenter policy in each period, a policy we call thegreedy circumcenter policy. Formally,

� greedy =
n

x �
t 2  (ĉ(C(I t )) ; Xt ; f t )) ; for everyt � T

o
;

where,C(I t ) = f c 2 C0 : c0f s(x?
s) � c0f s(x); 8 x 2 X s; s = 1; � � � ; t � 1g. This policy might

seem appealing due to its simplicity. However, the next proposition shows that the worst-case

regret incurred by the greedy circumcenter policy is linear in the time horizon, even if the initial

knowledge set is pointed.

Theorem 3(Insuf�ciency of the greedy circumcenter policy). There exists knowledge setsC such

that the worst-case regret of the policy� greedy satis�es

WCR� greedy
T (C) = 
( T):

The proof of this proposition provides insights into the limitation of the greedy circumcenter

policy for the multi-period problem. We detail here the key drivers of this linear regret through

an example. Consider the example presented in Figure 2.2 with initial knowledge setC0. The

associated circumcenterĉ(C0) is on the boundary of the knowledge set (See Figure 2.2(a)). In

such a case, nature can construct adversarial instancesfX t ; f tg such that the decision-maker will

not be able to update meaningfully the knowledge set and,at the same time, incur positive regret.

Indeed, suppose that nature selects the identity as the context function and a feasible set with two

actions,X1 = f x1; 0g, wherex1 is such that� � � ĉ(C0)0x1 < 0 for a small and positive� , so

thatx1 is strictly better thanf 0g but with a small margin (Figure 2.2(b)). Then the circumcenter

policy would prescribe to selectx1. Suppose thatc? is as depicted in the �gure. Thenx?
1 = 0 and

the updated information after observingx?
1 would be minimal. Indeed, we would haveC(I 2) =
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C0 \ f c0x1 � 0g, which would almost coincide withC0. We depict the updated set in Figure 2.2(c).

If nature repeatedly uses perturbations of such an instance, the cumulative regret will be linear.

(a) (b) (c)

Figure 2.2: Example where the greedy policy fails. In(a), we have the initial knowledge setC0

where the circumcenter lies in the border ofC0 and achieves angle equal to�= 4 with the extreme
points. In(b), the optimization instancef 1 as the identity,X1 = f x1; 0g and the true cost vector.
In (c) the updated set with minimal information collection despite the high regret.

Note that the knowledge set at timet+1 can be represented by the intersection of the knowledge

set at timet with all of the halfspaces that characterize the optimality ofx?
t , i.e.,

C(I t+1 ) = C(I t ) \ f c 2 Rd : f t (x?
t )0c � f t (x)0c; 8 x 2 X tg:

That is, we update the knowledge set by intersecting it with a collection of half-spaces. Thus, in

general, the risk of the circumcenter being on the boundary of the knowledge set is a signi�cant

one.

At a higher level, the greedy circumcenter policy suffers because it does not introduce suf�cient

tension for nature's problem. When nature tries to counter the policy, it is able to both in�ict

high regret and limit information collection for the decision-maker. This highlights that, in order

to counter nature, the decision-maker needs to design a policy thatinducesnature to trade-off

instantaneous regret performance and the prevention of information collection. This would allow

the decision-maker to accumulate information over time. As the decision-maker can only learn

indirectly by forcing nature to reveal information about the nature of the costs, we refer to this
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phenomenon asinverse exploration. Theorem 3 is not overly conservative in the sense that the

instances used to prove the result are simple sequences of linear objective functions with two

actions available. In fact, the main driver of the result is the dynamics of information collection

and how the knowledge set evolve over time. Therefore, in the next two subsections, we describe

this dynamic in detail and how to avoid the pitfalls of the greedy circumcenter policy presented in

Theorem 3.

2.4.2 Information Collection and Knowledge Set Update

At each period, after observing the expert's actionx?
t , the knowledge set update corresponds to

adding constraints(f t (x) � f t (x?))0c � 0 for eachx 2 X t . Let us de�ne:

� t (x) =
f t (x) � f t (x?

t )
kf t (x) � f t (x?

t )k
;

with � t (x) = 0 if f t (x) � f t (x?
t ) = 0 . Then, the full update constraints can be rewritten as� t (x)0c �

0 for all x 2 X t . This is a fairly complicated procedure since the objectf c 2 Rd : � t (x) � 0; 8 x 2

Xtg is the intersection of potentially in�nitely many halfspaces. Therefore, instead of focusing on

all of the halfspaces, we will focus only on one speci�c halfspace, a procedure we will call the

relaxed update. Denote� �
t = � t (x �

t ) as theeffective difference, which is the vector associated with

the actionx �
t chosen at periodt. We use the name effective difference because each period regret

is simply the inner product of� �
t with c? (up to the norm of� �

t , which is bounded by 1). We will

de�ne the relaxed update to be equal to

C(I t ) \ f c 2 Rd : � �
t

0c � 0g: (2.10)

That is, in the relaxed update we include only one new constraint at timet, the one associated with

what we call the effective difference. The effective difference satis�es two important inequalities

that will be crucial in order to understand how inverse exploration manifests itself. First,� �
t

0c? � 0

sincex?
t is optimal with respect toc?. Second, for any proxy policyc�

t , we have thatx �
t is optimal
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with respect toc�
t , which implies thatf t (x �

t )0c�
t � f t (x)0c�

t for all x 2 X t , and thus,� �
t

0c�
t � 0. In

turn, we have the following implication on the link betweenc�
t andC(I t+1 ) if � �

t 6= 0:

� �
t

0c�
t � 0 and� �

t
0c? � 0; for c? 2 C(I t ) =) c�

t =2 int(C(I t+1 )) : (2.11)

The two conditions in Eq. (2.11) imply that ifc�
t is “suf�ciently" in the relative interior of

C(I t ), only two cases can happen: either we are able to remove a suf�cient mass of candidates

when updatingC(I t+1 ), or � �
t = 0, implying no regret. Therefore, there exists a tension in this

problem between minimizing instantaneous regret (which is achieved via the circumcenter policy)

and gaining more information (which is achieved by selecting a proxy cost suf�ciently in the

interior of the knowledge set).

Remark 1 (nature of the feedback). Here we highlight an important and fundamental difference

from the contextual search literature discussed in Subsection 2.1.2. There, the vector� �
t (commonly

denoted as the contextual information) would have been known before choosing the proxy costc�
t ,

whereas in our case,� �
t materializes only in the end of the period. As a result, here we can only

indirectly affect it by our choice of proxy costc�
t .

Next, we show that if one starts with an uncertainty set that lives in a pointed cone, then, it is

possible to conduct inverse exploration and “force” nature to trade-off between in�icting regret and

limiting information collection. Our strategy is to replace the knowledge sets in our algorithm with

regularized supersets that containC(I t ). These supersets will ensure that useful information is

collected over time despite us using a greedy approach (choosing the circumcenter of the superset

as a proxy cost), which will automatically balance the trade-off between instantaneous performance

and information gain.

2.4.3 Ellipsoidal Cones

We replace the knowledge sets with ellipsoidal cones, which are better-behaved objects and

guarantee the circumcenter is always in the interior of the superset. These supersets will allow us to
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leverage the powerful machinery from the ellipsoid method [59] in order to update the knowledge

set every time that we collect a new effective difference.

In Figure 2.3,E is an ellipsoidal cone that contains the initial knowledge set that was used in

Figure 2.2. C0 is a “bad" instance that can lead to a linear regret with the greedy circumcenter

policy since its circumcenter is in the border of the set.ĉ(E) is the circumcenter of the ellipsoidal

cone that containsC0 and is “suf�ciently" close to the original circumcenter but also suf�ciently

in the relative interior ofC0 to ensure inverse exploration.

Figure 2.3: Example of an ellipsoidal coneE that contains an initial knowledge setC0, including
the circumcenter ofC0, E and a true cost candidate. The vectors were rescaled for illustrative
purposes.

We will need notation to refer to speci�c components of a vectorc 2 Rd. We usec[i :j ] to denote

the entriesi; :::; j of the vectorc. Before we present the general de�nition of an ellipsoidal cone,

we introduce the notion of a standard-position ellipsoidal cone, which is one where the axis of the

cone is the canonical vectore1, and the eigenvectors of the generating ellipsoid are the canonical

vectorse2,...,ed. Let Dd
++ be the set ofd-dimensional positive-de�nite diagonal matrices.

De�nition 4 (Standard-position ellipsoidal cone). We say that a setE(W) � Rd is a standard-

position ellipsoidal coneif there exists a matrixW 2 Dd� 1
++ such that

E(W) =
�

c 2 R+ � Rd� 1 : c0
[2:d]W

� 1c[2:d] � c2
[1]

	
:

The de�nition above implies thatE(W) is contained in the halfspacef c 2 Rd : e0
1c � 0g and

that its circumcenter̂c(W) is equal toe1. We obtain other ellipsoidal cones via rotation.
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