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ABSTRACT

Effective Randomized Concurrency Testing with Partial Order Methods

Xinhao Yuan

Modern software systems have been pervasively concurrent to utilize parallel hardware and perform asynchronous tasks. The correctness of concurrent programming, however, has been challenging for real-world and large systems. As the concurrent events of a system can interleave arbitrarily, unexpected interleavings may lead the system to undefined states, resulting in denials of services, performance degradation, inconsistent data, security issues, etc. To detect such concurrency errors, concurrency testing repeatedly explores the interleavings of a system to find the ones that induce errors. Traditional systematic testing, however, suffers from the intractable number of interleavings due to the complexity in real-world systems. Moreover, each iteration in systematic testing adjusts the explored interleaving with a minimal change that swaps the ordering of two events. Such exploration may waste time in large homogeneous sub-spaces leading to the same testing result. Thus on real-world systems, systematic testing often performs poorly to reveal even simple errors within a limited time budget. On the other hand, randomized testing samples interleavings of the system to quickly surface simple errors with substantial chances, but it may as well explore equivalent interleavings that do not affect the testing results. Such redundancies weaken the probabilistic guarantees and performance of randomized testing to find any errors.

Towards effective concurrency testing, this thesis leverages partial order semantics with randomized testing to find errors with strong probabilistic guarantees. First, we
propose partial order sampling (POS), a new randomized testing framework to sample interleavings of a concurrent program with a novel partial order method. It effectively and simultaneously explores the orderings of all events of the program, and has high probabilities to manifest any errors of unexpected interleavings. We formally proved that our approach has exponentially better probabilistic guarantees to sample any partial orders of the program than state-of-the-art approaches. Our evaluation over 32 known concurrency errors in public benchmarks shows that our framework performed 2.6 times better than state-of-the-art approaches to find the errors. Secondly, we describe Morpheus, a new practical concurrency testing tool to apply POS to high-level distributed systems in Erlang. Morpheus leverages dynamic analysis to identify and predict critical events to reorder during testing, and significantly improves the exploration effectiveness of POS. We performed a case study to apply Morpheus on four popular distributed systems in Erlang, including Mnesia, the database system in standard Erlang distribution, and RabbitMQ, the message broker service. Morpheus found 11 previously unknown errors leading to unexpected crashes, deadlocks, and inconsistent states, demonstrating the effectiveness and practicalness of our approaches.
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Introduction

Modern software systems have been pervasively concurrent to utilize parallel hardware and perform asynchronous tasks. Reasoning about the correctness of concurrent systems, however, is notoriously difficult. The behavior of a concurrent system is determined by the arbitrary interleaving of events among its components. It is extremely hard to consider all the possible interleavings when building the system, and an unexpected interleaving may manifest a so-called concurrency error, leading the system into undefined states, and causing potentially serious consequences, such as crashes, performance degradation, inconsistent states, security issues.

To detect concurrency errors of a system, concurrency testing takes a scenario of the system, controls the interleaving of its events, and explores all the possible interleavings to find the ones that induce concurrency errors. Various strategies can be used for exploration, and two classes of strategies have been extensively studied: systematic concurrency testing [28, 48, 71, 37] (SCT) leverages model checking to exhaustively enumerate interleavings from the interleaving space. One fundamental challenge for model checking (and thus SCT) is the rapidly growing size of the interleaving space, exponential to the execution length of the test. Moreover, the innate depth-first search order of SCT makes tiny changes to interleavings explored, e.g., flip the ordering of two events, and favors
the changes towards the end of interleavings. Such an exploration may get stuck in a homogeneous subspace of interleavings that produce the same or similar outcomes without revealing errors.

Towards mitigating the challenges, *randomized concurrency testing* \cite{58, 14, 44} (RCT) randomly samples the interleaving space, simultaneously exploring every part of the interleavings with simple strategies. RCT is lightweight and easy to deploy in real-world scenarios. Empirical studies showed that RCT effectively found errors in real-world concurrent systems. This finding matches the small scope hypothesis that real-world errors are non-adversarial, and often can be manifest if a few events happen in the right order, which RCT has good probabilities to achieve.

Despite the empirical effectiveness, unexpected biases may apply to RCT strategies, preventing them to surface even trivial errors. Random walk, a basic RCT strategy that randomly schedules any enabled events, may degrade exponentially to sample an ordering of two events. Probabilistic concurrency testing (PCT) algorithm improved upon random walk, to sample orderings of a few events with significant probabilistic guarantees. Having said that, PCT does not consider the *partial order semantics* of events – it may redundantly sample different orderings of *independent* events, whose ordering does not matter to the execution result. Such redundancies in PCT waste its testing resource and weaken its probabilistic guarantees.

**Thesis Topic.** Motivated by the limitations of existing RCT approaches, we aim to *leverage partial order semantics to improve RCT for better theoretical guarantees and empirical performance of error-finding* – the major challenge is the inherent gap between the exist-
Partial order reduction (POR) techniques have been widely used in SCT to avoid redundant exploration for orderings of independent events. POR techniques dictate the depth-search order of the exploration, conflicting with the randomized exploration. Moreover, POR techniques often rely on heavy bookkeeping, negating the lightweight that makes RCT applicable to test complex systems.

**Contribution 1: Partial Order Sampling Framework.** Towards bridging the fundamental gap, we broke new ground to apply partial order semantics to RCT with a novel framework, partial order sampling (POS). The basic framework is extremely simple and general: it assigns events with independently random priorities, and always executes the event with the highest priorities among all available events. Such general rule of scheduling allows precise and formal analysis of sampling orderings of events based on the comparison of the random priorities of events. Based on the analysis, we identified a bias towards sampling different orderings of dependent events. To reduce the bias, we invented a new partial order method, POS*, by reassigning priority of an event when scheduling another dependent event – we proved that the method uniformly samples any partial orders of a concurrent system with exponentially better probabilities than state-of-the-art RCT approaches. To our knowledge, POS* is the first RCT approach that leverages partial order semantics with probabilistic guarantees. As empirically measured in our micro benchmarks, POS* brought $134.1 \times$ better guarantees to sample any partial orders compared to random walk and PCT. On error-finding performance, we measured POS* in real-world multi-threading programs, including Firefox’s Javascript engine. POS*
performed $2.6\times$ better than other approaches to detect the concurrency errors.

**Contribution 2: Effective Concurrency Testing for Distributed Systems.** Towards effective concurrency testing for real-world concurrent systems, we built Morpheus, the first RCT tool that leverages POS to test distributed systems, cornerstones for modern civilization in the era of cloud computing. The major challenge of testing distributed systems is their sheer complexity increase from multi-threaded programs. Distributed systems need to handle not only local concurrency as in multi-threaded programs, but also asynchronous communication across nodes to function correctly in unreliable distributed environments. Moreover, since nodes in a distributed systems have only partial views of the system, their communication is inevitably verbose to maintain the global safety and liveness of the system. Such inter-node communication further expands to layers of implementation details of low-level operating system primitives.

Morpheus tackles this challenge with two ideas. First, Morpheus uses the history of explored executions to predict what events may affect the partial order semantics of the test in future executions. If an event always occur independently with other events in any interleavings, Morpheus can ignore it in further explorations without lowering the guarantee of finding any errors, and this idea effectively accelerates error detection. Morpheus represents the history of explored executions in a succinct form whose size is proportional to the size of the program, incurring only minor bookkeeping. Results show that it is highly accurate based on only a few historic executions. This idea benefits not only POS, but RCT approaches in general.

Secondly, to avoid the implementation complexity in distributed systems, Morpheus
targets high-level program languages designed for distributed programming. Modern programming languages and frameworks increasingly provide first-class concurrency support that simplifies the development of concurrent systems, such as Go [62], Erlang [23], Mace [34], and P# [21]. For instance, Erlang has been well-known for its simple yet expressive support of distributed programming, such as messaging and fault-tolerance in and across distributed nodes. It is widely adopted in large-scale distributed services such as Amazon SimpleDB [6] and the backend of WhatsApp [67]. By targeting higher-level language and frameworks, Morpheus avoid being buried within the massive number of events generated by low-level layers in a distributed system, and greatly boosts the chance of finding intriguing protocol-level concurrency errors.

We implemented Morpheus for distributed systems written in Erlang. It leverages program rewriting to intercept Erlang communication primitives and explore their orderings, requiring no modifications to a checked system. Morpheus itself is written in Erlang, with the exception of 50 lines of modifications to the Erlang runtime. Morpheus properly isolates itself from a checked system so that messages in Morpheus and the checked system cannot interfere. This isolation also enables Morpheus to run multiple virtual nodes on the same physical node, further simplifying checking. Morpheus provides a virtual clock to check timer behaviors and speed up testing. Whenever an error is found, Morpheus stores a trace for deterministic replay of the error.

We evaluated Morpheus on four popular distributed systems in Erlang including RabbitMQ, a message broker service, and Mnesia, a first-party distributed database in the standard distribution of Erlang. Results showed that Morpheus is effective. It found new errors in every system, 11 total, all of which are flaws in the core protocol, and will cause
deadlocks, unexpected failures, or inconsistencies of the system. The conflict analysis effectively improved the error-detection performance of Morpheus by up to 415.71%.

**Contribution 3: Making Lock-free Data Structures Verifiable with Artificial Transactions.** Besides testing large-scale concurrent systems, we also studied the verification problem for a particular class of concurrent programs — lock-free data structures. Comparing to traditional concurrent programming with synchronization objects such as locks, lock-free data structures are considered more lightweight and scalable because they do not cause context switches. Reasoning about lock-free data structures, however, is significantly harder because of their fine-grained and ad-hoc synchronizations, and they have much larger space of possible interleaving than traditional concurrent programs. On the other hand, lock-free data structures are often used in performance critical components such as operating system kernels (e.g. using RCU \[69\] mechanism), making their correctness crucial to the reliability of the entire system.

To address the challenge of verifying lock-free data structures, we presented TxIT, a system that greatly reduce the set of interleavings by introducing artificial transactions in their implementations. TxIT leverages hardware support of transactional memory to enforce these transactions in runtime. Evaluation on six popular lock-free data structure libraries showed that TxIT made it easy to verify them while incurring acceptable runtime overhead. Further analysis showed that two inefficiencies in the Intel Haswell hardware support contributed the most to this overhead.
Thesis Structure. The rest of the thesis is organized as follows. Chapter 1 introduces preliminary definitions and formal models. Chapter 2 studies related work on concurrency testing, including original analysis results for previous work. Chapter 3 presents the partial order sampling framework with both formal analysis and evaluation. Chapter 4 describes Morpheus, including its technical details and implementation, and studies the concurrency errors found. Chapter 5 describes Txrr. Finally we conclude.
Chapter 1

Preliminary

In this chapter, we first formalize concurrent systems and schedules (Section 1.1). We then introduce event labeling to represent schedules as events sequences (Section 1.2). We define concurrency errors and characterize them with event orderings (Section 1.3). Finally, we introduce partial orders of schedules based on the event independence (Section 1.4).

Basic Notations

We use “:=” as “defined as” and “=” as equality. We denote a sequence $s$ with $n$ ordered elements as $\langle e_1, e_2, \ldots, e_n \rangle$ (with $\epsilon$ representing the empty sequence $\langle \rangle$). Let $|s| := n$ and $s[i] := e_i$. Let $s + s'$ denote the concatenation of $s$ before $s'$, and $s \cdot e := s + \langle e \rangle$. Denote $e \in s$ if $\exists i, s[i] = e$. Sequence $s'$ is a prefix of $s$ if there exists a sequence $s^*$ s.t. $s' + s^* = s$.

Let $s[i ... j]$ denote the sub-sequence of $\langle s[i], s[i + 1], \ldots, s[j] \rangle$. For any set $\Sigma$, let $\Sigma^*$ denote the set of all finite sequences whose elements are in $\Sigma$.

We use upper-cased symbols for functions and mappings, and lower-cased symbols for others. Specially, we use calligraphic letters for a few global constants.
1.1 Concurrent Systems

Concurrency in a software system denotes the fact that different components, i.e. processes, of the system executing transitions without specifying their ordering. From a high level, a process performs either deterministic and local transitions based on the current state of the process, or transitions on shared objects to exchange data and synchronize its execution with others. The behavior of the system is thus determined by the ordering of such communications.

We formally define a concurrent system as a state machine. Given a concurrent system with finite processes identified by labels in $\mathcal{P}$, a state of the state machine consists of the local states of the processes and the shared objects of the concurrent system. Any behavior of the concurrent system corresponds to a path of transitions of the state machine, starts with the unique initial state, transiting by scheduling a process $p \in \mathcal{P}$ for each step. When a process $p$ is scheduled, it executes the current communication of $p$, followed by the local computation in the process until the next communication of $p$ is about to execute. Note that not all processes can be scheduled in a given state, as some communication is partially defined on the states of the shared objects. For example, when a process is about to acquire a lock, the process can only be scheduled when the lock is released. We define $\mathcal{S} \subset \mathcal{P}^*$ as the set of finite sequences of processes that are possible to schedule from the initial state. Each sequence $s \in \mathcal{S}$, called a schedule, represents a possible behavior of the system, leading the state machine to a unique state by scheduling the processes in order. Define $\text{En}(s) := \{p \mid s \cdot p \in \mathcal{S}\}$ as the enabled processes at $s$ that can be scheduled. A schedule $s$ is complete if $\text{En}(s) = \emptyset$, otherwise it is partial.
\begin{center}
\begin{tabular}{ll}
Thread $p$ & Thread $q$ \\
$a = x;$ & $x = 1;$ \\
$x = a + 1;$ & \\
\end{tabular}
\end{center}

Figure 1.1: An example program running two concurrent threads \{p, q\} with local variable $a$ for thread $p$ and shared variable $x$ (initially is 0).

\textbf{Example 1.1.} Consider the multi-threaded program presented in Figure 1.1. The program starts with the two threads with identifiers \{p, q\} communicating on the shared variable $x$, which is initially 0. One complete schedule of the program is $\langle p, q, p \rangle$, which first schedules thread $p$, then thread $q$, and finally thread $p$. After the three steps, both threads terminate, and the states of variables are $a = 0; x = 1$.

\footnote{In convention, we use the term “threads” for concurrent components in the context of multi-threaded programs.}

\textbf{Assumptions.} We assume that (1) all memory accesses we discuss follow the \textit{sequential consistency} model, as operations in relaxed models can be translated into sequential consistent operations without observable difference, and (2) the space of schedules $S$ is finite. These assumptions are reasonable and common in concurrency testing work.

\section*{1.2 Event Labeling}

To represent how the steps transit the state in the schedule, we map each step of the schedule to \textit{events} with \textit{event labeling}:

\textbf{Definition 1.2.} An event labeling $E$ is a tuple $(\mathcal{L}_E, P_E, N_E)$ where $\mathcal{L}_E$ is a set of events, $P_E : \mathcal{L} \rightarrow \mathcal{P}$, and $N_E : S \times \mathcal{P} \rightarrow \mathcal{L}_E$. $N_E(s, p)$ maps the next step of process $p$ after $s$ to an event, such that the following conditions are met:
Affinity. \( \forall s, p \in S \Rightarrow P_E(N_E(s, p)) = p \)

Uniqueness. \( \forall s \neq s', p \in S \wedge s + s' \in S \wedge N_E(s, p) = N_E(s + s', p) \Rightarrow p \not\in s' \)

Stability. \( \forall s, p, p' \in S \wedge p \neq p' \wedge s \cdot p' \in S \Rightarrow N_E(s, p) = N_E(s \cdot p', p) \)

To refer to an event inside a schedule, for \( s \in S \) and \( i \in [1, |s|] \), let \( L_E(s, i) := N_E(s[1 \ldots i-1], s[i]) \) be the event of the \( i \)-th step in the schedule. Specially, let \( N_E(s) := \{N_E(s, p)\} \) and \( L_E(s) := \{L_E(s, i)\} \). From now on, we ignore the subscription \( \cdot_E \) when \( E \) is clear in the context.

The abstract definition of event labeling allows flexible realizations to encode the semantics of steps. For example, for multi-threaded programs, an event labeling can encode the shared variables accessed by the event. Nevertheless, one of the simplest event labeling is

- \( \mathcal{L} := \{(p, k) \mid p \in \mathcal{P}, k \in \mathbb{N}\} \)
- \( N(s, p) := (p, k) \) where \( k = |\{i \mid s[i] = p\}| \)

which maps any step of scheduling \( p \) to \( (p, k) \) after \( p \) has been scheduled for \( k \) times. Any additional semantics can be encoded by extending this labeling.

### 1.3 Concurrency Errors

We formalize a concurrency error \( E \subseteq S \) as the set of complete interleavings reaching any observable erroneous states, such as assertion failures and deadlocks. A concurrency error can be hard to represent, as it is comprised of potentially long schedules. With event labeling, we can represent the error by sets of ordering constraints of events (event
### Example 1.3.
Consider the multi-threaded program in Figure 1.2. Statement 4 asserts the value read from $x$ is 0, otherwise the program fails. All complete schedules for this program are

$$\{\langle p, p, p, q \rangle, \langle p, p, q \rangle, \langle p, q, p, p \rangle, \langle q, p, p, p \rangle\}$$

The failure of statement 4 is a concurrency error of $\{\langle p, p, q \rangle\}$. If we use the statement labels as event labeling, the complete schedules can be mapped into sequences of events:

$$\{\langle 1, 2, 3, 4 \rangle, \langle 1, 2, 4 \rangle, \langle 1, 4, 2, 3 \rangle, \langle 4, 1, 2, 3 \rangle\}$$

The event ordering $\{(2, 4), (4, 3)\}$ implies the error.
Previous work [47, 14, 38] studied concurrency errors in context of multi-threaded programs and distributed systems, suggesting that the errors can be implied with the orderings of few events. The finding matches the small scope hypothesis [33 Section 5.1.3] that real-world errors tend to have simple root causes.

The structures of event orderings are used to categorize the implied concurrent errors. For examples, errors implied by two ordered events \{(a, b)\} are called order violations; errors implied by three ordered events \{(a, b), (b, c)\} are called atomicity violations, if \(a\) and \(c\) belong to the same process.

### 1.4 Partial Orders of Schedules

Given a schedule \(s\) of the program, the final state of \(s\) is determined by the ordering of its events. If two adjacent events are independent, swapping their ordering in the schedule will not change the final state. Formally, the independence of events is a symmetric relation \(I \in \mathcal{L} \times \mathcal{L}\), such that if \((a, b) \in I\), \(P(a) \neq P(b)\), and any schedule of the form:

\[
s_1 := s + \langle p, q \rangle + s'\]

with \(N(s, p) = a\) and \(N(s \cdot p, q) = b\) must lead to the same state and have the same events by swapping their ordering, resulting in a partial-order equivalent schedule:

\[
s_2 := s + \langle q, p \rangle + s'\]
Denote $s_1 \simeq s_2$ if $s_1$ can be turned into $s_2$ by swapping adjacent and independent events, and therefore $s_1$ and $s_2$ must both reach an error state or not.

In Example 1.3, event 1 is independent with event 4, as they are accessing different global variables. Generally, events are independent if they always operate on different resources, such as memory accesses of different locations, messages deliveries to different recipients, etc. A fine-grained independence may include memory reads on the same location, as such reads must read the same result regardless of the ordering to each other.

From now on, we assume an event independence $I$ is given if the context is clear.

Denote a pair of events conflicting if they are not independent and may occur in both orderings in schedules. For any schedule, only the orderings of conflicting events may affect its final state. We denote the partial order of schedule $s$ regarding $I$ as the minimum event ordering $PO(s) \subseteq 2^{L \times L}$, such that:

1. $\forall a b i j , (a, b) \notin I \land L(s, i) = a \land L(s, j) = b \land i < j \Rightarrow (a, b) \in PO(s)$
2. $\forall a b , (a, b) \in PO(s) \Rightarrow (b, a) \notin PO(s)$
3. $\forall a b c , (a, b) \in PO(s) \land (b, c) \in PO(s) \Rightarrow (a, c) \in PO(s)$

The partial order of a schedule represents the essential ordering of events for reaching its final state. For any two schedules $s$ and $s'$, $s \simeq s'$ if and only if $(L(s) = L(s') \land PO(s) = PO(s'))$. 
In this chapter, we study previous work closely related to concurrency testing. We first revisit systematic concurrency testing and its reduction and bounding techniques (Section 2.1). Then we review state-of-the-art randomized concurrency testing approaches (Section 2.2) with their strengths and weaknesses.

### 2.1 Systematic Concurrency Testing

Systematic concurrency testing (SCT) exhaustively enumerates all complete schedules of $\mathcal{S}$ based on the depth-first search (DFS). SCT repeatedly explores the system for multiple iterations. Each iteration follows the three phases to explore one complete schedules:

**Backtracking.** When an iteration begins, SCT selects the longest schedule $s_{pre}$ from the set of unexplored schedules $\mathcal{S}_{bt}$ (initially $\{\epsilon\}$), and continue to replaying.

**Replaying.** At the current schedule $s$, SCT chooses to schedule a process $p$ s.t. $s \cdot p$ is a prefix of $s_{pre}$. SCT keeps replaying until no such $p$ exists, and then continues to exploring.

**Exploring.** SCT schedules any $p \in \text{En}(s)$, and add any sibling schedule $s \cdot p'$ s.t. $p' \in \text{En}(s) \setminus \{p\}$ to $\mathcal{S}_{bt}$ for further backtracking. SCT keeps exploring until the current
schedule is complete.

Each iteration in SCT explores a new schedule if there are any schedules left unexplored in $S_{bt}$, otherwise all schedules have been explored, and the test is finished. Given enough testing time, SCT always find a concurrency error, or finish the test to verify the system (as aforementioned, $S$ is assumed finite).

The major challenges of SCT are twofold. First, its often impossible for SCT to finish the test for real-world systems due to the rapidly growing size of $S$, potentially exponential to the length of any complete schedule. Conceptually, consider an ideal concurrent system with $n$ processes, where each process is comprised of $k$ steps to schedule. The total size of $S$ is $|S| = (nk)!/(k!)^n = O(n^{nk}/k^n)$, which quickly exceeds the number of schedules affordable to test for real-world systems. Secondly, because of the DFS order, SCT must explore all schedules with a common prefix before exploring a schedule with a different prefix. It is thus difficult for SCT to find even a simple error if its prefix is not explored in the beginning of the test.

### 2.1.1 Reduction and Bounding Techniques

Towards making SCT tractable for large programs, reduction techniques reduce the number of schedules to explore by skipping redundant schedules that lead to already explored states. State-of-the-art reduction techniques include partial order reduction [29, 25, 2, 4, 9, 51, 3] that avoids partial-order equivalent schedules, symmetry reduction [19, 61] that exploits state symmetry, and interface reduction [30] that caches states by interface behaviors. These techniques can often provide exponential reduction on the schedule
space for real-world programs, but the reduced space still grows fast for complex systems. Moreover, reduction techniques usually dictate the depth-first search order, leaving the exploration bias unsolved, and involve heavy overhead for bookkeeping the explored schedules.

Bounding techniques restrict the SCT exploration to the subspace of the schedules within complexity bounds, motivated by the finding of simple root causes of real-world errors. For example, preemption bounding [47] bounds the number of preemptions in schedules. Formally, the $i$-th step of schedule $s$ is a preemption if

$$s[i] \neq s[i - 1] \land s[i - 1] \in \text{En}(s[1 \ldots i - 1])$$

Preemption bounding prevents SCT from exploring any schedule with the number of preemptions more than a given bound. Other bounding techniques include delay bounding [22] that bounds the number of “deviations” from a deterministic scheduler, and backtrack-bounding [71, 8] that bounds the number of backtracking performed to reach a schedule. With a bounded schedule space, however, SCT still suffers from the bias of the search order.

### 2.2 Randomized Concurrency Testing

Randomized concurrency testing (RCT) samples schedules with randomized strategies. RCT strategies are often simple and lightweight, using only random variables instead of heavy bookkeeping in SCT. RCT tackles the search order problem of SCT by simulta-
Figure 2.1: An example program illustrating random walk’s weak guarantee of error detection. Variable \( x \) is initially 0, and any statement \texttt{step(\ldots)} does not access \( x \).

neously and randomly exploring every part of the schedules, but giving up verification. Instead of verification, RCT provides probabilistic guarantees to sample any schedules, and often has good probabilities to sample schedules that manifest simple root causes of a few ordered events. Studies [63] showed that RCT outperformed SCT in finding the errors in real-world multi-threaded programs.

We now revisit state-of-the-art randomized strategies, understand their strengths and limitations. We show that existing RCT approaches do not consider partial order semantics with probabilistic guarantees, and thus can be highly biased to sample some partial orders and ignore some others.

### 2.2.1 “Naïve” Random Walk

Random walk independently chooses a random enabled process to schedule at every step. Despite its simplicity, the major limitation of random walk is the exponential bias for sampling different orderings of two events.

**Example 2.1.** Consider Figure 2.1. The assertion in thread \( A \) fails if and only if it runs after \( \texttt{x = 1} \) in thread \( q \). Without a prior knowledge of which order between
the two statements fails the assertion, both orders should be sampled uniformly because the probabilistic guarantee of detecting the error is the minimum probability to manifest both of the two orderings. Unfortunately, random walk may yield extremely non-uniform sampling probabilities. In this example, to trigger the failure, random walk has to skip the assertion $m$ times, yielding a probabilistic guarantee of only $1/2^m$ to trigger the assertion failure.

### 2.2.2 Probabilistic Concurrency Testing

Inspired by the simple root causes of the real-world errors, probabilistic concurrency testing [14] (PCT) algorithm uses a priority-based scheduling strategy to manifest simple event orderings with probabilistic guarantees. PCT takes three explicit parameters, $n$, the maximum number of processes in the system, $k$, the maximum length of schedules, and $d$ the number of events to sample for different orderings. The algorithm works as followings:

1. In the beginning of an iteration, PCT initializes distinct random priorities from $[1, n]$ for all processes, and selects $d - 1$ random steps numbers $k_1, \ldots, k_{d-1}$ from $\mathcal{U}(1, k)$. These step numbers are used to delay next events by changing the corresponding process priorities.

2. After initializing priorities and step numbers, PCT schedules the enabled process with the highest priority for each step.

3. Every time after a process is scheduled, PCT checks if the current step number (initially 1) matches any $k_i$. If any $k_i$ is matched, PCT reassigns the priorities of the scheduled process to $-i$ and removes $k_i$ from the selected numbers. After the check,
PCT increases the current step number by 1.

As proven in [14], by manipulating process priorities with the randomly initialized priorities, PCT is able to make a random set of $d$ events happen after any other events, and arrange the $d$ events in any ordering (if possible in the system) with the probability lower-bounded by

$$\frac{1}{nk^{d-1}}$$

The probabilistic guarantees are strong for errors implied by orderings of a few events, which requires a small $d$ for PCT to surface. The probabilistic guarantees of PCT, however, depend on complete parameters of $n$, $k$ and $d$, which could be difficult for programs (and errors) without domain knowledge. Previous work suggested estimating $n$ and $k$ by profiling, weakening the formal completeness of the guarantees.

Despite the strong probabilistic guarantees, PCT does not consider the partial order of events entailed by the concurrent system, such that the explored schedules are still quite redundant. Consider the example in Figure 2.2. Assume each statement is atomic, and the statements after `barrier()` are enabled only after both `barrier()` are executed. Both statement 1 and 5 are executed before the barrier and do not conflict with

<table>
<thead>
<tr>
<th>Thread $p$</th>
<th>Thread $q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: x++;</td>
<td>5: y--;</td>
</tr>
<tr>
<td>2: barrier();</td>
<td>6: barrier();</td>
</tr>
<tr>
<td>3: y++;</td>
<td>7: x = 0;</td>
</tr>
<tr>
<td>4: x--;</td>
<td>8: y = 1;</td>
</tr>
</tbody>
</table>

Figure 2.2: An example illustrating PCT’s redundancy in exploring the partial orders of the program. Assume each statement is atomic. The statements after `barrier()` are enabled only after both threads executed the `barrier()` statements.
any statement. Statements 3 and 8 form a conflict, and so do statements 4 and 7. Depending on how each conflict is ordered, the program schedules have total three different partial orders. Without considering the effects of barriers, however, PCT (with $d = 2$) will attempt to change priorities after 1 or 5 in vain, which makes no difference in the partial order. Furthermore, without considering independent events, PCT may first test an event sequence of

$$\langle 1, 2, 5, 6, 3, 7, 8, 4 \rangle$$

by changing priorities after 3 with initial priorities $p \mapsto 2, q \mapsto 1$, and then test a partial-order equivalent and thus redundant event sequence

$$\langle 5, 6, 1, 2, 7, 3, 4, 8 \rangle$$

by changing priorities after 7 with initial priorities $p \mapsto 1, q \mapsto 2$. Such redundancies in PCT waste testing resources and weaken the probabilistic guarantee.

### 2.2.3 Random Partial Order Sampling (RAPOS)

Towards uniformly sampling the partial orders of concurrent systems, Sen [58] proposed RAPOS algorithm. Although it shares the same goal as in this thesis, RAPOS has no probabilistic guarantees of sampling partial orders. For each iteration, RAPOS works as follows. RAPOS schedules a concurrent system in *batches* of steps, with each batch executing a set of independent events. At the beginning of a batch, RAPOS maintains a *schedulable* set of events, which is a subset of the currently available events. RAPOS randomly selects a
<table>
<thead>
<tr>
<th>Thread $p$</th>
<th>Thread $q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x++;$</td>
<td>$y++;$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$x++;$</td>
<td>$y++;$</td>
</tr>
<tr>
<td>1: $z = 1;$</td>
<td>3: $\text{assert}(z == 0);$</td>
</tr>
<tr>
<td>2: $z = 0;$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.3: An example program illustrating the exponential bias of RAPOS. Thread $p$ ($q$) has $k$ steps accessing $x$ ($y$) before accessing $z$. Variables $x$, $y$, and $z$ are initially 0.

scheduled set of events from the schedulable events, such that all events in the scheduled set are independent to each other. With the scheduled set randomly decided, RAPOS performs a batch to schedule all the scheduled events in any order. After the batch, the new schedulable set is the currently available events that are dependent to any of the scheduled events in the last batch. If no such events exist, RAPOS randomly selects the set of an available event to be the new schedulable set. RAPOS repeatedly executes batches until the schedule is complete.

It is proved \cite{58} that RAPOS is able to sample any partial order of a program, by constructing the sets of events to schedule. It is possible, however, to construct examples, such that RAPOS is exponentially biased to sample certain partial orders. In the example shown in Figure 2.3, there are only three partial orders depending on how $z$ is accessed by $p$ and $q$. To sample the assertion failure such that the event 3 is scheduled between 1 and 2, RAPOS has to select the desired scheduled sets of events for $k$ batches. For each batch the scheduled set must contain both $x++;$ in $p$ and $y++;$ in $q$, which happens in probability of (at most) $1/2$. Thus RAPOS samples the error (and its partial order) in probability of at most $1/2^{k+2}$.
In this chapter, we introduce our work of partial order sampling (POS), the first RCT approach that samples partial orders of programs with strong probabilistic guarantees. We first define the formal guarantees for a RCT approach to detect any error of a program in the worst case. Then we set up a running example to demonstrate the guarantees for different RCT approach to find its error. Next, we present the basic framework with formal analyses, introduce the novel priority reassignment to uniformly sample different partial orders, and demonstrate the exponentially improved probabilistic guarantees. Finally, we describe the implementation of POS, and show our evaluation results to demonstrate that POS achieved better empirical error-finding performance than state-of-the-art approaches.

### 3.1 Probabilistic Error-Detection Guarantees

As aforementioned, the partial orders of schedules partition the schedule space of a system into equivalent classes. Each class of partial order may lead to potentially incorrect final state different to other classes. Therefore, any possible partial order has to be explored. For a RCT strategy that randomly explores the complete schedules of a system with random variables, denote $\text{Sample}(R)$ as the explored schedule with input $R$ as the random
global int x = y = z = w = 0;

<table>
<thead>
<tr>
<th>Thread p</th>
<th>Thread q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: x++;</td>
<td>5: x = 1;</td>
</tr>
<tr>
<td>2: y++;</td>
<td>6: a = x;</td>
</tr>
<tr>
<td>3: signal(w);</td>
<td>7: y = a;</td>
</tr>
<tr>
<td>4: assert(z &lt; 5);</td>
<td>8: wait(w);</td>
</tr>
<tr>
<td></td>
<td>9: b = y;</td>
</tr>
<tr>
<td></td>
<td>10: z = a + b;</td>
</tr>
</tbody>
</table>

Figure 3.1: The running example.

variables. The *minimum* probability the strategy to sample any partial orders of complete schedules in a system are called its *probabilistic error-detection guarantee*, denoted as

\[
\min_{s \in S \land E(n) = \emptyset} \Pr[\text{Sample}(R) \approx s]
\]

### 3.2 Running Example

Figure 3.1 shows the running example for comparing the probabilistic guarantees of different RCT approaches. In this example, all shared variables (e.g., x, w, etc.) are initialized to 0. The program consists of two threads, i.e., p and q. Thread q will be blocked at 8 by `wait(w)` until \( w > 0 \). Thread p will set w to be 1 at 3 via `signal(w)` and unblock thread q. The assertion at 4 will fail if, and only if, the program is scheduled according to the following sequence of events:

\[
\langle 5, 1, 6, 7, 2, 3, 8, 9, 10, 4 \rangle
\]

To detect this error, random walk has to make the correct choice at every step. Among
all ten steps, three of them only have a single option: 2 and 3 must be executed first to enable 8, and 4 is the only statement left at the last step. Thus, the probability of random walk to reach the error is $1/2^7 = 1/128$. As for PCT, we have to change the priorities after statements 5 and 1 among ten statements, and thread q must have higher initial priority than p. Thus the probability for PCT is $1/2 \times 1/10 \times 1/10 = 1/200$.

As we will explain later, POS with the partial order method can detect this error with a substantial probability of $1/48$, much higher than other approaches. Indeed, our formal guarantees ensure that any behavior of this program can be tested with probabilities of at least $1/60$.

3.3 The POS Framework

The basic framework of POS is extremely simple. Given a concurrent system and its event labeling, POS takes a random event priority mapping $\text{Pri} : L \rightarrow R$, that maps any event to a priority independently following the uniform distribution $\mathcal{U}(0, 1)$. According to the priority mapping, POS always schedule the process with the event mapped to the highest priority among all enabled processes. The abstract algorithm is shown in Algorithm 1.

To understand the probabilistic guarantees of POS, We first present analyses based on the notion of guides. We then establish the formal connection of POS to other RCT approaches. Finally, we study the bias in POS that sample different ordering of conflict events, resulting in the sub-optimal error-detection guarantees.
Algorithm 1 Sample a schedule \( s \in L \) with POS under the random priority mapping \( \text{Pri} \)

1: \textbf{procedure} Sample\(_{\text{POS}}\)(\( \text{Pri} \))
2: \hspace{1em} \( s \leftarrow \epsilon \)
3: \hspace{1em} \textbf{while} \( \text{En}(s) \neq \emptyset \) \textbf{do}
4: \hspace{2em} \( p^* \leftarrow \arg \max_{p \in \text{En}(s)} \text{Pri}(N(s, p)) \)
5: \hspace{2em} \( s \leftarrow s \cdot p^* \)
6: \hspace{1em} \textbf{end while}
7: \hspace{1em} \textbf{return} \( s \)
8: \textbf{end procedure}

3.3.1 Probabilistic Analysis

To understand how POS can manifest any concurrency errors with probabilistic guarantees, we first formulate the notion of \textit{guides}, and consider how POS follows a guide to manifest errors.

A guide \( g \) is an acyclic event ordering \( g \subseteq 2^{E \times E} \) that constraints the next steps of any schedules by the orderings among the available events. Formally, denote

\[
\text{En}(s, g) := \{ p \mid p \in \text{En}(s), \forall p', p' \in \text{En}(s) \Rightarrow (N(s, p'), N(s, p)) \not\in G \}
\]

For a schedule \( s \in \mathcal{S} \), denote \( s \models g \) if any step of \( s \) schedules the limited enabled process in \( g \), formally:

\[
\forall i, s[i] \in \text{En}(s[1 \ldots i - 1], g)
\]

A guide \( g \) \textit{leads to error} \( \mathcal{E} \) if:

\[
\forall s, s \in \mathcal{S} \land s \models g \land \text{En}(s, g) = \emptyset \Rightarrow s \in \mathcal{E}
\]

Let \( \text{Scope}(g) = \{ e \mid (e', e) \in g \lor (e, e') \in g \} \) and \( \text{Delayed}(g) = \{ e \mid (e', e) \in g \} \) be
the number of events constrained by G and potentially blocked by G, respectively. The following theorem shows the probabilistic guarantees of POS.

**Theorem 3.1.** For any concurrency error $\mathcal{E}$ and a guide $G$ that leads to the error. Let $c = \text{Scope}(g)$ and $d = \text{Delayed}(g)$. The following holds

$$\Pr[\text{Sample}_{\text{POS}}(\text{Pri}) \in \mathcal{E}] \geq \frac{(c - d)!}{c!} \geq \frac{1}{c^d}$$

**Proof.** Since $g$ leads to $\mathcal{E}$, we consider the probability of how POS returns a complete schedule $s$ s.t. $s \mathcal{E} g$. A sufficient condition for that is letting $\text{Pri}$ map the priorities of events ordered as they are constrained in $g$, i.e.

$$\forall a, b, (a, b) \in g \Rightarrow \text{Pri}(a) > \text{Pri}(b)$$

Since $g$ is acyclic, and the priority for any event is independently random. $\text{Pri}$ can satisfy the sufficient condition by mapping priorities of $\text{Delayed}(g)$ to be lower than priorities in $\text{Scope}(g) \setminus \text{Delayed}(g)$, and letting the ordering of priorities of $\text{Delayed}(g)$ satisfy any linearization of $G \cap (\text{Delayed}(g) \times \text{Delayed}(g))$, which must exist. Thus the lower-bounded probability to satisfy the sufficient condition is

$$\frac{(c - d)!}{c!}$$
3.3.2 Sampling Partial Orders of Schedules

Theorem 3.1 shows the formal guarantees for sampling any set of schedules implied by a guide. It also applies to sampling any schedules with the partial order of a given schedule $s^*$. To simplify our model, we assume that any $N(s^*, p)$ is never enabled in any prefix of $s^*$. Such assumption is valid if all processes eventually enter terminal states in complete schedules. Under this assumption, $PO(s^*)$ can be a guide for POS to sample partial-order equivalent schedules of $s$ thanks to the follow lemmas:

Lemma 3.2.

$$\forall s, p, i, j, s \in S \land p \in \text{En}(s[1 \ldots i], PO(s)) \land j \in [i + 1, |s|]$$

$$\Rightarrow (L(s, j), N(s[1 \ldots i], p)) \not\in PO(s)$$

Proof. Let $s, p, i, j$ be one of the smallest counterexample regarding to $j$. Let $e := N(s[1 \ldots i], p)$ and $e' := L(s, j)$. There must exist $i + 1 < j' < j$, such that $(L(s, j'), L(s, j)) \in PO(s)$. Otherwise $e' = N(s[1 \ldots i], P(e'))$ must hold, contradicting with $p \in \text{En}(s[1 \ldots i], PO(s))$. According to the construction of $PO(s)$, $(EI(s, j'), N(s[1 \ldots i], p)) \in PO(s)$ must hold. It contradicts with the smallest $j$, as $j' < j$ is also a counterexample. Thus the original lemma holds.

Lemma 3.3.

$$\forall s, s \not\sim PO(s^*) \Rightarrow (\exists s^+, s^+ \simeq s^* \land s^+[1 \ldots |s|] = s)$$
**Proof.** Use induction on $|s|$. When $|s| = 0$ it is trivial. When $|s| > 0$, find $s'$ and $p$ such that $s' \cdot p = \bar{s}$. According to inductive assumption, we can find an $\bar{s}^+$ such that

$$\bar{s}^+ \simeq s^* \land \bar{s}^+[1 \ldots |\bar{s}'|] = s'$$

Since $p \in \text{En}(s', \text{PO}(\bar{s}^+))$ (notice that $\text{PO}(\bar{s}^+) = \text{PO}(s^*)$), $N(s', p)$ must occurs as $L(\bar{s}^+, i)$ for some $i > |\bar{s}|$. According to Lemma 3.2, all events $L(\bar{s}^+, i')$ with $i' \in [|\bar{s}|, i - 1]$ are independent with $L(\bar{s}^+, i)$. Thus, we can construct $\bar{s}^*$ from $\bar{s}^+$ such that:

$$\bar{s}^* \simeq \bar{s}^+ \land \bar{s}^*[1 \ldots |\bar{s}|] = \bar{s}$$

**Corollary 3.4.**

$$\forall s, \ (\text{En}(s) = \emptyset \land s \not\sim \text{PO}(s^*)) \iff s \simeq s^*$$

Although $\text{PO}(s^*)$ may not be the minimum guide leading to the partial order of $s^*$, the lower bound in Theorem 3.1 can be reached. Let $k := |s^*|$ and $n := |\mathcal{P}|$, if (almost) all events of $s$ need to be delayed after some other conflicting events, the basic POS may only have the probability of $1/k!$ to sample such partial order. For random walk the probability can be $1/n^k$, which is exponentially better than POS when $n \ll k$.

The factorial degradation leads us to locate the major bias of POS: the *propagated comparison* of priorities. To follow the guide of a partial order, an event $e$ delaying after a large set of events needs to have a very low priority, since the priority has to be lower than the priorities of events it delays for. Thus, for any conflicting event $e'$ delayed after $e$, $\text{Pri}(e')$ must be even lower than $\text{Pri}$, which is hard to satisfy for a random $\text{Pri}(e')$. 
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Here, we explain how basic POS samples the error described in Figure 3.1 with a bias.

To sample the error, the priority map has to satisfy the following constraints:

\[
\text{Pri}(5) > \text{Pri}(1) \land \text{Pri}(1) > \text{Pri}(6) \land \text{Pri}(6) > \text{Pri}(2) \land \text{Pri}(7) > \text{Pri}(2) \\
\land \text{Pri}(8) > \text{Pri}(4) \land \text{Pri}(9) > \text{Pri}(4) \land \text{Pri}(10) > \text{Pri}(4)
\]

Note that these are also the necessary constraints for POS to follow sample the error.

The probability that a random \( \text{Pri} \) satisfies the constraints is \( 1/120 \). The propagated comparison of priorities can be illustrated by the first three steps in the scheduling:

\[
\text{Pri}(5) > \text{Pri}(1) > \text{Pri}(6) > \text{Pri}(2)
\]

which happens in the probability of \( 1/24 \). On the other hand, however, random walk can sample these three steps in the probability of \( 1/8 \).

### 3.4 The Partial Order Method of POS

We now show how to reduce the bias of POS by eliminating the propagated comparison of priorities to follow a given partial order \( \text{PO}(s^*) \) of schedule \( s^* \). During the sampling procedure of Algorithm 1, suppose the current schedule is \( s \) and POS is choosing the next process to schedule at line 4. Consider any process \( p \) s.t. \( p \notin \text{En}(s, \text{PO}(s^*)) \), that is, scheduling \( p \) will diverge the current partial order from \( s^* \). Suppose there is a \( p' \) such that \( p' \in \text{En}(s, \text{PO}(s^*)) \land p \in \text{En}(s \cdot p', \text{PO}(s^*)) \). If we reset the priority of \( N(s, p) \) right after scheduling \( p' \), all the priority comparison causing the delay of \( N(s, p) \) will not be
propagated to any further event \( e \) such that \((N(s, p), e) \in PO(s)\).

However, there is no way for POS to exactly know when to reset a priority of event \( e \) during the sampling, since \( PO(s^*) \) is unknown and not provided. Notice that

\[
\forall s \ p \ p', s \sim PO(s^*) \land p \notin En(s, po(s^*)) \land p' \in En(s, PO(s^*)) \land p \in En(s \cdot p', PO(s^*)) \Rightarrow (N(s, p), N(s, p')) \notin I
\]

If we reset the priority of all enabled events are not independent with \( N(s, p') \) after scheduling \( p' \), the propagated comparison of priorities can be eliminated, at the cost that the priority of an event may be reset for multiple times.

**Probabilistic Analysis of Priority Reassignment**

We now analyze in probabilistic guarantee of POS with the priority reassignment, named POS* for short, follows the partial order of a schedule \( PO(s^*) \). We first model the priority changes into the sampling procedure by introducing event indices. Then we derive the sufficient conditions of the sampling procedure to produce a partial-order equivalent schedule of \( s^* \). Finally we analyze the probability of satisfying the sufficient conditions with random priority (re-)assignments.

**Event indices.** To give a formal and precise analysis, we introduce the notion of *event indices* for any events in a schedule \( s \):

\[
EI(s, i) := |\{ j \mid j < i \land (L(s, j), L(s, i)) \notin I \land s[i] \neq s[j] \}|
\]
Events in the same process are not counted into the indices for brevity. Also denote the indices of available events at $s$ as

$$EIN(s, p) := |\{i \mid (L(s, i), N(s, p)) \not\in I\}|$$

By defining event indices, we model the priority changes into indexed priorities with the priority mapping expanded to $\text{Pri} : \mathcal{L} \times \mathbb{N} \rightarrow \mathbb{R}$, as shown in Algorithm 1. Every time a process is scheduled, the priorities of available events will change if and only if they are conflicting to the scheduled event, since their indices increase on conflicts.

We here show how the priority reassignment improves POS in the example of Figure 3.1. We construct the sufficient condition of Pri for $	ext{Sample}_{\text{POS}^*}(\text{Pri})$ to sample the error as following:

$$\text{Pri}(5, 0) > \text{Pri}(1, 0) \land \text{Pri}(1, 1) > \text{Pri}(6, 0) \land \text{Pri}(6, 1) > \text{Pri}(2, 0)$$
$$\land \text{Pri}(7, 0) > \text{Pri}(2, 0) \land \text{Pri}(8, 1) > \text{Pri}(4, 0)$$
$$\land \text{Pri}(9, 0) > \text{Pri}(4, 0) \land \text{Pri}(10, 0) > \text{Pri}(4, 0)$$

Compared to the constraints in the basic POS framework, there is no propagated comparison of indexed priorities. Since each $\text{Pri}(e, i)$ is independently random following $\mathcal{U}(0, 1)$, the probability of $\text{Pri}$ satisfying the constraints is $1/2 \times 1/2 \times 1/3 \times 1/4 = 1/48$.

**Sufficient conditions of POS* following PO($s^*$).** We now analyze the conditions of the indexed priorities in which POS* follow PO($s^*$). In fact, the indices of scheduled
Algorithm 2 Sample a schedule $s \in L$ with POS with priority reassignment

1: procedure Sample$_{\text{POS}^*}(\text{Pri})$
2: \hspace{1em} $s \leftarrow \epsilon$
3: \hspace{1em} while $\text{En}(s) \neq \emptyset$ do
4: \hspace{2em} $p^* \leftarrow \arg \max_{p \in \text{En}(s)} \text{Pri}(N(s, p), \text{EIN}(s, p))$
5: \hspace{2em} $s \leftarrow s \cdot p^*$
6: \hspace{1em} end while
7: \hspace{1em} return $s$
8: end procedure

events are invariants in partial-order equivalent schedules, which represent their partial order. Denote $\text{EI}(s) := \{(L(s, i), \text{EI}(s, i))\}$. We have

$$\forall \ s, \ \text{EI}(s) = \text{EI}(s^*) \Leftrightarrow s \simeq s^*$$

A simple sufficient condition is having priorities $\text{Pri}(e, i)$ s.t. $(e, i) \in \text{EI}(s^*)$ higher than any other indexed priorities in the procedure, so that $\text{Sample}_{\text{POS}^*}(\text{Pri})$ always schedule any process with the event and index matching $\text{EI}(s^*)$. To find out the number of other indexed priorities in the sampling procedure, we define \textit{direct conflicts}. Events $e$ and $e'$ is a \textit{direct conflict} in schedule $s$ if they are not independent, and $e$ is scheduled in when $e'$ is available, formally:

$$\exists \ i \ p, \ L(s, i) = e \land s[i] \neq p \land N(s[1 \ldots i-1], p) = e' \land (e, e') \not\in I$$

Each direct conflict of $e$ and $e'$ corresponds to a new indexed priority of $e'$, thus the number of other indexed priorities is the number of direct conflicts in the sampled schedule $s$. Denote

$$\text{Confl}(s^*) := \max_{s \simeq s^*} |\{(e, e') \mid (e, e') \text{ is a direct conflict in } s\}|$$
Since each scheduled event in $s$ can have at most $|P| - 1$ direct conflicts, we have

$$\text{Confl}(s^*) \leq (|P| - 1) |s^*|$$

Consider the numeric ordering of the priorities in $\text{POS}^*$. Let $t_{\text{Pri}} \subseteq 2^{\text{EI}(s^*) \times \text{EI}(s^*)}$ be a total order of $\text{EI}(s^*)$. Denote that a priority mapping $\text{Pri}$ satisfies $t_{\text{Pri}}$, or $\text{Pri} \circ \rightarrow t_{\text{Pri}}$, if

$$\forall e \ i \ e' \ i' \ , \ ((e, i), (e', i')) \in t_{\text{Pri}} \Leftrightarrow \text{Pri}(e, i) > \text{Pri}(e', i')$$

The following lemma shows that $\text{Sample}_{\text{POS}^*}(\text{Pri})$ is fixed for any $\text{Pri}$, given the $\text{Pri}$ follows the total order of $t_{\text{Pri}}$, $\text{PO}(s^*)$, and the result of sampling follows $\text{PO}(s^*)$.

**Lemma 3.5.** Let $\text{Pri}_1$ and $\text{Pri}_2$ be any priority mappings, and let $s_1 := \text{Sample}_{\text{POS}^*}(\text{Pri}_1)$ and $s_2 := \text{Sample}_{\text{POS}^*}(\text{Pri}_2)$. If

$$\text{Pri}_1 \circ \rightarrow t_{\text{Pri}} \wedge s_1 \simeq s^* \wedge \text{Pri}_2 \circ \rightarrow t_{\text{Pri}} \wedge s_2 \simeq s^*$$

then $s_1 = s_2$.

**Proof.** We show that under the conditions of the lemma, both $s_1$ and $s_2$ are uniquely determined by $t_{\text{Pri}}$, despite any difference between $\text{Pri}_1$ and $\text{Pri}_2$. Consider $s_1$, since $s_1 \simeq s^*$, we know that for every step in $\text{Sample}_{\text{POS}^*}(\text{Pri}_1)$, the intermediate schedule $s$ in Line 4 of Algorithm[2] must follow $s^*$. The eligible $p$ in Line 4 to extend $s$ to continue following $s^*$ must have the pending event indexed accordingly in $\text{EI}(s^*)$. Since $\text{Pri}_1$ is ordered according to $t_{\text{Pri}}$, the indexed event with the highest priority among eligible
Algorithm 3 Constructing $PO_{EI}(s^*, \text{to}_{\text{Pri}})$ based on $\text{Sample}_{POS^*}$

1: **procedure** $\text{CONSTRUCT-PO}_{EI}(s^*, \text{to}_{\text{Pri}})$
2: \hspace{1em} $s \leftarrow \epsilon$
3: \hspace{1em} $po \leftarrow \varnothing$
4: \hspace{1em} **while** $\text{En}(s) \neq \varnothing$ **do**
5: \hspace{2em} **assert** ($s \vdash PO(s^*)$)
6: \hspace{2em} $c_{\text{Sch}} \leftarrow \{(N(s, p), \text{EIN}(s, p)) \mid p \in \text{En}(s)\}$
7: \hspace{2em} $c_{\text{Follow}} \leftarrow c_{\text{Sch}} \cap EI(s^*)$
8: \hspace{2em} **assert** ($c_{\text{Follow}} \neq \varnothing$)
9: \hspace{2em} $p^* \leftarrow p \mid (N(s, p), \text{EIN}(s, p))$ is the maximum of $c_{\text{Follow}}$ ordered by $\text{to}_{\text{Pri}}$
10: \hspace{2em} $po \leftarrow po \cup \{(N(s, p^*), \text{EIN}(s, p^*)), ei) \mid ei \in c_{\text{Sch}} \setminus c_{\text{Follow}}\}$
11: \hspace{1em} $s \leftarrow s \cdot p^*$
12: \hspace{1em} **end while**
13: \hspace{1em} **assert** ($s \simeq s^*$)
14: \hspace{1em} **return** $po$
15: **end procedure**

$p$ is thus determined by $\text{to}_{\text{Pri}}$, independent to $\text{Pri}_1$. The same independence holds for $\text{Pri}_2$. Thus $s_1 = s_2$.

Review the proof above, it shows that given $\text{to}_{\text{Pri}}$ fixed, $\text{POS}^*$ must schedules among a fixed set of indexed events to follow $PO(s^*)$. Algorithm 3 constructs a unique partial order between such indexed events, expanded from $\text{to}_{\text{Pri}}$, namely $PO_{EI}(s^*, \text{to}_{\text{Pri}})$, such that

$$\forall \text{Pri}, \text{Pri} \vdash PO_{EI}(s^*, \text{to}_{\text{Pri}}) \Leftrightarrow (\text{Sample}_{POS^*}(\text{Pri}) \simeq s^* \wedge \text{Pri} \vdash \text{to}_{\text{Pri}}) \quad (3.1)$$

Take $s^* = (5, 1, 6, 7, 2, 3, 8, 9, 10, 4)$ as an example to construct $PO_{EI}(s^*, \text{to}_{\text{Pri}})$. Here

$$\text{EI}(s^*) = \{(5, 0), (1, 1), (6, 1), (7, 0), (2, 1), (3, 0), (8, 1), (9, 2), (10, 0), (4, 1)\}$$

If we take $\text{to}_{\text{Pri}}$ by the numerical ordering of the event labels, which, e.g., contains...
\[ ((1, 1), (5, 0)) \text{ and } ((2, 1), (3, 0)), \]

\[ \text{PO}_{\text{EI}}(s^*, t_{\text{Pri}}) = t_{\text{Pri}} \cup \{(5, 0), (1, 0), (1, 6, 0), (6, 1, 2, 0)\} \]
\[ \cup \{(7, 0), (2, 0), (8, 1, 4, 0), (9, 1, 4, 0)\} \]
\[ \cup \{(10, 0), (4, 0)\} \]

**Probabilistic lower bound of POS*.** We are now ready to derive the probabilistic lower bound of POS* to follow a given schedule \( s^* \) in partial-order. We partition the space of priority mappings by their numeric ordering among \( \text{EI}(s^*) \). For each such total order \( t_{\text{Pri}} \), Lemma \[3.6\] shows the probabilistic lower bound of a random \( \text{Pri} \) s.t. \( \text{Sample}_{\text{POS}^*}(\text{Pri}) \simeq s^* \).

**Theorem 3.6.** Given \( t_{\text{Pri}} \subseteq 2^{\text{EI}(s^*) \times \text{EI}(s^*)} \),

\[
\Pr[\text{Sample}_{\text{POS}^*}(\text{Pri}) \simeq s^* \mid \text{Pri} \leftarrow t_{\text{Pri}}] \geq \left( \frac{1}{|\mathcal{P}|} \right)^{|s^*|} r^u
\]

where

\[
r := |\mathcal{P}| \cdot |s^*| / (|s^*| + (|\mathcal{P}| - 1) \cdot |\text{Confl}(s^*)| / (|\mathcal{P}| - 1))
\]
\[
u := (|s^*| - \lceil |\text{Confl}(s^*)| / (|\mathcal{P}| - 1) \rceil) / 2
\]
Proof. According to (3.1), the probability in the lemma equals to

\[
\frac{\Pr[ Pri \leftarrow PO_EI(s^*, t_{Pri}) ]}{\Pr[ Pri \leftarrow t_{Pri} ]} = |s^*|! \Pr[ Pri \leftarrow PO_EI(s^*, t_{Pri}) ]
\]

For simplicity, let \( o := PO_EI(s^*, t_{Pri}) \) in this proof. The proof includes three parts:

1. We first analyze the structure characteristics of \( o \). Then we relax \( o \) to \( o_r \) and augment \( o_r \) to \( o_a \), such that any priority mapping satisfying \( o \) if it satisfies \( o_a \). Finally, we calculate the probability lower-bound for random priorities satisfying \( o_a \) by exploiting its rooted-tree structure.

2. Consider the structure of \( o \). The indexed events ordered by \( o \) comes from two sources: (1) \( EI(s^*) \), which is totally ordered in \( t_{Pri} \); and (2) the delayed events added in Line 10 of Algorithm 3, which are only ordered (and must have lower priorities) to the events in the first part. The total number of events in (2) must be no more than \( Confl(s^*) \) according to Algorithm 3.

3. We relax any \( (a, b) \) in \( o \) if both \( (a, c) \) and \( (c, b) \) exist in \( o \) for any \( c - Pri \) satisfies \( o \) if and only if it satisfies the relaxed version of \( o \). Continuously applying such reductions, the total order of events in part (1) becomes a chain. We thus call events in (1) chain events. For each of event in (2), its ordering can be reduced be lower than the lowest chain event in (1) among all the events it is originally lowered than in \( o \). The final reduced ordering, denoted as \( o_r \), forms a tree structure, containing the chain events and other events in (2), namely leaf events, attaching to the chain events.

Since \( o \supseteq o_r \), each chain event has at most \( |P| - 1 \) leaf events as children. Keeping
this as an invariant, we further "augment" $o_r$ into $o_a$, such that any priority mapping satisfying must satisfy $E_r$ (and also $o$). This is done by changing any $(a, b)$ in $o_r$ into $(c, b)$, if $(a, c)$ exists in the chain, and $c$ does not have $|P| - 1$ leaf children yet. After such augmentation, $o_a$ still hold the invariant, and each leaf event in the tree is ordered as low as possible.

We now obtain the lower-bound of the theorem by calculating the probability of a random priority mapping satisfying $o_a$. To satisfy $o_a$ in the shape of rooted-tree, the probability is calculated recursively. Given a (sub-)tree rooted at $r$ with children \{ $c_1, c_2, \ldots, c_k$ \}, let $S(r)$ denote the number of descendants of $r$, and $P(r)$ denote the probability for a random priority mapping satisfying the (sub-)tree rooted at $r$. $P(r)$ can be calculated as

$$P(r) := \frac{\prod_{c \in \{c_1, c_2, \ldots, c_k\}} P(c)}{S(r) + 1}$$

This is because that a mapping $Pri$ satisfies the ordering of (sub-)tree rooted at $r$ if and only if:

1. $Pri$ independently satisfies each sub-tree of $r$’s children, and
2. $Pri$ makes the priority of $r$ higher than its descendants of the tree.

Looking back at $o_a$, let $w$ be the number of the leaf events in $o_a$. There are at most $l := \left\lceil \frac{w}{|P| - 1} \right\rceil$ events in the chain, starting from the bottom, that have children of leaf events. Assuming all of those $l$ events have exactly $|P| - 1$ leaf children, the
probability can be calculated as

\[
\Pr[\text{Sample}_{\text{POS}^*}(\text{Pri}) \simeq s^* | \text{Pri} \sim t_{\text{Pri}}] = |s^*|! \Pr[\text{Pri} \sim o_a] = |s^*|! \prod_{l=1}^{I|P|+|s^*|-1} \frac{1}{l! (a+l)!} (a+|s^*|)!
\]

(\text{let } a := I|P| - l)

Finally, by Algorithm 3, \( w \leq \text{Confl}(s^*) \), thus the lower-bound of the theorem holds.

Since every conditional probability of the partitions is guaranteed by the same lower-bound. We can discharge the condition, yielding the probabilistic guarantee of POS*.

**Corollary 3.7.**

\[
\Pr[\text{Sample}_{\text{POS}^*}(\text{Pri}) \simeq s^*] \geq \left( \frac{1}{|P|} \right)^{|s^*|} r^u
\]

Since \( r \geq 1 \) and \( u \geq 0 \), POS* is at least as good as random walk. We will compare this guarantee with the guarantees of other approaches in general settings in Section 3.4.1.
global int x = 0, y[n] = {0};

<table>
<thead>
<tr>
<th>Thread 1</th>
<th>...</th>
<th>Thread n</th>
</tr>
</thead>
<tbody>
<tr>
<td>int i = 0;</td>
<td>int i = 0;</td>
<td></td>
</tr>
<tr>
<td>i = x++;</td>
<td>i = x++;</td>
<td></td>
</tr>
<tr>
<td>y[i] = 1;</td>
<td>y[i] = 1;</td>
<td></td>
</tr>
<tr>
<td>y[i] = 2;</td>
<td>y[i] = 2;</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>y[i] = m;</td>
<td>y[i] = m;</td>
<td></td>
</tr>
<tr>
<td>x--;</td>
<td>x--;</td>
<td></td>
</tr>
<tr>
<td>x++;</td>
<td>x++;</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.2: An adversary program for random walk to have the worst error-detection guarantee

3.4.1 Probability Guarantees on General Programs

We now analyze how POS* performs on general programs compared to random walk and PCT. Consider a program with \( n \) processes and \( k \) total events. We introduce the conflict rate \( \alpha \) of a program, defined as

\[
\alpha := \max_{s \in S} \frac{\text{Confl}(s)}{|s|(|P| - 1)}
\]

We know that \( 0 \leq \alpha \leq 1 \), and we consider \( \alpha \) generally small, as it is common for a program to have substantial non-conflicting events, for example, accessing shared variables protected by locks, semaphores, and condition variables, etc.

Under this setting, for random walk, we can construct an adversary program with the worst case probability as \( 1/n^k \) for almost any \( \alpha \), by setting up one conflicting access at the beginning of each process and two at the end, as in Fig. 3.2, where all accesses to \( y[i] \) are non-racing. For PCT, since only the order of the \( \alpha k \) events may affect the partial order, the number of preemptions needed for a partial order in the worst case becomes \( \alpha k \), and
thus the worst case probability bound is \( \sim 1/k^\alpha k \).

For POS*, the maximum number of conflicts Confl is reduced to \( \alpha (n-1) k \). Theorem 3.7 guarantees the probability lower bound as

\[
\frac{1}{n^k} \left( \frac{n}{1 + (n - 1)\alpha} \right)^{(1-\alpha)k/2}
\]

Thus, POS* advantages random walk when \( \alpha < 1 \) and degenerates to random walk when \( \alpha = 1 \). Also, POS* advantages PCT if \( k > n \) (when \( \alpha = 1 \)) or \( k^{1/(1-\alpha)-1} > n^{1/(1-\alpha)} \sqrt{\alpha + 1/n - \alpha/n} \) (when \( 0 < \alpha < 1 \)). For example, when \( n = 2 \) and \( \alpha = 1/2 \), POS* advantages PCT if \( k > 2\sqrt{3} \). In other words, in this case, POS* is better than PCT if there are at least four total events.

### 3.5 Implementation

The abstract algorithm of POS* requires a predetermined priority map, while the implementation can decide the event priorities on demand when new events appear, since they are independently random. The implementation of POS* is shown in Algorithm 4, where POS* schedules a program without explicitly constructing the schedule. \textit{pri} represents the mutable random priorities of the next events for all processes. \textit{x} is an object representing the current program state with the following interfaces:

- \( x.\text{Enabled}() \) returns the current set of enabled process.
- \( x.\text{Execute}(p) \) returns the resulting state object after scheduling process \( p \) in the state of \( x \).
Algorithm 4 Testing a program with POS*

1: procedure POS*(x)                      ▷ x: the initial state of the program
2:     pri ← []                              ▷ Initially, no priority is assigned
3: while x. Enabled() ≠ ∅ do
4:     p* ← τ                                ▷ Assume the special process id τ ∉ x. Enabled()
5:     for each p ∈ x. Enabled() do
6:         if p ∉ pri then
7:             newPriority ← U(0, 1)
8:             pri ← pri[p ↦ newPriority]
9:         end if
10:        if p* = τ ∨ pri(p*) < pri(p) then
11:            p* ← p
12:        end if
13:     end for
14: assert p* ≠ τ
15: for each p ∈ x. Enabled() do          ▷ Reset priorities
16:    if p = p* ∨ x. IsConflict(p, p*) then
17:        pri ← pri \ {p}                      ▷ The priority will be reassigned in 6-9
18:    end if
19: end for
20: x ← x. Execute(p*)
21: end while
22: return x
23: end procedure

- x. IsConflict(p, p’) returns if there is a conflict between the next events of p and p’.

Lines 15-19 of the algorithm are for the priority reassignment. If a conflict is detected during the scheduling, the priority of the delayed event in the conflict will be removed and then be reassigned at Lines 6-9.

3.6 Evaluation

To understand the performance of POS* comparing with other RCT approaches, we conducted two sets of experiments: We first measured how RCT approaches cover partial-orders in randomly generated micro benchmarks, then we studied how the approaches
find errors in macro benchmarks including real-world multi-threaded programs.

Our implementation and benchmarks are open-sourced online [75].

3.6.1 Micro Benchmark

In micro benchmarks, we randomly generated multi-threaded programs executing a small number of events without loops or conditions. Each program consists of $n$ threads, and each thread executes $m$ events accessing $o$ objects. To make the schedule space tractable, we chose $n = m = o = 4$, resulting 16 total events. To simulate different object access patterns in real programs, we chose to randomly distribute events accessing different objects with the following configurations:

- Each object has respectively $\{4,4,4,4\}$ accessing events. (Uniform)
- Each object has respectively $\{2,2,6,6\}$ accessing events. (Skewed)

For each of the programs, we measured the coverage performance of each RCT approach by the minimum number of times that any partial order of the program is sampled, divided by the total number of runs of the approach.

The results are shown in Table 3.1. The benchmark columns show the characteristics of each generated program, including (1) the configuration used for generating the program; (2) the number of distinct partial orders in the program; (3) the maximum number of preemptions needed for covering all partial orders; and (4) the maximum number of conflicts in any partial order. On every program, we ran each RCT approach for $5 \times 10^7$ times (except for random walk, for which we calculated the exact probabilities). If a program was not fully covered by an algorithm within the run limit, the coverage is denoted
Table 3.1: Partial-order coverage on the micro benchmark programs. Columns under “benchmark” are program characteristics explained in Section 3.6.1. “0(x)” represents incomplete coverage. “Geo-mean” shows the geometric means of coverage, but conservatively accounts any incomplete coverage as $\frac{1}{5 \times 10^7}$.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PO. count</td>
</tr>
<tr>
<td>Uniform</td>
<td>4478</td>
</tr>
<tr>
<td></td>
<td>7413</td>
</tr>
<tr>
<td></td>
<td>1554</td>
</tr>
<tr>
<td></td>
<td>6289</td>
</tr>
<tr>
<td></td>
<td>1416</td>
</tr>
<tr>
<td>Skewed</td>
<td>39078</td>
</tr>
<tr>
<td></td>
<td>19706</td>
</tr>
<tr>
<td></td>
<td>19512</td>
</tr>
<tr>
<td></td>
<td>8820</td>
</tr>
<tr>
<td></td>
<td>7548</td>
</tr>
<tr>
<td>Geo-mean</td>
<td></td>
</tr>
</tbody>
</table>

as “0(x),” where x is the number of sampled partial orders. For PCT, we tweaked each case by adding a dummy event at the beginning of each thread, as otherwise PCT cannot delay the actual first event of each thread. We set the minimum parameters $n$, $k$, and $d$ for PCT, such that it is able to sample any partial order in each case. The results show that POS* performed the best among all algorithms. For each algorithm, we calculated the overall performance as the geometric mean of the coverage. POS* overall performed $\sim 7.0 \times$ better compared to other algorithms. ($\sim 134.1 \times$ excluding RAPOS and POS)

In addition to the previous experiments, we measured the benefit of POS* to leverage fine-grained independence relations, such as those between read events. We generated another set of programs with the previous configurations, but half of the events are read-only. We compared POS* with its variant ignoring read-read independence, namely POS*-.

The results are shown in Table 3.2. Overall, POS* performed $\sim 1.4 \times$ as good as POS*-,
Table 3.2: Partial-order coverage on the micro benchmark programs with 50% read events. POS* - means POS* ignoring read-read independence.

| Benchmark | Coverage | PO. count | Max depth | Max confl. | RW | PCT | RAPOS | POS | POS* | POS*-
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skewed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Geo-mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

∼ 5.0× better compared to other algorithms (and ∼ 226.4× better compared to PCT and RW). This shows that POS* can benefit from fine-grained independence relations.

3.6.2 Macro Benchmark

To evaluate how POS* and other RCT approaches find errors in real world, we used SCTBench [63], a collection of concurrency bugs on multi-threaded programs. SCTBench collected 49 concurrency bugs from previous parallel workloads [11, 70] and concurrency testing/verification work [48, 14, 55, 20, 72]. SCTBench comes with a concurrency testing tool, Maple [73], which intercepts pthread primitives and shared memory accesses, as well as controls their interleaving. When a bug is triggered, it will be caught by Maple and reported back. We modified Maple to implement POS* and measure the conflict rates of the benchmark programs. The conflict rates are shown in Figure 3.3. The overall average of conflict rates is 0.2037, and majority of the benchmark programs have low conflict
rates that are less than 0.25.

Each sampling method was evaluated in SCTBench by the ratio of tries and hits of the bug in each case. For each case, we ran each sampling method on it until the number of tries reaches $10^4$. We recorded the bug hit count $h$ and the total runs count $t$, and calculated the ratio as $h/t$.

Two cases in SCTBench are not adopted: `parsec-2.0-streamcluster2` and `radbench-bug1`. Because neither of the algorithms can hit their bugs once, which conflicts with previous results. We strengthened the case `safestack-bug1` by internally repeating the case for $10^4$ times (and shrunk the run limit to 500). This amortizes the per-run overhead of Maple, which could take up to a few seconds. We modified PCT to reset for every internal loop. We evaluated variants of PCT algorithms of PCT-d, rep-
resenting PCT with \( d - 1 \) preemption points, to reduce the disadvantage of a sub-optimal \( d \). The results are shown in Table 3.3. We ignore cases in which all algorithms can hit the bugs with more than half of their tries, filtering out trivial cases. The cases are sorted based on the minimum hit ratio across algorithms. The performance of each algorithm is aggregated by calculating the geometric mean of hit ratios on every case. The best hit ratio for each case is marked as blue.

The results of macro benchmark experiments can be highlighted as below:

- Overall, POS* performed the best in hitting bugs in SCTBench. The geometric mean of POS* is \( \sim 2.6 \times \) better than PCT and \( \sim 4.7 \times \) better than random walk. Because the buggy interleavings in each case are not necessarily the most difficult ones to sample, POS* may not perform overwhelmingly better than others, as in micro benchmarks.

- Among all 32 cases shown in the table, POS* performed the best among all algorithms in 20 cases, while PCT variants were the best in 10 cases and random walk was the best in three cases.

- POS* is able to hit all bugs in SCTBench, while all PCT variants missed one case within the limit (and one case with hit ratio of 0.0002), and random walk missed three cases (and one case with hit ratio of 0.0003).

3.7 Summary

We have presented POS, a new RCT framework, and POS*, a novel partial order method, to uniformly sample the partial orders of concurrent programs with significant guaran-
tees. POS*'s core algorithm is simple and lightweight: (1) assign a random priority to each event in a program; (2) repeatedly execute the event with the highest priority; and (3) after executing an event, reassign its racing events with random priorities. We have formally shown that POS* has an exponentially stronger probabilistic error-detection guarantee than existing randomized scheduling algorithms. Evaluation has shown that POS* is effective in covering the partial-order space of micro-benchmarks and finding concurrency bugs in real-world programs such as Firefox’s JavaScript engine SpiderMonkey.
Table 3.3: Bug hit ratios on macro benchmark programs. “Geo-mean” shows the geometric means of hit ratios, but conservatively accounts any no-hit case as $\frac{1}{t}$, where $t$ is the number of trials on the case.

<table>
<thead>
<tr>
<th>Case</th>
<th>RW</th>
<th>PCT-2</th>
<th>PCT-3</th>
<th>PCT-4</th>
<th>PCT-5</th>
<th>PCT-20</th>
<th>POS*</th>
</tr>
</thead>
<tbody>
<tr>
<td>01 stringbuffer-jdk1.4</td>
<td>0.0638</td>
<td>0.0000</td>
<td>0.0193</td>
<td>0.0420</td>
<td>0.0600</td>
<td>0.0332</td>
<td>0.0833</td>
</tr>
<tr>
<td>02 reorder_10_bad</td>
<td>0.0000</td>
<td>0.0007</td>
<td>0.0014</td>
<td>0.0017</td>
<td>0.0021</td>
<td>0.0000</td>
<td>0.0308</td>
</tr>
<tr>
<td>03 reorder_20_bad</td>
<td>0.0000</td>
<td>0.0015</td>
<td>0.0027</td>
<td>0.0040</td>
<td>0.0043</td>
<td>0.0021</td>
<td>0.1709</td>
</tr>
<tr>
<td>04 twostage_100_bad</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0000</td>
<td>0.0047</td>
</tr>
<tr>
<td>05 radbench-bug2</td>
<td>0.0003</td>
<td>0.0000</td>
<td>0.0010</td>
<td>0.0030</td>
<td>0.0045</td>
<td>0.0000</td>
<td>0.0418</td>
</tr>
<tr>
<td>06 safestack-bug1×10^4</td>
<td>0.0480</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.2440</td>
</tr>
<tr>
<td>07 WSQ</td>
<td>0.0002</td>
<td>0.0484</td>
<td>0.0813</td>
<td>0.1054</td>
<td>0.1190</td>
<td>0.1444</td>
<td>0.0497</td>
</tr>
<tr>
<td>08 WSQ-State</td>
<td>0.0092</td>
<td>0.0003</td>
<td>0.0015</td>
<td>0.0017</td>
<td>0.0019</td>
<td>0.0014</td>
<td>0.0926</td>
</tr>
<tr>
<td>09 IWSQ-State</td>
<td>0.0643</td>
<td>0.0006</td>
<td>0.0040</td>
<td>0.0073</td>
<td>0.0043</td>
<td>0.0021</td>
<td>0.1380</td>
</tr>
<tr>
<td>10 IWSQ</td>
<td>0.0010</td>
<td>0.0461</td>
<td>0.0775</td>
<td>0.0984</td>
<td>0.1183</td>
<td>0.1205</td>
<td>0.0500</td>
</tr>
<tr>
<td>11 reorder_5_bad</td>
<td>0.0018</td>
<td>0.0661</td>
<td>0.0110</td>
<td>0.0122</td>
<td>0.0126</td>
<td>0.0089</td>
<td>0.0668</td>
</tr>
<tr>
<td>12 queue_bad</td>
<td>0.9999</td>
<td>0.0668</td>
<td>0.1415</td>
<td>0.2621</td>
<td>0.3511</td>
<td>0.6176</td>
<td>0.9999</td>
</tr>
<tr>
<td>13 reorder_4_bad</td>
<td>0.0074</td>
<td>0.0118</td>
<td>0.0206</td>
<td>0.0263</td>
<td>0.0294</td>
<td>0.0294</td>
<td>0.0795</td>
</tr>
<tr>
<td>14 qsort_mt</td>
<td>0.0097</td>
<td>0.0117</td>
<td>0.0239</td>
<td>0.0328</td>
<td>0.0398</td>
<td>0.0937</td>
<td>0.0958</td>
</tr>
<tr>
<td>15 reorder_3_bad</td>
<td>0.0246</td>
<td>0.0255</td>
<td>0.0457</td>
<td>0.0580</td>
<td>0.0660</td>
<td>0.0920</td>
<td>0.0997</td>
</tr>
<tr>
<td>16 wronglock_bad</td>
<td>0.3272</td>
<td>0.0351</td>
<td>0.0630</td>
<td>0.0942</td>
<td>0.1142</td>
<td>0.2508</td>
<td>0.4227</td>
</tr>
<tr>
<td>17 bluetooth_driver_bad</td>
<td>0.0628</td>
<td>0.0390</td>
<td>0.0597</td>
<td>0.0778</td>
<td>0.0791</td>
<td>0.1334</td>
<td>0.0847</td>
</tr>
<tr>
<td>18 radbench-bug6</td>
<td>0.3026</td>
<td>0.0461</td>
<td>0.0748</td>
<td>0.1011</td>
<td>0.1220</td>
<td>0.1435</td>
<td>0.2305</td>
</tr>
<tr>
<td>19 wronglock_3_bad</td>
<td>0.3095</td>
<td>0.0683</td>
<td>0.1137</td>
<td>0.1454</td>
<td>0.1741</td>
<td>0.2689</td>
<td>0.3625</td>
</tr>
<tr>
<td>20 twostage_bad</td>
<td>0.0806</td>
<td>0.1213</td>
<td>0.1959</td>
<td>0.2448</td>
<td>0.2804</td>
<td>0.2579</td>
<td>0.1212</td>
</tr>
<tr>
<td>21 deadlock01_bad</td>
<td>0.3668</td>
<td>0.0904</td>
<td>0.1714</td>
<td>0.2468</td>
<td>0.3160</td>
<td>0.8363</td>
<td>0.3315</td>
</tr>
<tr>
<td>22 account_bad</td>
<td>0.1173</td>
<td>0.2140</td>
<td>0.1929</td>
<td>0.1748</td>
<td>0.1628</td>
<td>0.1189</td>
<td>0.3367</td>
</tr>
<tr>
<td>23 token_ring_bad</td>
<td>0.1245</td>
<td>0.1367</td>
<td>0.1717</td>
<td>0.1923</td>
<td>0.2021</td>
<td>0.2171</td>
<td>0.1724</td>
</tr>
<tr>
<td>24 circular_buffer_bad</td>
<td>0.9159</td>
<td>0.1301</td>
<td>0.2888</td>
<td>0.4226</td>
<td>0.5180</td>
<td>0.7114</td>
<td>0.9369</td>
</tr>
<tr>
<td>25 carter01_bad</td>
<td>0.4706</td>
<td>0.1591</td>
<td>0.2974</td>
<td>0.4043</td>
<td>0.5007</td>
<td>0.9583</td>
<td>0.4999</td>
</tr>
<tr>
<td>26 ctrace-test</td>
<td>0.2380</td>
<td>0.2755</td>
<td>0.3342</td>
<td>0.3459</td>
<td>0.3453</td>
<td>0.2099</td>
<td>0.4680</td>
</tr>
<tr>
<td>27 pbzip2-0.9.4</td>
<td>0.3768</td>
<td>0.2321</td>
<td>0.2736</td>
<td>0.3048</td>
<td>0.3245</td>
<td>0.3609</td>
<td>0.6268</td>
</tr>
<tr>
<td>28 stack_bad</td>
<td>0.6051</td>
<td>0.2800</td>
<td>0.4060</td>
<td>0.4811</td>
<td>0.5365</td>
<td>0.7352</td>
<td>0.6210</td>
</tr>
<tr>
<td>29 lazy01_bad</td>
<td>0.6089</td>
<td>0.5386</td>
<td>0.5645</td>
<td>0.5906</td>
<td>0.6112</td>
<td>0.6887</td>
<td>0.3313</td>
</tr>
<tr>
<td>30 streamcluster3</td>
<td>0.3523</td>
<td>0.4970</td>
<td>0.5020</td>
<td>0.4979</td>
<td>0.5009</td>
<td>0.4849</td>
<td>0.4421</td>
</tr>
<tr>
<td>31 aget-bug2</td>
<td>0.4961</td>
<td>0.3993</td>
<td>0.4691</td>
<td>0.5036</td>
<td>0.5285</td>
<td>0.6117</td>
<td>0.9395</td>
</tr>
<tr>
<td>32 barnes</td>
<td>0.5180</td>
<td>0.5050</td>
<td>0.5049</td>
<td>0.5048</td>
<td>0.5052</td>
<td>0.5043</td>
<td>0.4846</td>
</tr>
</tbody>
</table>

Geo-mean

| Geo-mean | 0.0380 | 0.0213 | 0.0459 | 0.0604 | 0.0692 | 0.0694 | 0.1795 |
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Towards effective RCT for real-world concurrent systems, we build Morpheus [74], an effective concurrency testing tool for distributed systems. Morpheus leverages POS to effectively manifest simple event orderings, which match real-world errors. To focus on protocol level errors, we target systems in Erlang, a high-level program language with first-class support in concurrent and distributed programming. Morpheus uses conflict analysis to avoid exploring unnecessary events always independent and further improve the effectiveness of exploration. We applied Morpheus in four popular real-world distributed systems, and found 11 new errors. All the errors are protocol-level and independently reproducible.

In the rest of the chapter, we first show a necessary Erlang background. Then we show an overview of Morpheus, including its work flow and techniques. Next we describe its implementation details, and show the errors found by Morpheus. We then present the evaluation of Morpheus. Finally we describe related work and conclude.

### 4.1 Erlang Background

Erlang is an actor-model based programming language with built-in concurrency and fault-tolerance. Its core primitives are listed in Tab. 4.1 In Erlang, a system is comprised
of processes (a.k.a. actors) distributed across nodes. Each node corresponds to an Erlang virtual machine with OS threads to schedule and execute Erlang processes in bytecode. Erlang processes are functional programs communicating with each other using messages without shared memory. A process sends messages asynchronously to the receiver process’s mailbox, and synchronously receives messages from its own mailbox in the sending order. Erlang also maintains a shared namespace of processes running in the same node. This namespace allows a process to send messages to other processes referred by symbols. For brevity, this paper refers to an Erlang process simply as “process.”

Erlang connects nodes in a distributed system via TCP/IP transport. A process communicates with remote processes in another node with the same primitives except with slightly more relaxed semantics. For example, messages sent to remote processes may be delayed instead of instantly delivered.

For fault-tolerance, Erlang detects, and by default, isolates any fault locally in its process. To explicitly handle faults, a process can, and often needs to, use the monitor and link primitives to get asynchronous notifications of faults from other processes. Note that a fault in Erlang does not necessarily indicate an error – Erlang allows a process to inject an artificial fault to another process, for example, to abort an on-going task in the recipient process.

For extensibility, Erlang supports interactions with non-Erlang code via calls to native implemented functions (NIFs) and messaging with ports (processes implemented in non-Erlang code). Furthermore, Erlang supports hot-swapping for overriding code without down-time, and loading dynamically generated code.

In sum, Erlang provide a lightweight, general set of concurrency primitives in the lan-
Table 4.1: Core concurrency primitives in Erlang.

<table>
<thead>
<tr>
<th>Erlang primitives</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>spawn(Node, F)</td>
<td>Create a new process in node Node to execute function F with no argument, and return its pid.</td>
</tr>
<tr>
<td>register(N, P)</td>
<td>Register the process with pid P with the symbol of N.</td>
</tr>
<tr>
<td>unregister(N)</td>
<td>Unregister any process with the symbol of N</td>
</tr>
<tr>
<td>whereis(N)</td>
<td>Look up for the process with the name N and get its pid</td>
</tr>
<tr>
<td>link(P)</td>
<td>Link/unlink the current process with the process with pid P. Any fault will propagate from one process to its linked processes.</td>
</tr>
<tr>
<td>unlink(P)</td>
<td></td>
</tr>
<tr>
<td>monitor(process, P)</td>
<td>Create a monitor on process with pid P, and return the monitor id. The monitor will send a message to the current process once P exits.</td>
</tr>
<tr>
<td>demonitor(Mon)</td>
<td>Cancel a monitor with id Mon.</td>
</tr>
<tr>
<td>P ! M</td>
<td>Send message M to the mailbox of the process with pid P.</td>
</tr>
<tr>
<td>receive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Receive and handle a message in the mailbox if it matches any branch with its pattern (see language convention) and guard (expression that must be true). If no match is found after T milliseconds, take the time-out branch.</td>
</tr>
<tr>
<td>M1 when G1 -&gt;</td>
<td></td>
</tr>
<tr>
<td>% branch 1</td>
<td></td>
</tr>
<tr>
<td>M2 when G2 -&gt;</td>
<td></td>
</tr>
<tr>
<td>% branch 2</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>after</td>
<td></td>
</tr>
<tr>
<td>T -&gt;</td>
<td></td>
</tr>
<tr>
<td>% time-out</td>
<td></td>
</tr>
<tr>
<td>% branch</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
</tbody>
</table>

Language conventions. To understand the code examples in this paper, Erlang explicitly uses symbols beginning with capital letters or a underscore to refer to lexical variables.
(e.g. X and Proc), and otherwise symbolic constants (e.g. true and ok). Erlang use pattern matching to match language object with syntactic patterns, binding data to any fresh variables in the patterns. For example, if R is a fresh variable, pattern \{reply, R\} matches the 2-tuple object \{reply, ok\}, and R will be assigned to symbol ok after the match. An Erlang project is comprised of modules, and modules functions. Code in one module calls function Func in another module Mod using syntax Mod:Func(...).

### 4.2 Overview

We first describe the workflow of Morpheus (Section 4.2.1), then explain our techniques for effectively finding errors in real-world systems (Section 4.2.2 and Section 4.2.3), and finally discuss its limitations (Section 4.2.4).

#### 4.2.1 Morpheus Workflow

Testing with Morpheus requires minimal effort, almost the same as testing with the standard facilities in Erlang. A high-level workflow of Morpheus is shown in Figure 4.1 Normally, a test case of a Erlang project is a function with a special name, so that the testing framework can discover and run it automatically. Morpheus takes the function as the entry, repeatedly executes it for multiple iterations to sample interleavings and discover errors. Each iteration begins with a Morpheus API call to execute the test function in a “sandbox”, where Morpheus (1) isolates the test from external environment, (2) controls the execution of concurrent primitives, and (3) explores one of their possible interleavings.

Since Morpheus shares the same namespace as the test, it is crucial to isolate the test
to avoid unexpected inference between Morpheus and the test; otherwise errors caught by Morpheus may become not reproducible. Morpheus dynamically transforms modules, the unit of code deployment in Erlang, used in the test to isolate their namespace and references.

For execution control, Morpheus intercepts the invocations of communication primitives in the test. Since Erlang uses the actor model, where code runs in user-level processes (processes for short) in Erlang virtual machines, and communicates through messages, Morpheus mainly controls the messaging between the processes of the test. All primitives intercepted are replaced with our implementations, which (1) report the primitives to Morpheus as schedulable operations, (2) wait for Morpheus to resume the execution of the primitives, and (3) simulate the captured primitives or call the actual Erlang implementation of the primitives. Morpheus carefully handles each of the primitives to ensure it does not introduce behaviors impossible in the original executions without Morpheus.

With all schedulable operations gathered from the test, Morpheus schedules one operation at a time with a randomized scheduler to explore an interleaving of operations. Morpheus leverages POS to detect errors with high probabilities (Section 4.2.2). Each iteration ends when the test function terminates or an error occurs. Morpheus performs conflict analysis (Section 4.2.3) on the explored trace to identify conflicting operations that affected the testing result. With the analysis results, Morpheus predicts conflicting operations in next testing iterations, and focuses on reordering them to improve the probabilistic guarantees of randomized testing.

Finally, the testing result is reported to the developer, together with information for replaying the test with the same exact interleaving. The test succeeds if the entry function
returns normally. The test fails if (1) the entry function exited with a fault, (2) the test calls into the Morpheus reporting API to report an error, (3) the test runs into a deadlock such that all processes are blocking on receiving messages, or (4) the virtual clock (Section 4.3) or the number of executed operations exceeds their user-configurable limits. A developer may run the test with Morpheus for many iterations to explore different interleavings and gain confidence.
Figure 4.2: An inconsistent view error in gen_leader, a leader election protocol implemented in Erlang. “→ …” denotes the result of its preceding operation.

Figure 4.3: POS can sample the order of $A \rightarrow B$ with high probability that depends on the priorities assigned to $A$, $B$, and $E_i$, despite that there are numerous other $x$, $y$, and $z$ operations.

### 4.2.2 Exploiting the Small Scope Hypothesis with POS

Previous study [38] showed that errors in real-world distributed systems have simple root causes, which sampling can hit with high probabilities. One must carefully choose a sampling strategy, since its bias may add up and degrade the probabilistic guarantee of error detection significantly even if the root causes of the error are simple.

A real-world example with a simple root cause. Figure 4.2 shows a simplified version of a real-world error we found in gen_leader, a leader election protocol implemented in Erlang and used by gproc, a feature-rich process registry in Erlang. This
error causes the system to get stuck and never handle any messages. It is triggered by an
untimely fault message from Prober (P) to Server 1 (S1), which causes Server 1 and Server
2 (S2) to have different views of the alive servers even after a successful handshake.

In gen_leader, the leader election process of each node spawns a prober process
to monitor other servers and handle any fault message from them. In bootstrapping,
however, if the prober P of S1 monitors S2, by querying the process registered as symbol
s2, while S2 has not registered as s2 yet, P would report a fault message to S1. This
fault message may be delayed due to, for example, OS scheduling. When later S2 is up
and handshakes with S1, both S1 and S2 enter the normal operational phase. Later P is
resumed and sends the delayed fault message to S1, which will make S1 believe that S2
fails after the handshake. Depending on which server is elected as the leader, the delayed
fault message may either make S1 remove S2 from its view of alive servers (if S1 is the
leader), or otherwise make S1 roll back to election phase. In either case, further requests
from gproc to gen_leader will not be handled as S1 and S2 disagree on the cluster
membership and cannot recover. To detect this error, 4 must happen after the 1, 2, and
3, and 6 must happen after 4 and 5.

Redundancies in random walk. The major drawback of random walk is the expo-
ential bias to delay one operation after another operation. In this example, random walk
takes at most \((2/3)^k\) probability to delay operation 6 for \(k\) steps, the number of messages
sent in the handshake 5. Real-world errors often require operations to delay such that
random walk is unlikely to manifest due to the exponential probabilities.
Redundancies in PCT. As briefly described in Section 2.2.2, PCT \cite{14} randomly selects a small number of operations to delay (preempt) by manipulating the priorities of processes right before the selected operations. Compared to random walk, PCT takes linear (to the number of operations) probability to delay an operation in contrast to the exponential probability. The major drawback of PCT is that it distributes the delayed operations among all operations in a test. Without precise knowledge of an error, however, a test often includes redundant operations irrelevant to the error, which “distracts” PCT from delaying the desired operations, and degrades its guarantees. In this example, PCT needs to (1) assign the priority of $S_2$ lower than priorities of $S_1$ and $P$, and (2) select $6$ among all operations to delay. The original test of Figure 4.2, however, contains operations for system initialization before $(1)$, and further operations after $(6)$ for handling the actual $gproc$ request. As a result, PCT has to guess the exact operation $(6)$ to delay among all $\geq 6,000$ operations (as in Table 4.5) to manifest the error.

Finding errors in redundant tests with POS. Morpheus leverages the recent work of POS \cite{76} to handle the redundancies in real-world tests. POS is simple: it assigns independently random priorities to operations, and always schedule the pending operation with the highest priority. Similar to PCT, POS also has the linear probability to delay an operation in contrast to the exponential probability of random walk. The key benefit we discovered about POS over PCT, is that the order of a subset of operations in a test only depends on priorities assigned to the operations in this subset. Thus POS is a good match for finding errors with simple root causes, even in redundant tests. Conceptually, consider the example in Figure 4.3. A prefix of $x$ operations sets up concurrent processes
executing operations A and B, where B is preceded by E_1, \ldots, E_k. If an error is caused by the order of \( A \rightarrow B \), its scope would include operations E_i as well, because the scheduler must schedule E_i before B in order to schedule A before B, but the scheduler can schedule other \( x + y + z \) operations arbitrarily without missing the error. To manifest the error, POS requires the random priority of B to only be lower than the random priorities of A and E_1, \ldots, E_k, which happens with the probability of \( 1/(2 + k) \), even with the presence of numerous other operations. Back to the real error of Figure 4.2 despite the operations of initialization and further user requests, POS would need only the priority of 4 lower than those of 1, 2, and 3, and the priority of 6 lower than those of 4 and 5.

A novel discovery in Morpheus is that, although the advanced version of the two previously proposed POS algorithms [76] performs \( 2 \sim 3 \times \) better on multi-threaded programs, the basic version is actually (slightly) better in our evaluation. We believe the reasons are two-folds: the errors discovered in our evaluation do not reach the worst case of the basic POS. Moreover, the advanced POS suffers from the coarse-grained dependency tracking in Morpheus (and other tools such as Concuerror [17]) due to the complexity of message semantics in actor model compared to memory accesses. As pointed out in the original paper, in extreme cases, false dependencies could make advanced POS degenerate to random walk. Morpheus thus uses the basic POS as its default strategy.

### 4.2.3 Optimizing POS with Conflict Analysis

Although POS performs well to find errors in a small subset of operations, it still suffers from a form of redundant sampling as well. Consider the operation labeled 2 in Figure 4.2
When this operation is pending, POS assigns it a random priority, and the operation will be executed when it is the highest-priority pending operation. The effect is that POS samples the order of this operation with respect to other operations. However, this operation never conflicts with any other operations, and therefore can be immediately scheduled and any sampling of its order with respect to other operations is redundant. As shown in Section 4.5.3, we observed such non-conflicting operations as the majority of operations in our test cases, an order of magnitude more than the conflicting operations.

This shortcoming reflects a fundamental limitation of history-less randomized testing algorithms: whenever such an algorithm needs to schedule an operation, it has no idea what operations may occur in the future, therefore it has to assume that the operation may conflict with some future operations, and sample accordingly.

In contrast, partial-order reduction algorithms designed for exhaustive testing do not suffer from this problem. After the current iteration of testing is done, these algorithms examine the operations executed and detect which conflicting operations could have been executed in a different ordering. They deterministically backtrack only to these orderings (in the optimal case). However, modern partial-order reduction approaches (e.g. [25, 2]) require the testing to be depth-first, i.e. to backtrack an interleaving prefix only after all interleavings after the prefix are explored. Such requirement directly conflicts with randomized testing, therefore those approaches cannot be applied to POS.

Conflict analysis in Morpheus represents a novel design point in the randomized testing algorithm space. Compared to completely history-less randomized algorithms and deterministic algorithms with the full history of prior iterations, Morpheus keeps a concise summary of explored executions and use it to predict in future explorations. To do
that, Morpheus maps operations into compact signatures, such that operations with the same signature are likely to coincide on whether they are conflicting or not, and maintains a history table for each signature whether any operation with this signature has ever conflicted in previous explorations.

Specifically, after each test iteration, Morpheus runs a conflict detection algorithm on the explored execution and updates the history table. Morpheus detects conflicts by constructing the happens-before relation of the executed operations with vector clocks, and checking whether two operations accessing the same resource have concurrent vector clocks. If any conflicts are found, Morpheus records the signatures of the conflicting operations into the table. In next iterations, whenever Morpheus sees a new pending operation, it queries this table and immediately schedules the operation if no prior operations with the same signature ever conflicted.

An open design trade-off is the scheme of operation signatures. Intuitively, a signature scheme with more details would have better precision (i.e. less false positives) in the prediction of conflicting operations. Such scheme, however, would have larger overhead in time and space for bookkeeping. On the other hand, one could simply use the static code locations of the operations as the signature scheme, which may not help POS much due to its bad precision. Currently, Morpheus maps each operation into the signature of \{P, PC\}, where P is the process id of the operation and PC is its static location of code. In our evaluation, such scheme improved the precision from the naïve signature of static locations by up to 219.68% and improved the error-finding performance by up to 65.63%. Investigating more schemes for the trade-off of precision and overhead is left as our future work.
Beside false positives, conflict analysis could also have false negatives, where an operation is conflicting with future operations but Morpheus predicts otherwise. Such false negatives may involve slight unwanted bias for the current iteration, but it does not affect the probabilistic guarantees much because, after the current iteration, Morpheus will update the history table correctly to record that conflict involving this operation. In our experiments, we rarely saw false negatives after Morpheus populates the history table in a hundred of iterations.

4.2.4 Limitations

Morpheus focuses on testing concurrency and does not actively inject failures. Instead, Morpheus relies on test cases to manifest node failures, and explores any interleavings of the failures with normal system operations. In Erlang, it is straightforward to simulate node failures in tests by standard APIs, e.g., \texttt{erlang:disconnect_node}. We plan to leverage bounded and randomized approaches \cite{71,35,44,5,10} to inject failures and find interesting errors. Morpheus does not support low-level failures such as packet loss.

Morpheus shares similar limitations with prior systematic or randomized testing tools. It relies on a test case for inputs to the tested program and application-specific invariants to check. (As aforementioned, it catches fail-stop errors and infinite loops automatically.) It supports limited ways of interacting with non-Erlang code (Section 4.3).
4.3 Implementation

We implemented Morpheus in \( \sim 8500 \) lines of code in Erlang and a \( \sim 50 \) lines of patch to the Erlang virtual machine in C++. We here describe some of its implementation details.

**Instrumentation and isolation.** As mentioned in Section 4.2.1, Morpheus transforms any module used in the test to (1) collect available operations, and (2) reliably control their interleaving without interference. Morpheus transforms a module by traversing the low-level syntax tree (of CoreErlang [15]) from the module binary, available as long as the module is compiled with debugging information. Morpheus traverses the syntax tree for each function definition, replaces all calls of concurrency primitives into calls of the Morpheus handler, where their functionalities are thoroughly simulated for both isolation and controlling.

To gather all schedulable operations, Morpheus needs to know when a primitive is available to execute, most primitives in Erlang are non-blocking, thus their transformed code simply reports to Morpheus. The only exception is receiving messages, which blocks until any message meets the receiving branches. Morpheus encapsulates the blocking semantics into a predicate (as in [18, 17]) that returns true if any branch is matched, as shown in Figure 4.4. Morpheus maintains its own virtual inbox to keep all pending messages in order, and uses the predicate to find the first matched messages in the inbox. If no message satisfies any conditions, it notifies Morpheus as blocking, and waits until new messages arrive or it times out.

To reliably control the interleaving, Morpheus always waits for all processes in the test to give back control before scheduling any operation. Sometimes an operation may have
concurrent side-effects. Morpheus enforces a deterministic order for such side-effects.

For isolation, Morpheus dynamically translates names referred in the test to avoid interference with Morpheus. Modules used in tests are dynamically transformed and loaded with new names with special prefixes (e.g. “sandbox_”). External references, e.g. files, are left uncontrolled for simplicity, as they usually can be configured in tests to avoid interference. If stricter isolation is required, a developer may use a container or virtual machine to execute the test.

**Timing semantics.** Real-world systems inevitably depend on real-time conditions to function correctly, and it is important to handle them in a desired way, otherwise we may spin with false errors impossible in practice. Currently Morpheus simulates the ideal semantic of timing by maintaining a virtual clock. All operations run infinitely fast and cost no virtual time, and time-outs happen in strict order of the their deadlines. All deadlines

---

Figure 4.4: *receive* pattern and its transformed matching function. The branch of the *receive* is taken only if the process receives a tuple with two elements, where the first element is symbol *reply*, and the second the element (assigned to *R*) is not symbol *error*.

```
Original receive
receive
  {reply, R}
  when R /= error ->
    true;
  _Other ->
    false
end

Extracted pattern function
PatFun =
fun (Msg) ->
  case Msg of
    {reply, R} when R /= error ->
      true;
    _Other ->
      false
  end
end
```
of time-outs are maintained in a sorted queue. At any state, a timing operation is disabled unless its deadline is met. When there is no operation available but pending deadlines, Morpheus fast-forwards the virtual clock to the nearest deadline (similar to [71]), and triggers the time-outs whose deadlines are met.

To detect liveness errors where a system takes forever to finish a task, Morpheus limits the time of deadlines: Morpheus will not trigger any deadline after the limit. Thus any execution requiring more time than the limit will be reported as a deadlock. A few liveness errors lead to infinite loops without time-outs, for example, two processes keep sending/receiving messages with each other without handling test requests. Morpheus limits the number of operations to execute to detect such infinite loops. We believe that the timing semantics in Morpheus is a balanced trade-off between the program intention, testing effectiveness, and efficiency.

Simulating a distributed environment. Many tests of distributed systems require a distributed environment of multiple nodes. Instead of running physically distributed tests with Morpheus, error-prone and potentially having unwanted overhead, Morpheus simulates virtual nodes in a single physical node. Thanks to the unified process communication in Erlang, no extra transformation is needed for putting virtually remote processes in the same physical node. Thanks to the unified process communication in Erlang, no extra transformation is needed for putting virtually remote processes in the same physical node. Morpheus needs to, however, properly translate remote name references. Since the Erlang compiler has special rules to prevents translation of some remote references, we combined source transformation with a minimal modification to the Erlang VM to do so.

For simplicity, Morpheus only simulates a fully connected cluster of nodes. Network
failure injection is not yet supported in Morpheus. A developer can inject node failures in her tests by shutting down all processes in the nodes, easy and covering all of our testing needs.

**Non-Erlang code.** Erlang systems commonly involve non-Erlang code for the sake of performance (e.g. cryptographic computation). Morpheus identifies all interactions with non-Erlang code during module transformation and runtime, and carefully handles them to avoid execution that is impossible without Morpheus. After each interaction with non-Erlang code, Morpheus waits for a small amount of time (50ms by default) to let the interaction stabilize.

For limitations, Morpheus assumes that external interactions are always non-blocking, stateless, and produce deterministic result. Morpheus ignores the operation dependencies produced by external interactions.

### 4.4 Errors Found

We applied Morpheus to four distributed systems in Erlang, and found 11 previously unknown errors. The target systems and errors found are summarized in Table 4.2. We targeted these systems because of their popularity and well-defined APIs. Most of the tests are written by us, since most original tests are non-concurrent or stress tests (except for gproc, where we used their test scenarios).

Creating tests for these systems were simple: we quickly studied their APIs by looking at their documents and original tests, identified intuitively error-prone scenarios, such as
Table 4.2: Summary of the distributed systems tested and errors founded by Morpheus

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>KLOC</th>
<th>Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>locks</td>
<td>Lock manager</td>
<td>4.1</td>
<td>2</td>
</tr>
<tr>
<td>gproc</td>
<td>Process registry</td>
<td>7.3</td>
<td>3</td>
</tr>
<tr>
<td>gen_leader</td>
<td>Leader election</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>mnesia</td>
<td>DBMS</td>
<td>27.3</td>
<td>2</td>
</tr>
<tr>
<td>rabbitmq</td>
<td>Message broker</td>
<td>60.7</td>
<td>4</td>
</tr>
<tr>
<td>ra</td>
<td>Replicated log</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>109.7</td>
<td>11</td>
</tr>
</tbody>
</table>

adding replicas to a node while concurrently shutting down the node, and implemented those scenarios using a few API invocations. We created the tests with no prior knowledge of the systems nor the errors. Each of these test scenarios contains 15-30 lines of code. Figure 4.5 shows one test we used on locks: With a few lines of setup, it creates concurrent processes to call locks APIs, and examines if the test can reach a normal termination.

Among all the 11 errors we found, three are confirmed by developers and all of them are reproduced afterward without Morpheus. We now describe the errors.

4.4.1 locks: a Decentralized Lock Manager

locks is a decentralized lock manager. It provides a transactional locking API for clients to request locks, detect deadlocks caused by circular waits, and surrender locks to avoid deadlocks. To acquire a lock $x$, a client sends a “request $x$” message to the lock server process in locks. The server in turn replies with the queue of the clients acquiring $x$, the head of which is the current holder of the lock.

Although the authors claimed that the core locking protocol of locks has been model
locks_1(Config) ->
morpheus_guest_helper:bootstrap(),
ok = application:start(locks),
Me = self(),
lists:foreach(fun (Id) ->
   spawn(fun () ->
      locks_1_client(Me, Id)
   end)
end, [1,2,3]),
lists:foreach(fun (Id) ->
    receive {Id, ok} -> ok end
end, [1,2,3]),
morpheus_guest:exit_with(success).

% Concurrent client processes
locks_1_client(CtrlProc, Id) ->
{ok, Agt} = locks_agent:start(),
LockOrder = case Id of
   1 -> [[1],[2],[3]];  
   2 -> [[2],[3],[1]];  
   3 -> [[3],[1],[2]]
end,
lists:foreach(fun (Lock) ->
   locks:lock(Agt, Lock, write)
end, LockOrder),
locks:end_transaction(Agt),
CtrlProc ! {Id, ok}.

Figure 4.5: The test scenario used to find locks-1. Three client processes concurrently acquire three locks in different orderings. For example, client 1 will lock in the ordering of [1], [2], and [3].

checked despite minor differences in the implementation [68], we managed to find multiple errors in it, described in the following.

Prematurely resetting version (locks-1). In locks, the lock server and clients maintain the wait queues of locks in lock entries, tagged with monotonic version numbers
to identify out-dated entries in delayed messages. When a lock server \( S \) sees an available lock without any process waiting to acquire, it will remove the entry of the lock, effectively resetting its version. On the other hand, according to the locking protocol, a client may propagate its entries of some locks to another client that may or may not be waiting for the locks, in order to detect circular waits in a decentralized way. A concrete example is showed in Fig. 4.6, where three clients \( A \), \( B \), and \( C \) are acquiring locks \( x \) and \( y \) with server \( S \).

Initially \( A \) and \( B \) acquire locks \( x \) and \( y \) separately. Then \( A \) and \( C \) attempt to acquire \( y \), and \texttt{locks} notifies all three nodes that \( B \) is the current holder of \( y \), and \( A \) and \( C \) are waiting in \( y \)'s queue in this order. Later, \( B \) requests \( x \) and detects a circular wait, so \( B \) surrenders \( y \). It also propagates its entry of lock \( x \) to \( C \) in (1) according to the protocol, even though \( C \) has not yet requested to acquire \( x \). This design of the protocol is presumably for performance. After \( A \) and \( B \) exit, \( S \) removes the entry of lock \( x \) in (2) because no one is requesting the lock, while the client \( C \) still has the now stale entry it received from \( B \). When later \( C \) requests \( x \) from \( S \), the request will never complete, because \( S \) will reply with a fresh entry of \( x \) “older” than \( C \)'s version. \( C \) will ignore the reply, and keep waiting for the “up-to-date” entry that will never arrive.

**Atomicity violation in server probing (locks-2).** In a cluster of nodes, when a client tries to acquire a global lock, the client needs to communicate with remote lock servers on other nodes. Since the remote lock servers may start later than the request, the client spawns a prober process in the remote node to wait for the server. The prober process first queries for any process registered as \texttt{server}. If not, the prober registers itself
Figure 4.6: The deadlock caused by prematurely version resetting. $x$ and $y$ are names of locks.

as watcher, and the lock server will send notification to any process named watcher once the server starts. If the server starts after the probe query of server, but sends notification before the prober registers watcher, as shown in Figure 4.7, the notification will get lost and the prober will never detect the server, causing a deadlock.
Figure 4.7: The atomicity violation in server probing. “→ …” denotes the result of its preceding operation.

4.4.2 gproc and gen_leader: an Extended Process Registry with Leader Election

gproc is a feature-rich process registry of Erlang subsuming the primitive process registry of Erlang. It also maintains the registry across a cluster of nodes on an leader elected by gen_leader, an implementation of leader election protocol. We tested gproc and gen_leader in two of our tests and one original test, which we describe in the following as well as presenting the errors found.

Delayed fault reports (gproc-1). We tested the bootstrapping procedure of gproc by setting up the distributed environment of three nodes, and then run a simple request of registering a process. We found that gen_leader could not handle some corner cases in bootstrapping, and may go in to an unrecoverable state where some nodes can never join the cluster. The simplified root cause of this error is showed in Figure 4.2 and described
Reverted registration (gproc-2). We found an error of the reg_other API, which registers a remote process with a name. This error allows a successful registration of the remote process to be reverted, silently dropping all messages sent to the registered name. It happens as follows. Before the a node A joins a cluster (maintained by gen_leader), it has no knowledge of the cluster process registry because no node in the cluster sends it updates. However, a process in a node of the cluster can register A’s process P with reg_other. Once A joins the cluster, it believes that it has the most up-to-date registry about its own processes, and removes the entry of P from the cluster registry. After that, all messages to the previously registered name will be silently dropped, breaking the contract of reg_other.

Lost requests with dying leader (gproc-3). It is important for leader election to tolerate node failures. We created a test where we first set up a cluster of three nodes, and then concurrently kill the leader node (by shutting down the gen_leader processes in the node) while issuing a gproc request on another node. Normally, gproc would use gen_leader to forward the request to the leader server. If the leader is dead, the cluster would go back to election and the request is buffered until the new election is done. If the request is sent after the leader is dead, but before the fault notification from the prober process, the request is lost and will never be replied to the client.
4.4.3 mnesia: a Distributed Database System

mnesia is a feature-rich database system that comes with the standard Erlang distribution. It provides ACID transactions and replication across distributed nodes, and has been the standard storage solution for distributed applications in Erlang. We found two errors when mnesia handles multiple requests with simultaneous faults in a cluster.

Atomicity violation in initialization (mnesia-1). We tested the functionality of dynamically adding replicas of a table by requesting to replicate a table $T$ from node $A$ to node $B$ while restarting the mnesia in $B$. We found a deadlock when the replication request happens in the initialization procedure of mnesia in $B$. When a user requests to add a replication of $T$, mnesia will execute a special schema transaction, which updates the list of replicas for $T$, in all nodes of the cluster. Concurrently, when $B$ shuts down and restarts, the mnesia in $B$ will execute multiple schema transactions to iteratively merge its schemas from other nodes. In our test, mnesia in $B$ will create two schema transactions $X$ and $Y$ for iteratively merging schema, and transaction $Z$ for adding the $B$ to the list of replicas. The internal synchronization of mnesia makes sure that $X$ always commits before $Z$, but when $Z$ happens before $Y$, $Z$ will grab the $T$’s schema lock in mnesia’s lock manager, and try to commit. Because $B$ is still in the progress of merging schema (mnesia has a special flag for it), the commit of $Z$ will be postponed in a queue until the schema merge is complete. When later $Y$ starts in another process, it will try to grab the same table schema lock, but get blocked because $Z$ is holding the lock and is not

---

1Erlang comes with the Open Telecom Platform (OTP) libraries of useful tools and middleware including mnesia.
sync_schema_commit(_Tid, _Store, []) -> ok;
sync_schema_commit(Tid, Store, [Pid | Tail]) ->
  receive
  {MODULE, _, {schema_commit, Tid, Pid}} ->
  ?ets_match_delete(Store, {waiting_for_commit_ack, node(Pid)}),
  sync_schema_commit(Tid, Store, Tail);
  $ [MORPHEUS] Bug! Failure notification treated the same as commit
   ack
  {mnesia_down, Node} when Node == node(Pid) ->
  ?ets_match_delete(Store, {waiting_for_commit_ack, Node}),
  sync_schema_commit(Tid, Store, Tail)
end.

Figure 4.8: The sync code for mnesia schema change, where the message of fault notification “{mnesia_down, Node}” is also treated as an acknowledgment of the commit. Committed yet. Thus Y and Z will form a circular wait and deadlock.

**Reverted copy removal** (mnesia-2). We created another test where we delete a node from the replicas of a table while restarting the node. We found an error that the schema change is not persistent in the resetting node, and the node reverts the change after the node is back. When mnesia runs the last phase of commit for the schema change, the node A initiating the change needs to waits for all other nodes to acknowledge their commits of the schema change. When another node B shuts down after entering this phase (i.e. after A sends the commit message to B), but before B persists the commit, B will send a fault notification to A. For some reason A will treat the fault notification as an acknowledgment of B (see Figure 4.8), and let the removal request succeed. Later when B is started again, it will replay its operation log without the last schema change, and bring the out-dated replica schema back.
4.4.4 rabbitmq and ra: a Message Broker with Raft Replication

rabbitmq is a sophisticated message broker service that implements high-level messaging protocols with rich semantics support and high performance. Its recent version provide high available “quorum queues” using ra, the implementation of Raft consensus protocol \[53\]. The Raft protocol maintains a consistent log replicated across a cluster. Whenever user requests come, the unique leader of the cluster, elected by the protocol, serializes the requests, appends them into a log, and safely replicates the log even in the presence of partial failures. We set up three test for ra that concurrently issues regular requests of enqueue/dequeue operations, leader elections, and multiple configuration changes concurrently, where we found three errors (ra-\{1,2,3\}). These errors are tricky such that the interleavings to surface them are highly complex. Once Morpheus produces these interleavings, however, diagnosing the root causes becomes easy. One of the errors happens when a ra server in a node is waiting for other servers to replicate the log entries missing in this server. When a concurrent election request comes, ra will buffer this request but forget the requester information by mistake. Later when the log replication is done, ra handles any buffered requests on the server and reply them. Since the election request was buffered without the source, ra will panic and crash unexpectedly. The other two errors involve ra’s incorrect assumption that, when reverting to an old view configuration, the node should always have the old view stored locally.

Besides ra, we also tested mirrored_supervisor module in rabbitmq, which maintains a replicated group of special “supervisors” processes to manage other processes across a cluster. We found an error (ms-1) in a test that concurrently adds and
removes supervisor processes from the group. The test initially sets up a group of supervisors $A$ and $B$, adds a new supervisor process $C$ to the group. To add $C$ into the group, the test initially sets up a group of supervisors $A$ and $B$, adds a new supervisor process $C$ to the group. To add $C$ into the group, mirrored_supervisor acquires the current list of members (currently $A$ and $B$), then it queries each of the members by sending messages. If we shutdown $B$ after the list is retrieved but before the query to $B$ is sent. The query will produce an error instead, which mirrored_supervisor does not expect, and will crash $C$ unexpectedly.

### 4.5 Evaluation

Our evaluation of Morpheus focuses on the following research questions:

1. How does Morpheus’s exploration algorithm, POS, compare with systematic testing with state-of-the-art partial order reduction techniques? Although POS has been shown effective in testing multi-threaded programs, it is unclear how much it helps testing distributed systems. (Section 4.5.1)

2. How effective does Morpheus find the errors with POS and conflict analysis, comparing with other randomized strategies? (Section 4.5.2)

3. How much can conflict analysis improve Morpheus? (Section 4.5.3)

4. How efficient is Morpheus to test real-world distributed systems? (Section 4.5.4)

We conducted all the experiments and studies in this paper on workstations with two Intel(R) Xeon(R) E-2640 CPUs and 64 GB of RAM, running Ubuntu GNU/Linux and our patched version of Erlang/OTP 20.3 and 21.3 (required by $ra$).
4.5.1 Comparison with Systematic Testing

To understand how randomized testing compares with systematic testing in distributed systems. We implemented randomized testing in Concuerror [17], a state-of-the-art systematic testing tool for Erlang equipped with advanced dynamic partial order reduction (DPOR) techniques [2, 9]. Our modification of Concuerror is small (∼500 LoC) as systematic testing shares most parts of runtime control and isolation with randomized testing, and only differs in scheduling strategies.

Concuerror is not suitable to test real-world systems for multiple design limitations. First, the test isolation of Concuerror is incomplete, and cannot properly handle interactions between the target systems and some stateful modules used by Concuerror. For example, most systems in Erlang use the stateful application module to set up themselves, but the module is not isolated by Concuerror. Secondly, Concuerror simplifies real-time conditions by allowing triggering time-outs immediately regardless of their deadlines. The simplification makes some common scenarios hard to test. For example, some tests need to wait for a delay to make the result stable after issuing the testing requests. We thus studied three simplified scenarios: the chain replication protocol checked by Concuerror in the previous work [8], the Erlang specification for a Cassandra error, and the “lock-1” error we studied. For a quick summary, POS outperformed systematic testing with DPOR in all cases we studied.

**crce: chain replication protocol in Corfu.** Previous work [8] demonstrated that Concuerror was able to find violations of linearizability on the specification of the chain replication protocol [57] as a part of Corfu distributed shared log system [45]. The authors
Table 4.3: Error-detection comparison on chain replication protocol. The “Systematic” column shows the number of iterations for systematic testing to find the error for each case. The “Random walk” and “POS” columns show the average number of iterations for the algorithms to find the error in each case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Systematic</th>
<th>Random walk</th>
<th>POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>crce-2</td>
<td>81</td>
<td>4.40</td>
<td>4.41</td>
</tr>
<tr>
<td>crce-3</td>
<td>119</td>
<td>1428.57</td>
<td>16.39</td>
</tr>
</tbody>
</table>

crafted four variants of the protocol specification, and they managed to find errors in two of them, namely crce-2 and crce-3. We apply randomized testing on the same tests to compare with systematic testing. We profile the number of iterations for systematic testing to reach the first error. For randomized testing, we profile each of the algorithms by the average number of iterations needed for detecting an error over 10,000 iterations.

Table 4.3 shows the results. POS had the best numbers of iterations for finding the both errors. Random walk, while having similar performance on crce-2, performed badly on crce-3 because of its unwanted bias against finding the error.

C6023: cassandra lightweight transactions. Inspired by previous case study on distributed system errors [38], we studied a sophisticated error [16] in Lightweight Transaction protocol of Cassandra [7]. We modeled the error in Erlang, and used Concuerror to check with systematic and randomized strategies. We performed 100,000 iterations for each of the strategies. Systematic testing and random walk could not find the error in all iterations, while POS was able to hit the error for 21 times.

The locks-1 error. For all errors we have found with Morpheus, only locks-1 can be tested in Concuerror without hitting its design limitation. The detailed error is de-
Table 4.4: Error-detection performance of different randomized testing algorithm. “+” means with conflict analysis. “Mean” row summarizes each of algorithms with the geometric means. “Ratio to POS+” row shows the ratio of overall performance compared to POS+. “CA Improv.” row shows the improvements of conflict analysis on the average performance for all algorithms. The summary of random walk is not available due to the missed errors.

<table>
<thead>
<tr>
<th>Case</th>
<th>RW</th>
<th>RW+</th>
<th>PCT</th>
<th>PCT+</th>
<th>POS</th>
<th>POS+</th>
<th>POS*</th>
<th>POS*+</th>
</tr>
</thead>
<tbody>
<tr>
<td>locks-1</td>
<td>0.0042</td>
<td>0.0312</td>
<td>0.0895</td>
<td>0.1164</td>
<td>0.1521</td>
<td>0.2087</td>
<td>0.1562</td>
<td>0.2239</td>
</tr>
<tr>
<td>locks-2</td>
<td>0.0210</td>
<td>0.0117</td>
<td>0.0022</td>
<td>0.0071</td>
<td>0.0073</td>
<td>0.0124</td>
<td>0.0103</td>
<td>0.0140</td>
</tr>
<tr>
<td>gproc-1</td>
<td>0</td>
<td>0.0001</td>
<td>0.0015</td>
<td>0.0018</td>
<td>0.0031</td>
<td>0.0106</td>
<td>0.0008</td>
<td>0.0023</td>
</tr>
<tr>
<td>gproc-2</td>
<td>0</td>
<td>0.0190</td>
<td>0.0496</td>
<td>0.0781</td>
<td>0.0605</td>
<td>0.1170</td>
<td>0.0416</td>
<td>0.0648</td>
</tr>
<tr>
<td>gproc-3</td>
<td>0</td>
<td>0.0002</td>
<td>0.0431</td>
<td>0.0385</td>
<td>0.0156</td>
<td>0.0450</td>
<td>0.0027</td>
<td>0.0094</td>
</tr>
<tr>
<td>mnesia-1</td>
<td>0</td>
<td>0.0001</td>
<td>0.0219</td>
<td>0.0223</td>
<td>0.0141</td>
<td>0.0168</td>
<td>0.0091</td>
<td>0.0124</td>
</tr>
<tr>
<td>mnesia-2</td>
<td>0</td>
<td>0.0008</td>
<td>0.0075</td>
<td>0.0078</td>
<td>0.0117</td>
<td>0.0253</td>
<td>0.0104</td>
<td>0.0254</td>
</tr>
<tr>
<td>ms-1</td>
<td>0</td>
<td>0.0061</td>
<td>0.3000</td>
<td>0.2833</td>
<td>0.1489</td>
<td>0.2420</td>
<td>0.1505</td>
<td>0.2478</td>
</tr>
<tr>
<td>ra-1</td>
<td>0</td>
<td>0</td>
<td>0.0076</td>
<td>0.0108</td>
<td>0.0070</td>
<td>0.0361</td>
<td>0.0062</td>
<td>0.0377</td>
</tr>
<tr>
<td>ra-2</td>
<td>0</td>
<td>0</td>
<td>0.0031</td>
<td>0.0032</td>
<td>0.0053</td>
<td>0.0127</td>
<td>0.0063</td>
<td>0.0131</td>
</tr>
<tr>
<td>ra-3</td>
<td>0</td>
<td>0.0004</td>
<td>0.0010</td>
<td>0.0007</td>
<td>0.0032</td>
<td>0.0092</td>
<td>0.0032</td>
<td>0.0100</td>
</tr>
</tbody>
</table>

| Mean | N/A | N/A | 0.0131 | 0.0157 | 0.0166 | 0.0369 | 0.0119 | 0.0265 |
| Ratio to POS+ | N/A | N/A | 35.50% | 42.55% | 44.99% | 100% | 32.25% | 71.82% |
| CA Improv. | N/A | N/A | 19.85% | 122.29% | 122.70% |

Unfortunately, no DPOR technique implemented in Concuerror worked - they all timed out on planning the next interleavings to explore after the first iteration. We were not able to diagnose the issue, and it may indicate errors in their DPOR implementations. We instead ran the standard systematic testing with sleep-set method for 100,000 iterations, which covers 240 distinct partial orders, but no error had been found by systematic testing. For randomized testing approaches, random walk detected the error for only one time in 100,000 iterations. POS detected the error in 11,665 times in 100,000 iterations (i.e. ~8.6 trials per error).
4.5.2 Morpheus Performance

For all the error we have studied in Section 4.4, we used Morpheus on the tests with different randomized testing algorithms, including random walk, PCT, and POS with and without conflict analysis (denoted with “+”). The original PCT algorithm was for multi-threaded programs, but it still applies here due to the instant message delivery in our concurrency model. For PCT, we set $d$, the number of preemptions, to five without the knowledge of the errors. We profiled each of the tests with 100 runs in POS to estimate the total number of operations for PCT. Besides of the basic POS, we also evaluated the advanced version, which not only assigns random priority to operations, but also re-assigns the priorities of pending operations when any conflicts are observed for the operations during the scheduling. We denote the advanced version as “POS*” hereafter.

For each combination of testing algorithms and tests, we performed 10,000 trials in 10 parallel tasks, so each task ran 1,000 trials. Each task starts with no history for conflict analysis. We collected for each error the hit-ratio, i.e., the number of trails that surfaced the error divided by the total number of trials. The results are shown in Table 4.4. Note that all three errors we found in $ra$ appears in all our tests of $ra$ with different probabilities. We aggregate the average results by the three errors. The hit-ratio of each algorithm is summarized in the “Mean” row using geometric mean. Random walk cannot detect 2 of 11 errors even with conflict analysis, thus Morpheus is infinitely better than random walk from the results.

The basic POS with conflict analysis performed the best in error-detection on average. It outperformed our baseline, random walk, and PCT, on most of the errors, and
the overall advantage is 181.70%. The results also show that, to our surprise, POS* (POS with priority reassignment) degrades the error-detection performance by 28% from POS in average, given the POS* worked better on multi-threaded programs in prior work [76]. Further experiments confirmed that POS* did sample more partial-orders than POS. These results reveal a key insight: tools consider two shared memory operations conflict only if they access the same exact location (and at least one is a write), but two message sends conflict if they target the same recipient process despite that the messages access disjoint parts in the recipient’s state. Therefore, the partial-order relations defined on distributed systems tend to be overly conservative. Some of the false dependencies can be alleviated by fine-grained dependency tracking, proposed by Lukeman et al. [43], while semantic independence of operations is still hard to automatically discover.

4.5.3 Effect of Conflict Analysis

To understand how conflict analysis can reduce the useless operations for Morpheus to explore, we profiled Morpheus at two specific cases, gproc-1 and mnesia-2, with the details of the total number of operations, real conflicts, false negatives, and false positives, under different signature schemes. The profiling setting is the same as Section 4.5.2 For each case, we compared the signatures of \(\{P, PC\}\) with the naive signatures of \(PC\), i.e. only the static locations. The data is showed in Table 4.5. Overall, the signatures of \(\{P, PC\}\) significantly reduced false positives from the static scheme, and have much better improvement for the error-finding performance (up to 342%). False negatives are extremely rare. False positives are at the same level of the real conflicts, and they com-
Table 4.5: Results of conflict analysis with different signature schemes on gproc-1 and mnesia-2. “Hit-ratio” denotes the error-finding performance of Morpheus without and with conflict analysis. “FNs” denotes falsely ignored conflicting operations, and “FPs” denotes falsely explored non-conflicting operations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Operations</th>
<th>Conflicts</th>
<th>Hit-ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>gproc-1</td>
<td>6593.39</td>
<td>325.59</td>
<td>0.0031</td>
</tr>
<tr>
<td>Scheme</td>
<td>FNs</td>
<td>FPs</td>
<td></td>
</tr>
<tr>
<td>PC</td>
<td>0.09</td>
<td>1192.16</td>
<td>0.0064 (206%)</td>
</tr>
<tr>
<td>{P,PC}</td>
<td>0.54</td>
<td>526.27</td>
<td>0.0106 (342%)</td>
</tr>
<tr>
<td>mnesia-2</td>
<td>10018.80</td>
<td>628.25</td>
<td>0.0117</td>
</tr>
<tr>
<td>PC</td>
<td>0.18</td>
<td>4612.02</td>
<td>0.0174 (149%)</td>
</tr>
<tr>
<td>{P,PC}</td>
<td>1.13</td>
<td>1442.72</td>
<td>0.0253 (216%)</td>
</tr>
</tbody>
</table>

Combined are a magnitude of smaller than the total number of operations for each of the tests.

The overall improvement of conflict analysis to Morpheus is shown in the “CA Improvement” row of Table 4.4. Conflict analysis improves the performance of POS by up to 415.71% in ra-1, and the average improvement is 122.29%.

4.5.4 The real-time performance of Morpheus

The overhead of Morpheus comes from three aspects: (1) transforming the modules on the fly, (2) controlling and executing the operations, and (3) analyzing the traces after each execution. We evaluated the real-time performance on two selected test cases, gproc-1 and mnesia-2, over 100 iterations. We also measured the common time of a test by running an empty test without Morpheus. The results are shown in Figure 4.9. Overall, we observed nearly two orders of magnitude of overhead due to the heavy runtime manipulation, common in concurrency testing with full control. Module transformation took the majority of the overhead, which we believe can be amortized in future by reusing
Figure 4.9: Runtime performance of Morpheus on gproc-1 and mnesia-2 over 100 iterations. The numbers on the right show the decomposition of runtime (except common).

the transformed modules. Comparing with PCT and random walk, the extra overhead of Morpheus is the conflict analysis, which contributes to 16.3% of the total runtime in average. Taking the extra overhead into account, Morpheus would still overall outperform PCT by 135.71% in real-time error-detection.

Comparing with Concuerror, we evaluated a mini-benchmark of sending messages in 1,000,000 round-trips, showing that Morpheus’s runtime (94.02s) is 51.54% more efficient than Concuerror’s (142.48s).

4.6 Related Work

Randomized concurrency testing. Burckhardt et al. proposed PCT [14] as the first randomized testing algorithm that leveraged the simple root causes of realistic concurrency errors, which has been later adapted into the context of general distributed systems [54] as PCPCT. Sen proposed RAPOS [58] that leverages partial order semantics for randomized testing as a heuristics, but it does not provide any probabilistic guarantees.
Jepsen [35, 44] tests real-world distributed systems by exploring their behaviors under random network partitions. For Erlang programs, QuickCheck/PULSE [18] provides randomized concurrency testing with a simple strategy that is akin to random walk. Morpheus leverages the Partial Order Sampling [76] in Morpheus to fully exploit the small scope hypothesis.

**Systematic concurrency testing.** A number of systematic testing tools have been proposed to apply model checking on implementations of concurrent systems, including CHESS [48], dBug [60], MoDist [71], DeMeter [30], SAMC [37], and FlyMC [43]. Some of them are for Erlang programs, such as McErlang [27] and Concuerror [17]. They explore the concurrency of a system and verify the absence of errors by exhaustively checking all possible interleavings. The major limitation of systematic testing is its ineffectiveness to handle the immense interleaving spaces to find simple errors. Partial order reduction techniques [29, 25, 2, 4, 9] alleviate this problem by skipping equivalent interleavings. For real-world systems, the interleaving spaces after reduction are often still intractable for systematic testing.

**Program analysis for finding concurrency errors.** There is a large body of work detecting concurrency error using static analysis [49, 65], dynamic analysis [24, 52, 42], and the combination of two [40, 41]. None of them alone can be effectively applied to real-world distributed systems with both coverage and precision.

**Other approaches and language support for concurrency testing.** Coverage-driven concurrency testing [73, 66] leverages relaxed coverage metrics to discover rarely
explored interleavings. Directed testing focuses on exploring specific types of interleavings to reveal targeted errors such as data races and atomicity violations. Some programming languages, for example, Mace and P# provide first-class support for building concurrent systems with high-level semantics, where our techniques can easily fit in.

4.7 Summary

We have presented Morpheus, an effective concurrency testing approach for real-world distributed systems in Erlang. Morpheus leverages Partial Order Sampling to fully exploit the small scope hypothesis and effectively find errors in complicated distributed systems. Morpheus targets the high-level concurrency for systems written in Erlang to focus on the protocol level errors, and introduces conflict analysis to further eliminate redundant explorations regarding the partial order semantics. Our evaluation showed that Morpheus is effective in finding errors in popular real-world systems in Erlang.
Chapter 5

Making Lock-free Data Structures Verifiable with Artificial Transactions

This chapter describes Tx\textsubscript{\textit{sc/i/sc/t/sc}}, a system that simplifies the verification of lock-free data structures. Instead of directly verifying the implementations of data structures, Tx\textsubscript{\textit{sc/i/sc/t/sc}} reduces their possible interleavings to a manageable size, such that one can exhaustively check/verify them with existing tools. Tx\textsubscript{\textit{sc/i/sc/t/sc}} reduces the possible interleavings by grouping the code of the implementations into \textit{artificial transactions}, each of which is guaranteed atomic. These transactions are added post facto after developers have written the code, hence we call them artificial. A tool now needs to verify only the interleavings of artificial transactions, an exponential reduction from the set of all shared memory access schedules. Once the data structure is deployed in production, Tx\textsubscript{\textit{sc/i/sc/t/sc}} continues to enforce these transactions for correctness, and leverages hardware support to reduce the overhead of transactions. Tx\textsubscript{\textit{sc/i/sc/t/sc}} thus automatically offers high assurance for legacy and new applications that use lock-free data structures, while retaining performance better than typical lock-based code.

Adding artificial transactions on execution can be quite dangerous, as in arbitrary code it may introduce deadlocks or live locks, demonstrated in prior study \cite{12}. Fortunately, Tx\textsubscript{\textit{sc/i/sc/t/sc}} does not suffer from this problem thanks to the obstruction-freedom of lock-free al-
gorithms, where a thread can always make progress with arbitrary transactions enforced.

A key challenge Txit faces is the tradeoff of performance vs verifiability (i.e., the number of schedules to verify). The granularity of artificial transactions determines the performance and verifiability of a lock-free data structure. Small transactions may not reduce the number of schedules adequately, while larger transactions yield fewer schedules, making the data structure much easier to verify, but increasing increase the probability of transaction conflicts, causing higher overhead for handling transaction aborts and retries. Thus, it is crucial for Txit to select a good plan to place transactions such that (1) all schedules of the data structure can be verified given a testing time budget and (2) the data structure with the inserted artificial transactions gives close to maximum performance under this testing budget. To tackle the challenge, we designed a heuristic search engine for empirically finding a high-performing transaction placement plan given a testing budget (Section 5.1).

We implemented Txit for C/C++ lock-free data structures. It leverages the LLVM compiler [36] to instrument programs and insert artificial transactions, the Pyevolve genetic programming engine [56] to search for an optimal transaction placement plan, the dBug model checker [60] to systematically check schedules of transactions, and TSX — the hardware transactional memory support readily available in the 4th generation Intel Core processors (codenamed “Haswell”) [64] — to enforce artificial transactions (Section 5.2).

Evaluation on six popular lock-free data structures (Section 5.3) shows that:

1. Txit computes transaction placement plans such that the resultant data structures on the given test cases can be verified within several minutes by dBug.
2. The normalized execution time of TxIT ranges from 1.55–4.30× using Haswell TSX.

3. According to our micro-benchmarking results, the overhead is primarily due to performance pathologies in Haswell TSX. For instance, transactional reads are (1) up to 1.63× slower than non-transactional ones and (2) are almost always slower than transactional writes.

**Contributions.** To the best of our knowledge, TxIT is the first system that leverages transactional memory to aid verification of lock-free data structures. Our additional contributions include the idea of artificial transactions, the heuristic search engine for placing transactions, the results of verifying several popular lock-free data structures, and the discovery of the performance pathologies in the Haswell TSX support, along with our suggestions for improvements which we believe will benefit others wanting to use this feature.

**5.1 Overview**

In overview, we show a lock-free data structure example to illustrate the difficulty of writing and verifying such data structures; we show how TxIT makes it easy to verify the example; and we describe the recommended usage of TxIT.

**5.1.1 An Example**

Figure 5.1 shows a lock-free stack example and a test case exercising the stack. The `push` and `pop` operations appear correctly implemented because they use CAS to detect that
void push(stack *s, element *e) {
    element *top;
    do {
        push.1: top = s->top;
        push.2: e->last = top;
        push.3: } while (CAS(&s->top, top, e) != top);
}

element *pop(stack *s) {
    element *top, *last;
    do {
        pop.1: top = s->top;
        pop.2: last = top->last;
        pop.3: } while (CAS(&s->top, top, last) != top);
    return top;
}

(a)

stack *s is initialized as A→B→C→D

(b)

Figure 5.1: A lock-free stack (a) and a failure-causing test case (b).

the stack top is changed and retry accordingly. However, the code actually suffers from a subtle bug that causes the same element to be popped twice. Consider this scenario:
after thread 1 gets the stack top and sets last to point to element B, thread 2 pops two elements and the pushes back element A. Now, when thread 1 runs the CAS instruction to detect conflicts, the stack top is still A, so the CAS succeeds but incorrectly sets the stack top to point to B. When thread 1 continues to pop the next element, it gets B, causing a double free. This bug is a classic ABA bug [1, 46], which is common in lock-free data structure implementations.

Finding this bug is hard because even the simple test case shown in figure 5.1(b) has an enormous number of schedules, estimated by dBug to be $9 \times 10^{22}$. After utilizing state-
of-the-art state space reduction technique, dynamic partial order reduction (DPOR) \[25\],
the number of schedules is still estimated to be $2 \times 10^7$.

### 5.1.2 **TxIT Work Flow**

We describe how to make the stack example easy to verify with TxIT. To reduce the set of schedules, TxIT inserts artificial transactions. It starts by transforming each operation of the stack into a transaction, maximizing verifiability. Concretely, TxIT makes \texttt{push} and \texttt{pop} transactions, reducing the number of schedules down to only 10, eliminating the ABA bug in \texttt{pop}.

This baseline transaction placement plan may incur high overhead, so TxIT performs a search to find a good transaction placement plan. It guides the search using an evaluation function that (1) quantifies performance by measuring the execution time of the test case and (2) ensures that the estimated number of schedules is smaller than the testing budget (“estimated” because counting the precise number requires fully exploring the schedules).

After TxIT finds an optimal plan with good performance and a verifiable set of schedules, it outputs a new stack implementation with transactions inserted. Developers then run their favorite tools to verify the correctness of this implementation, and deploy the implementation in production environments, where transactions are running under hardware support with minimal overhead.
5.1.3 Recommended Usage

While in principle developers can use TxIT in any development stage, we recommend a specific stage—after traditional testing, but before deployment—because we believe TxIT is the most useful in this stage. During active development, the code frequently changes, and for each version of the code, TxIT may produce a different transaction placement plan, so its usefulness is limited. TxIT provides high assurance by reducing the set of schedules, and the removed schedules may effectively hide bugs. Thus, developers should do testing/verification as usual without TxIT to find as many bugs as possible, and turn on TxIT as a final step to get high assurance in production environments.

5.2 Implementation

In this section, we show how we utilize the architecture support and model checker to build TxIT, shrinking the schedule space of lock-free algorithms using artificial transactions. We will first describe an overall architecture, then explain each component in detail.

5.2.1 Architecture

TxIT takes a lock-free data structure and a comprehensive\textsuperscript{1} test case for input. The lock-free data structure is given as a library with exported interface functions. The whole workflow is shown in Figure 5.2.

\textsuperscript{1}We rely on experts with domain knowledge to provide test cases with good coverage for testing desired properties.
Figure 5.2: The architecture of Txrr. Placement plans are synthesized into a proposed program, which is profiled and checked, and which feeds into new placement plans.

Taking the data structure and test case as input, Txrr gradually improves the current placement plan by synthesizing checkable and runnable programs, feeding them into the model checker and profiler, and using their reports as feedback. After a number of iterations, the system outputs the best placement plan it has found.

Note that the system does not verify the source program. It finds a transaction placement plan to reduce the set of schedules needed to reason about for further verification. The goal is to get the best performance with a set of schedules that is still verifiable within the given budget.

5.2.2 Pre-processing

Given the data structure as a code library, it needs to be pre-processed before synthesizing and profiling. All the pre-processing procedures are done using LLVM IR transformations.

We first try to flatten the library so that most function calls are inlined, which expands the control flow and data flow, so they become cleaner and easy to deal with statically. Due to theoretical and resources constraints on the compiler, not all function calls can
be expanded; in which case we leave them untouched. Note that this may incur more pressure on the L1 code cache. Since the lock-free data structures are relatively small, in our experiments we did not observe any slowdown due to the extra pressure.

After the transformation, we identify all memory accesses in the library, and intercept them by appending hook functions. This is much more heavyweight than the original memory accesses. We only enable this instrumentation during model checking.

5.2.3 Model Checker Enhancement

To perform model checking on the program under a given transaction placement, we leverage the model checker dBug. dBug intercepts synchronization functions (such as pthread_mutex_lock) to track and control the scheduling. But it is not aware of any instruction level memory accesses, nor transactions. We modified dBug to support the semantics of transactions, by extending it with two synchronization primitives: TXBegin() and TXEnd(read_set, write_set). TXBegin starts a transaction and TXEnd commits the transaction with read/write sets collected by instrumentation. dBug simulates the schedule by enforcing the total order of all synchronizations. During the checking TXBegin suspends all other threads so that only one transaction can be active for a given time.

5.2.4 Intel Haswell TSX Runtime

To utilize the hardware TSX support, we wrapped the instruction level interface into routines, tx_begin and tx_end, to start and commit a transaction. The tricky detail is
how TSX deals with conflicts. TSX detects conflicts by monitoring local cache lines involved in the ongoing transactions. Once such a cache line is invalidated or degraded (e.g. from “exclusive” state to “shared” state), TSX will discover the conflict against concurrent transactions in other threads, and abort the local transaction to resolve the conflict. This makes the local transaction exit transactional mode, and jump to a fallback branch prepared before the transaction, which does not guarantee the progress of transactions. One could let failed transactions retry until success, which could simply lead to a live lock. The optimization guidelines of TSX require the programs to always provide a non-transactional fallback path for each transaction and must not simply let the transaction retry. Since the lock-free code is not aware of transaction enforcement, we need to provide our own fallback path. We used an exponential back-off strategy to resolve the contention in a decentralized way, which we believe is more scalable than global critical sections as the number of conflicting objects increases.

There are some situations where transaction aborts are not because of conflicts. For example, accessing an unmapped page will cause a page fault and cause an abort unless in a non-transactional fallback. TSX provides a value in EAX to identify the reason of an abort. Ttxrt runtime will detect such situations and fallback to a global critical section.

Ttxrt also leverages dBug to evaluate the verifiability of a placement plan. This is done by extracting the schedule space estimation from dBug. dBug computes this by dividing total number of states explored by the sum of probability of each explored state.


5.2.5 Genetic Search

Tixr performs a genetic search on transaction placement plans, which are represented as boolean vectors. Each element in a plan vector denotes whether or not to insert a transaction boundary at a given location. We only consider boundaries before and after memory access instructions, so the size of a plan vector is fixed to twice the number of memory access instructions in the given program. The genetic search maintains a population of placement plans, and updates the population by randomly picking existing plans for crossover and mutation. Initially, the population is generated with random boolean vectors with the fixed size.

5.3 Evaluation

Our evaluation focuses on three research questions:

1. Can artificial transactions reduce the number of schedules effectively?

2. Can Tixr find transaction-placement plans that offer good verifiability and performance?

3. What is the overhead of Tixr with current hardware transactional memory? Where does the overhead come from?

5.3.1 Evaluation Setup

Our evaluation is performed on a work station with 16 GB of memory and Intel(R) Core(TM) i7-4770. This CPU has four cores and up to two hyper-threads per core, but
we disabled hyper-threading per recommendation of the Intel manual. We locked the CPU frequency to 3 GHz to avoid inaccurate measuring caused by frequency scaling. The workstation runs Debian with Linux 3.11.

We selected 6 popular open source implementations of lock-free data structures, shown in Table 5.1.

Folly from Facebook contains two data structures claimed to be lock-free, including FPCQ and atomic hash array. However, Tlxrt detects a deadlock after adding transactions to the atomic hash array. It turns out this data structure is actually not lock-free: it spin-waits on hash array slots, violating lock-freedom. We thus leave this data structure out in our evaluation.

We used the following test cases to exercise the data structures. For general stacks and queues, the test cases spawn three threads, where each thread pushes two elements onto the stack/queue and then pops them out. For single consumer/producer queue (FPCQ), the test case spawns a producer thread and a consumer thread, where each thread pushes/pops the queue six times. For skip-list, the test case spawns three threads, where thread $i \in \{0, 1, 2\}$ inserts an element with keys $\{i, i + 3, i + 6\}$ into the skip-list, making the threads fully interleave in the insertion process.
5.3.2 Reduction on the Number of Schedules

Here we evaluate how artificial transactions reduce the number of schedules with unified transactions size. Specifically, we show how the number of schedules grows (or shrinks) as the transaction size varies. For each test, we group every $n$ shared memory accesses into a transaction and use dBug to determine the number of schedules. Here $s_{\text{est}}(1)$ indicates that each instruction is in its own transaction, and $s_{\text{est}}(\infty)$ indicates that all instructions within an operation of the lock-free data structure are in one transaction. We run dBug for up to $10^4$ iterations to estimate the number of schedules; any $S_{\text{est}}$ smaller than $10^4$ is an exact result. Figure 5.3 shows the result with y-axis in log scale, demonstrating huge reduction in the number of schedules as the transaction size grows.

5.3.3 Performance and Verifiability Tradeoff Results

In this section, we evaluate how well Txiv makes the performance and verifiability trade-offs. Given different testing budgets $s_{\text{budget}}$ expressed as the number of schedules that developers can afford to test, Txiv’s heuristic search engine explores the possible transaction placement plans, evaluates the plans according to the resulting state space and performance reports, and evolves them using genetic algorithms. In a few cases, increasing the testing budget did not improve performance because a solution for a smaller budget is faster.

To better understand these cases, we adjusted the evaluation criteria slightly to di-
Table 5.2: Normalized execution time of the test cases with transactions over without (smaller is better). The baseline column shows the normalized execution time at the starting point of the search for each data structure when every operation is made a transaction.

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>$2 \times 10^3$</th>
<th>$2 \times 10^4$</th>
<th>$2 \times 10^5$</th>
<th>$2 \times 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPCQ</td>
<td>2.458</td>
<td>N/A</td>
<td>2.363</td>
<td>2.601</td>
<td>1.553</td>
</tr>
<tr>
<td>NBDSSL</td>
<td>2.166</td>
<td>2.142</td>
<td>1.952</td>
<td>2.355</td>
<td>1.935</td>
</tr>
<tr>
<td>BLFS</td>
<td>3.747</td>
<td>3.521</td>
<td>3.133</td>
<td>3.308</td>
<td>3.126</td>
</tr>
<tr>
<td>LFDSQ</td>
<td>3.184</td>
<td>4.304</td>
<td>2.705</td>
<td>2.569</td>
<td>2.565</td>
</tr>
<tr>
<td>LFDSS</td>
<td>2.481</td>
<td>2.776</td>
<td>1.956</td>
<td>2.916</td>
<td>2.047</td>
</tr>
</tbody>
</table>

rect the search toward a solution whose number of schedules is close to the budget. We used the following genetic search parameters: population size of 70 and 80 generations, resulting in 5600 iterations for each data structure and testing budget.

Table 5.2 shows the results. Each cell shows the normalized overhead of running a test case with transactions over without. The baseline column shows the normalized overhead for the starting point of the search, i.e., when each operation of the data structure becomes one transaction and the verifiability is maximized. Texpr did not find a valid placement plan for FPCQ when $s_{\text{budget}} = 2 \times 10^3$ because that baseline solution already has more schedules than the budget.

Running the parallel test cases on these placement plans shows that our searching system is able to reduce the running time of the baseline enforcement, to between 89.3% and 63.2%. Compared to the original performance without transactions, the numbers show the factors from 155.3% to 430.4% across all placement plans from search.

To understand what costs contributed to the overhead, we rerun these plans but using test cases that spawn only one thread; results from these experiments measure the
<table>
<thead>
<tr>
<th></th>
<th>Budget</th>
<th>Baseline</th>
<th>$2 \times 10^3$</th>
<th>$2 \times 10^4$</th>
<th>$2 \times 10^5$</th>
<th>$2 \times 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPCQ</td>
<td>1.273</td>
<td>N/A</td>
<td>1.539</td>
<td>1.530</td>
<td>1.863</td>
<td></td>
</tr>
<tr>
<td>NBDSSL</td>
<td>1.155</td>
<td>1.159</td>
<td>1.193</td>
<td>1.363</td>
<td>1.222</td>
<td></td>
</tr>
<tr>
<td>BLFQ</td>
<td>1.291</td>
<td>1.369</td>
<td>1.326</td>
<td>1.409</td>
<td>1.443</td>
<td></td>
</tr>
<tr>
<td>BLFS</td>
<td>1.299</td>
<td>1.399</td>
<td>1.404</td>
<td>1.476</td>
<td>1.378</td>
<td></td>
</tr>
<tr>
<td>LFDSQ</td>
<td>1.080</td>
<td>1.380</td>
<td>1.491</td>
<td>1.440</td>
<td>1.584</td>
<td></td>
</tr>
<tr>
<td>LFDSQ</td>
<td>1.090</td>
<td>1.175</td>
<td>1.253</td>
<td>1.405</td>
<td>1.392</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Normalized execution time of single-threaded test cases with transactions over without (smaller is better).

Table 5.3 shows the results. Operational cost is quite high, ranging from 17.5% to 53.9%. Even if we insert only one transaction for each operation, as in the baseline, the operational cost is still observable (8% to 29.9%). The implication is that the operational cost of Haswell transactional memory is relatively large compared to the size of the transactions we insert. We examine this cost in greater detail below.

5.3.4 Understanding Haswell TSX overhead

We have seen that transactions in the current Haswell implementation carry significant overhead even if there is no conflict. Since the operations of the evaluated lock-free data structures take hundreds to thousands of cycles, we wrote a microbenchmark at the same scale to study the behavior of Haswell transactions.

Microbenchmark. We designed the microbenchmark to be memory intensive to resemble the behavior of lock-free data structures. The benchmark consists of auto-generated functions that access a given work space of memory that fits in L1 data cache.
Figure 5.4: Microbenchmark for evaluating TSX overhead.

(2 KB in our experiments). We first generate a instruction sequence that accesses the work space with a given stride, then we generate the benchmark function by repeating the sequence up to a given total instruction length. The structure of the microbenchmark is shown in Figure 5.4.

**Cache Settings**  To compare the performance under different cache settings, we prepare a separate memory space to fill out the L1 cache, so that we can observe the overhead comparison of cold and warm cache. We place data in L1 for the warm case and in L2 for the cold case (to avoid L3 or main memory delay). We also run tests where the relevant L1 cache lines are all initially in a modified state, and where they are in an exclusive state. There is a significant flushing cost (compared to cache hit without eviction) when evicting modified cache lines, since TSX needs to flush dirty cache lines even for cache hits. Taking all combinations into account, we have four cases: WarmModified (WM), WarmExclusive (WE), ColdModified (CM) and ColdExclusive (CE).

We measured the TSX characteristics in each case. According to the structure of the microbenchmark, there ought to be two phases: the first phase touches all cache line in the read/write set, incurring extra cost; after that all data are warmed in the cache, ameliorating the performance. In the experiments, the first phase lasts from line 1 to 256. We calculate the per-instruction overhead for the first phase. For comparison, we con-
ducted the same experiments under non-transaction mode. Table 5.4 shows the results. Transactional load and store instructions are quite costly in TSX in almost all cases:

- Transactional reads are 27% to 163% slower than reads in normal mode, especially under WarmModified condition.

- Under WarmModified condition, transactional writes also have significant overhead (59%).

- Additionally, TSX shows a 70-cycle average overhead per transaction in all experiments. This may come from the memory barrier effect on the boundaries of transactions.

**Summary of TSX overhead** Based on our microbenchmark results, we believe the performance pathologies of TSX come from the following sources:

- **Cache Impact.** To isolate the memory accesses of transactions, TSX keeps the write set in local cache, which means the original value must be saved somewhere else. When instructions in a transactional region access a local cache line which has been previously modified but not touched in the current transaction, the CPU needs to backup the value to lower level cache in order to save the original value. This is

<table>
<thead>
<tr>
<th>Cache Setting</th>
<th>TX Mode?</th>
<th>Mem Op</th>
<th>CE</th>
<th>CM</th>
<th>WE</th>
<th>WM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Read</td>
<td></td>
<td>1.45</td>
<td>1.44</td>
<td>1.13</td>
<td>1.42</td>
</tr>
<tr>
<td>No</td>
<td>Read</td>
<td></td>
<td>1.10</td>
<td>1.13</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>Yes</td>
<td>Write</td>
<td></td>
<td>1.20</td>
<td>1.17</td>
<td>1.07</td>
<td>1.70</td>
</tr>
<tr>
<td>No</td>
<td>Write</td>
<td></td>
<td>1.17</td>
<td>1.17</td>
<td>1.07</td>
<td>1.07</td>
</tr>
</tbody>
</table>

Table 5.4: Comparison of load and store instruction cycles under different conditions.
similar to evicting dirty cache lines, but here the CPU is “cleaning” the dirty cache line. This only happens in transactional mode, and make a L1 cache hit effectively a write back to L2. We suggest that TSX has a specialized write back buffer to resolve this issue.

- **Memory Barrier.** According to Intel's manual [32], a successfully executed transaction has the same memory ordering semantic as “lock” prefixed instructions. When TSX is used heavily in fine-grained, memory throughput will be reduced because of the effect of memory operation serializing.

- **Time Window Inflation.** Because of the hardware overhead, the time window of a transactional region is greatly inflated. This makes the transaction more likely to abort because of conflicts, and thus waste more time on retrying. Under the best effort protocol of TSX, which always fails the transaction that accesses the data first, time window inflation makes the transaction much harder to proceed under contention.

We expect these issues to be fixed in the next generation of TSX.

### 5.4 Summary

We have presented TxIr, a system for making it easy to verify lock-free data structures, one of the most scalable and efficient among all classes of parallel programming abstractions. The key idea is to insert artificial transactions to reduce the set of schedules, while enforcing the transactions in production environment for correctness. Leveraging recent advances in hardware transactional memory support – specifically Intel Haswell TSX –
T\textsc{xir} achieves acceptable performance. The granularity of artificial transactions affects the performance and verifiability: larger transactions yield fewer schedules and better verifiability, but reduce performance because of the increased probability of transaction aborts. In our evaluation, we have demonstrated that T\textsc{xir} reduces the set of schedules enough that tools can exhaustively check them all. In understanding the performance of T\textsc{xir}, we have also uncovered several performance pathologies in TSX, knowledge of which will help other (potential) TSX users.
Reasoning about the correctness of concurrent and distributed systems has been a long-standing challenge. One of the fundamental reasons is the arbitrary space of interleavings of the systems, which rapidly grows in real-world systems, and becomes intractable for traditional verification and testing. Randomized concurrency testing (RCT) samples the interleavings to surface non-adversary and simple errors with significant probabilities. Without considering partial order semantics, however, RCT may sample partial-order equivalent interleavings redundantly. Such redundancies induce unwanted bias and weaken the probabilistic guarantees in testing real-world systems.

Towards practical and effective concurrency testing, we broke new ground to combine partial order semantics with RCT. We invented partial order sampling (POS), a new RCT framework with precise analysis of sampling event orderings, with a novel partial order method POS* to reduce the bias in sampling different partial orders. We proved its exponentially better probabilistic guarantees than state-of-the-art approaches. Our evaluation showed its effectiveness on generated and real-world multi-threaded benchmarks.

To apply and study POS in real-world concurrent systems, we built Morpheus to test implementations of distributed systems. Morpheus targets the high-level systems written in Erlang to focus on the protocol level errors, and introduces conflict analysis to further
eliminate redundant explorations regarding the partial order semantics. Our evaluation showed that Morpheus is effective in finding errors in popular real-world distributed systems in Erlang.

This thesis has presented novel and randomized partial order methods to explore concurrent programs with immense interleavings spaces and find non-adversary errors with strong guarantees. As real-world large systems involve not only concurrency, but handling failures and data input as well, reasoning about them requires further techniques and heuristics to deal with the combined complexity of the three aspects. In general, randomized methods can perform well in manifesting shallow conditions in a complicated search space, but such methods must be designed carefully to avoid biases degrading the worst-case guarantees for simple scenarios. Our work rigorously reduced such biases, resulted in strong guarantees and empirical performance in concurrency testing.

The implementations of partial order sampling and Morpheus are open-sourced online [75, 74].
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