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ABSTRACT

Nonlocal Neumann volume-constrained problems

and their application to local-nonlocal coupling

Yunzhe Tao

As alternatives to partial differential equations (PDEs), nonlocal continuum models

given in integral forms avoid the explicit use of conventional spatial derivatives and

allow solutions to exhibit desired singular behavior. As an application, peridynamic

models are reformulations of classical continuum mechanics that allow a natural treat-

ment of discontinuities by replacing spatial derivatives of stress tensor with integrals

of force density functions.

The thesis is concerned about the mathematical perspective of nonlocal modeling

and local-nonlocal coupling for fracture mechanics both theoretically and numerically.

To this end, the thesis studies nonlocal diffusion models associated with “Neumann-

type” constraints (or “traction conditions” in mechanics), a nonlinear peridynamic

model for fracture mechanics with bond-breaking rules, and a multi-scale model with

local-nonlocal coupling.

In the computational studies, it is of practical interest to develop robust numerical

schemes not only for the numerical solution of nonlocal models, but also for the

evaluation of suitably defined derivatives of solutions. This leads to a posteriori

nonlocal stress analysis for structure mechanical models.
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CHAPTER 1. INTRODUCTION 1

Chapter 1

Introduction

Nonlocal peridynamic (PD) models initially proposed by Silling [Silling, 2000]

have been subjects of recent studies. Such models are reformulations of classical

continuum mechanics that allow a natural treatment of discontinuities by replacing

spatial derivatives of stress tensors with integrals of force density functions. As an

alternative to classical partial differential equation (PDE) based models, PD models

have been shown to be effective in modeling cracks and materials failure as well as

other mechanical properties and physical processes [Askari et al., 2008; Silling and

Lehoucq, 2010; Silling et al., 2010; Palatucci et al., 2013]. A distinct feature of

PD models (also shared among other nonlocal models) is that the range of nonlocal

interactions is bounded by a positive parameter, the so called horizon parameter δ

[Silling, 2000]. For suitably defined nonlocal interaction kernels, as δ → 0, interactions

can become localized so that the zero-horizon limit of the nonlocal operators, when it

exists, becomes a local differential operator. That is, a nonlocal model gets reduced

to a conventional differential equation model in the local limit.

Although more refined models, such as [Silling et al., 2007; Aguiar and Fosdick,

2014], have been proposed in the literature, the models proposed in [Silling, 2000]

are simple enough for the purpose of mathematical analysis and are still physically

meaningful. Let u = u(t,x) denote the displacement field and ρ be the constant

density, the bond-based PD equation of motion [Silling, 2000] is given by an integro-



CHAPTER 1. INTRODUCTION 2

differential equation of the form

ρü(t,x) =

∫
Bδ(x)

f(t,u(t, x̂)− u(t,x), x̂− x)dx̂ + b(t,x) , (1.1)

where b = b(t,x) denotes the body force, and f is the pairwise force density. Bδ(x)

is the ball of radius δ centered at x and specifies the extent of nonlocal interactions.

Each pair (x̂,x) for x̂ ∈ Bδ(x) is called a bond. The constitutive model, previously

used in the PD model for prototype microelastic brittle (PMB) materials [Lehoucq

et al., 2008], is defined as

f(t,η(t), ξ) = ωδ(|ξ|)S(η(t), ξ)e(η(t), ξ) , (1.2)

where η(t) and ξ are used to denote u(t, x̂) − u(t,x) and x̂ − x respectively (see

Figure 1.1). The unit vector e for bond direction and the bond relative elongation

(stretch) S are given by

e(η, ξ) =
η + ξ

|η + ξ|
and S(η, ξ) =

|η + ξ| − |ξ|
|ξ|

, (1.3)

where | · | denotes the Euclidean norm. When the bond-breaking rule (more detailed

discussion can be found in Chapter 3) is incorporated in order to model the cracks,

the force density f also takes on history dependence, so the dynamic system is in

fact a distributed system of spatially nonlocal functional differential equations. Many

numerical simulations based on the PD theory have been carried out thereafter [Askari

et al., 2008; Oterkus and Madenci, 2012; Ha and Bobaru, 2010; Hu et al., 2012].

Due to the nonlocality and nonlinearity involved in the PD models, rigorous the-

oretical and numerical analysis is challenging. Therefore, recent studies usually fo-

cus on the linearized models [Aksoylu and Parks, 2011; Andreu-Vaillo et al., 2010;

Du et al., 2013b; Du et al., 2012; Mengesha and Du, 2014a; Mengesha and Du, 2014b;

Emmrich et al., 2007; Mengesha and Du, 2016]. When |η(t)| is uniformly small, the

force density function can be linearized as

f(t,η(t), ξ) = ωδ(|ξ|)
ξ ⊗ ξ
|ξ|3

η(t) . (1.4)



CHAPTER 1. INTRODUCTION 3

Undeformed

x x̂

ξ(= x̂− x)

Deformed

x+ u(x)
x̂+ u(x̂)

η + ξ

Figure 1.1: Undeformed bond and deformed bond.

For an isotropic system, the PD equation of motion takes the form

ρü(t,x) =

∫
Bδ(x)

Cδ(x̂− x)(u(t, x̂)− u(t,x))dx̂ + b(t,x) , (1.5)

where the micromodulus tensor Cδ(ξ) is given by

Cδ(ξ) = γδ(|ξ|)
ξ ⊗ ξ
|ξ|2

, (1.6)

with γδ(|ξ|) = ωδ(|ξ|)/|ξ|, the so-called kernel function in our study.

In order to systematically study the mathematical and numerical issues of PD

models, we are particularly interested in the equilibrium system in the scalar field,

namely

−
∫
Bδ(x)

γδ(|x̂− x|)(u(x̂)− u(x))dx̂ = b(x) . (1.7)

The kernel function γδ of our interest in the thesis is assumed to be symmetric, non-

negative, and compactly supported in Bδ(0). In addition, we also assume that γδ has

finite second moment, namely∫
Rd
γδ(|x̂− x|)|x̂− x|2dx̂ =

∫
Bδ(0)

γδ(|ξ|)|ξ|2dξ <∞ . (1.8)

A popular case to study is given by the following rescaled form:

γδ(|ξ|) =
1

δd+2
γ(
|ξ|
δ

) , (1.9)

with γ being a non-increasing function having compact support in a unit ball. The

rescaled form (1.9) helps us study the limit case as δ → 0 since |ξ|2γδ(|ξ|) reduces to

the Dirac-Delta measure in the zero limit so that local models can be recovered.
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In addition, a feature of nonlocal models, different from the local PDEs, is the

treatment of interfaces and domain boundaries. Unlike local boundary conditions,

the nonlocal analog may be attributed to how the law of nonlocal interactions gets

modified in the presence of physical boundary. Therefore, the condition of volumetric

constraint [Du et al., 2012] is proposed as the nonlocal boundary condition, which is

imposed on a δ-neighborhood of the domain. In the thesis, we are interested in the

Neumann type volumetric constraints since most works that simulate PD systems

use traction boundary conditions [Oterkus and Madenci, 2012; Ha and Bobaru, 2010;

Hu et al., 2012; Bobaru and Zhang, 2015], which is mathematically equivalent to the

Neumann conditions. Nonlocal Neumann problems are not only interesting on their

own but also play important roles in interface problems, free boundary problems, the

coupling and domain decomposition of nonlocal problems. It is known that Neumann

type problems present substantial differences from that on Dirichlet type problems for

nonlocal equations [Alali and Gunzburger, 2015; Andreu-Vaillo et al., 2010; Barles et

al., 2014a; Barles et al., 2014a; Cortazar et al., 2008; Dipierro et al., 2014; Mengesha

and Du, 2016; Zhou and Du, 2010]. Moreover, we are particularly interested in

the convergence analysis of the nonlocal models to their local limit in the horizon

parameter δ as δ → 0, both theoretically and numerically.

Given the mathematical and numerical understanding on linear nonlocal models

with Neumann type conditions, we are also interested in the numerical simulation and

convergence study of the nonlinear PD model for brittle fracture. As mentioned above,

the PD model that incorporates the bond-breaking rule leads to a dynamic system of

time dependent differential integral equations having both spatial nonlocal/nonlinear

interactions and temporal memory/history dependence. By incorporating the non-

local Neumann conditions, we want the PD model to not only capture the crack

propagation and branching patterns, but also present the convergence phenomenon

in the discrete level.

Another aspect of nonlocal formulations of mechanics is that the equations are
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posed in terms of displacement or displacement field. In applications like structure

analysis, the primary interest might be in the deformation gradient or, through appro-

priate constitutive relation, the stress, rather than the deformation itself. Therefore,

the development of accurate and robust numerical schemes is needed for not only

nonlocal solutions but also their suitably defined nonlocal spatial derivatives. For

traditional PDEs models, various numerical techniques have been developed in order

to achieve accurate evaluations of solution derivatives, e.g., local gradient recovery

(mostly done by a posteriori error estimation [Zienkiewicz and Zhu, 1992]). Although

the PD stress tensor has been introduced [Silling, 2000], gradient recovery techniques

for nonlocal models remain largely unexplored in the literature.

While nonlocal modeling has its advantage on complex physical processes, non-

local model based numerical simulations often incur higher computational cost than

those based on traditional local models. Therefore, local-nonlocal coupling is a natu-

ral approach in practice and various strategies have been proposed [D’Elia et al., 2016;

Du et al., 2018a; Du et al., 2016a; Mitchell et al., 2015; Seleson et al., 2015]. On the

other hand, while the horizon parameter is often chosen as a positive constant over

the spatial domain in most of the earlier studies, in [Silling et al., 2015], models with a

variable horizon having a positive lower bound over the domain have also been exam-

ined. In [Tian and Du, 2017], the variable horizon adopted there is allowed to vanish

as the material points approach a co-dimension one hyper-surface. With a vanish-

ing horizon, nonlocal models get localized heterogeneously. Unlike nonlocal models

with a constant horizon that are generically accompanied by volumetric constraints,

models with heterogeneous localization allow conventional boundary conditions to be

imposed [Tian and Du, 2017]. This is the topic that we like to further explore. We

want to see if there is any difference on the nonlocal Neumann problems, and the

convergence on the nonlocal and local-nonlocal coupling problems.

Motivated by the above issues in nonlocal modeling, we study the following mathe-

matical and numerical questions in the thesis (more general discussion of the nonlocal
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modeling, analysis and computation can be found in [Du, 2018; Du, 2019]). First, we

aim to provide the proper formulation of Neumann conditions in Chapter 2 and the

numerical approximations for the nonlocal Neumann problems. The discussion can

also be found in [Tao et al., 2017]. Secondly, we present in Chapter 3 the numeri-

cal simulation and convergence study of a PD model for brittle fracture with bond

breaking rules. We aim to carry out numerical simulations based on the modified

PD model in [Tian, 2017], which have been shown as a portion of [Du et al., 2017a].

In addition, in Chapter 4, most of which can also be found in [Du et al., 2016b],

we make some preliminary investigations on the nonlocal gradient recovery. At last,

we discuss a couple of remedies in Chapter 5 to address the nonlocal problems and

local-nonlocal coupling problems with variable horizon. The methods have also been

studied in [Du et al., 2018b].
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Chapter 2

Nonlocal diffusion models with

Neumann type constraints

This chapter studies nonlocal diffusion models associated with Neumann type

constraints and their numerical approximations (also in [Tao et al., 2017]). The study

here is parallel to the traditional analysis of local second order elliptic equations as

well as the analysis of nonlocal diffusion models with Dirichlet type constraints, but

with necessary modifications. We refer to [Du et al., 2012] for more discussions

on the differences and connections between local and nonlocal steady-state diffusion

problems.

Moreover, for nonlocal models characterized by the parameter δ, it has been known

in the literature that as δ → 0, one often encounter consistency issues at both con-

tinuum and discrete levels between the nonlocal models and the local PDEs, when

the latter remain valid. On the continuum level, the consistency has been established

either formally using Taylor expansions of sufficiently smooth solutions [Silling, 2000;

Silling and Lehoucq, 2010], or more rigorously via functional analytic means with-

out extra regularity assumptions [Mengesha and Du, 2013; Mengesha and Du, 2016;

Tian and Du, 2014]. With the increasing interests in developing efficient codes for

nonlocal models, it is often asked if numerical schemes developed for nonlocal models
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would produce results consistent with that produced by the local limit models when

the horizon is small and with sufficient numerical resolution. Answering such ques-

tions on the discrete level is an important task of code validation and verification. In

[Tian and Du, 2014], a theory of asymptotically compatible schemes was developed.

It was successfully applied to nonlocal models with Dirichlet type nonlocal volumetric

constraints. Given the extra complications involved in the nonlocal Neumann type

problems, we then discuss the numerical approximations including standard finite

element methods and quadrature based finite difference methods in this chapter. We

study their convergence in the nonlocal setting and in the local limit.

2.1 The variational problem

We first introduce a nonlocal variational problem with Neumann type volume

constraints. Let Ω ⊂ Rd denote a bounded, open domain with a piecewise planar

boundary. Consider the nonlocal energy functional

E(u) =
1

2

∫
Ω

∫
Ω

γδ(x
′,x) (u(x′)− u(x))

2
dx′dx , (2.1)

where γδ(x
′,x) = γδ(x,x

′) is a symmetric, nonnegative kernel, and satisfies, for all

x,x′ ∈ Rd,

γδ(x
′,x) =

 γδ(|x′ − x|) ≥ 0, if |x′ − x| ≤ δ,

0, if |x′ − x| > δ,
(2.2)

Here |x′ − x| denotes the distance between x′ and x. Moreover, as mentioned in

the introduction, we assume that the kernel function γδ satisfies the second moment

condition. For simplicity, we assume that∫
Rd
γ(x,x′)|x′ − x|2dx′ =

∫
|x′−x|≤δ

γ(x,x′)|x′ − x|2dx′ = 1 . (2.3)

Without loss of generality, for given data f = f(x) defined on Ω, with the total

net-flux assumed to be zero, the following compatibility condition is assumed:∫
Ω

f(x)dx = 0 . (2.4)
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This type of compatibility is also present in Neumann type problems associated with

local elliptic operators. We then define the total energy

Ef (u) =
1

2

∫
Ω

∫
Ω

γδ(x
′,x) (u(x′)− u(x))

2
dx′dx−

∫
Ω

f(x)u(x)dx . (2.5)

The space of interest to us, denoted by S(Ω), is a subspace of L2(Ω) given by

S(Ω) = {u ∈ L2(Ω) :

∫
Ω

∫
Ω

γδ(x,x
′)|u(x′)− u(x)|2dx′dx <∞}.

S(Ω) is often called the nonlocal energy space. Furthermore, with the compatibility

condition (2.4), the nonlocal constrained energy space is defined by

Sδ(Ω) = {u ∈ S(Ω) :

∫
Ω

udx = 0}.

which is a real inner product space with the inner product (·, ·)s defined as

(u,w)s = Bδ(u,w).

We use ‖u‖s to denote the induced norm
√

(Bδ(u, u)) of u in Sδ(Ω). For {Sδ}

defined earlier, ‖ · ‖s is equivalent to a full norm, as demonstrated by the Poincaré

inequality given later. Following the same argument as in [Mengesha and Du, 2013],

it can be established that, for any nonnegative, radial kernel with a constant horizon

δ, the constrained energy space Sδ(Ω) is a Hilbert space with the norm ‖ · ‖s.

Consider the constrained minimization problem

minu∈S(Ω)Ef (u) subject to Ec(u) = 0,

where Ec = Ec(u) denotes a constraint functional. For example, let

Ec(u) :=

∫
Ω

u(x) dx = 0 . (2.6)

We then have the equivalent formulation as minu∈Sδ(Ω)Ef (u).

With the compatibility condition (2.4), the Euler-Lagrange equations for (2.5)

becomes

Bδ(u, v) =

∫
Ω

∫
Ω

γδ(x
′,x) (u(x′)− u(x)) (v(x′)− v(x)) dx′dx = (f, v) (2.7)
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where

(f, v) =

∫
Ω

f(x)v(x)dx

and Bδ(·, ·) defines a symmetric bilinear form. The Lagrange multiplier for the con-

straint on u vanishes for compatible f . Thus, by defining the nonlocal operator

u 7→ Lδu := −2

∫
Ω

γδ(x
′,x) (u(x′)− u(x)) dx′, (2.8)

we end up with a nonlocal integral equation
Lδu = f in Ω ,∫
Ω

u = 0
(2.9)

for data f satisfying ∫
Ω

f(x)dx = 0 .

One can see that the compatibility condition on f is a consequence of the anti-

symmetry of γδ(x
′,x) (u(x′)− u(x)) in x and x′ so that∫

Ω

f(x)dx =

∫
Ω

Lδu(x)dx = −2

∫
Ω

∫
Ω

γδ(x
′,x) (u(x′)− u(x)) dx′dx = 0 .

We note that the difference between the above problem (2.9) with those corre-

sponding to the Dirichlet type volumetric constraints is that no values of the solution

u is specified in any subdomain of Ω, this is consistent to the nature of Neumann

conditions which are natural conditions implied by the variational principle. More-

over, for nonlocal models, the information of the Neumann type conditions is encoded

in the equations themselves, see [Du et al., 2013a; Du et al., 2013b] for detailed ac-

counts on how one may symbolically rewrite (2.9) as a combination of balance laws

in a subset of Ω and a (nonlocal) flux condition in its complement.

2.2 Well-posedness of nonlocal Neumann problems

Well-posedness of nonlocal Neumann volume-constrained problems has been shown

in many previous studies with some conditions imposed on the kernel. see for instance
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[Andreu-Vaillo et al., 2010; Barles et al., 2014a; Barles et al., 2014b; Du et al., 2013a;

Mengesha and Du, 2013]. For completeness, we include a brief discussion on Neu-

mann type problems here. The study utilizes extensions of the ideas in [Bourgain et

al., 2001]. A key is the following nonlocal Poincaré-type inequality that holds over all

subspaces of functions in L2(Ω) satisfying certain compatible constraints. We begin

with Proposition 1 of [Mengesha and Du, 2013].

Proposition 2.2.1. [Mengesha and Du, 2013, Proposition 1] Suppose that γδ satis-

fies (2.2) and (2.3) and V is a closed subspace of L2(Ω) that intersects Rd trivially.

Then there exists C = C(γδ, V,Ω) such that

‖u‖2 ≤ C

∫
Ω

∫
Ω

γδ(x
′,x)|x′ − x|2(u(x′)− u(x))2dx′dx , ∀u ∈ V. (2.10)

A strengthened nonlocal Poincaré inequality is given later with a sharper con-

stant C independent of the horizon δ. A consequence of the nonlocal Poincaré-type

inequality is the coercivity of the bilinear form B = Bδ(u, v). A standard application

of Lax-Milgram theory or Riesz representation theorem then yields the well-posedness

of the variational problem.

Proposition 2.2.2. Suppose that γδ satisfies (2.2) and (2.3) and V is a closed sub-

space of L2(Ω) that intersects Rd trivially. Then there exists κ = κ(γδ, V,Ω) such

that

‖u‖2
s ≤ κBδ(u, u), for all u ∈ V ∩ S(Ω).

Consequently, for a given f ∈ L2 satisfying (2.4), by taking V = Sδ(Ω), we see that

there exists a unique u ∈ Sδ(Ω) such that

Bδ(u, v) = (f, v), ∀v ∈ Sδ(Ω). (2.11)

Moreover, |u|s = |f |S∗δ (Ω) where S∗δ (Ω) denote the dual space of Sδ(Ω).

It follows then that the operator Lδ restricted on Sδ(Ω), that is, Lδ : Sδ(Ω) →

S∗δ (Ω) is an isometry. In addition, the restriction of the inverse operator L−1
δ to L2(Ω),
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that is, L−1
δ : L2(Ω) → Sδ(Ω) and satisfies the inequality |L−1

δ f |s ≤ C‖f‖L2 . This

follows from the continuous embedding of L2(Ω) into S∗δ (Ω) and ‖f‖S∗δ (Ω) ≤ ‖f‖L2(Ω)

for any f ∈ L2(Ω).

2.3 The local limit with vanishing horizon

Although we are interested in studying nonlocal models, it is important to get con-

sistency with classical local models when the latter are valid and applicable. For suit-

ably defined kernels, limiting local models of nonlocal models are indeed well-defined.

While there have been existing studies on similar limiting process for Dirichlet type

volume constraints, the case for Neumann type problem presents some different issues.

For a point x ∈ Ωδ = {x ∈ Ω | dist(x, ∂Ω) > δ}, we know that∫
Ω

γδ(x
′,x)(x′ − x)dx′ = 0 , (2.12)

and∫
Ω

γδ(x
′,x)|x′ − x|2dx′ = 1 ,

∫
Ω

γδ(x
′,x)(x′ − x)kdx′ = o(1) ∀k > 2 . (2.13)

With these assumptions, for any smooth enough function u we have formally that

Lδ represents a nonlocal diffusion operator with a local limit

Lδu(x)→ L0u(x) := −∆u(x)

for x ∈ Ωδ, which is a fact widely stated in many earlier studies. What concerns us

is, when taking into account the modifications in the layer around the boundary of

Ω, the formal order of convergence rate as δ → 0.

To better illustrate our idea, we let Ω be a finite bar in R. Without loss of

generality, we can let Ω = (0, 1). Given data f = f(x), we introduce a modified body

force

fδ(x) =f(x)− 1

2

(∫
Ω

γδ(x+ y)(y2 − x2)(f(x) + f(y))dy

+

∫
Ω

γδ(x+ y − 2)(x+ y − 2)(y − x)(f(x) + f(y))dy

)
.

(2.14)
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It is simple to check that:

Lemma 2.3.1. The modified function fδ satisfies the compatibility condition (2.4)

and fδ(x) = f(x) for x ∈ Ωδ.

Instead of (2.9), we consider the following nonlocal equation
Lδu = fδ on Ω ,∫

Ω

u = 0 .
(2.15)

The limiting local model of (2.15) is given by
L0u = f in Ω , u′(0) = u′(1) = 0 ,∫

Ω

u(x)dx = 0 .
(2.16)

Let

S0 = {u ∈ H1(Ω) :

∫
Ω

u(x)dx = 0}

with an inner product and norm

(u, v)S0 =

∫
Ω

u′(x)v′(x)dx, ‖u‖S0 =

(∫
Ω

|u′(x)|2dx
) 1

2

,

and a bilinear form

B0(u, v) = (u, v)S0 =

∫
Ω

u′(x)v′(x)dx , (2.17)

for u, v ∈ S0. The weak formulation of (2.16) can be cast in the same form as (2.11)

with δ = 0.

2.3.1 Convergence of variational solutions

To study the asymptotic property of the nonlocal model as δ → 0, we need a

“sharper” version of Poincaré inequality, that is, the Poincaré constant in the in-

equality should be independent of the horizon δ. This can be worked out by following
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[Mengesha and Du, 2015] to consider a sequence of radial kernels γn(n ≥ 1) satisfying:

ξ−2γn(ξ) is nonnegative and nonincreasing in |ξ|, (2.18)∫
R
γn(|ξ|)dξ = 1, (2.19)

and lim
n→∞

∫
|ξ|≥r

γn(|ξ|)dξ = 0, ∀r > 0. (2.20)

Note that in our case, if we let γδ(|ξ|) = ξ−2γn(|ξ|) and δ = 1
n
, then the kernel

satisfies all the assumptions above. So we have the following variant of the Poincaré-

type inequality:

Lemma 2.3.2. [Mengesha and Du, 2015, Lemma 4.1] There exists C > 1 and δ0 ≤ 1

such that

‖u‖2 ≤ C

∫
Ω

∫
Ω

γδ(x
′, x)(u(x′)− u(x))2dx′dx (2.21)

for all u ∈ Sδ and all δ ≤ δ0.

From the lemma, we can get that

‖u‖2 ≤ CBδ(u, u) ,

with the same constant C for all u ∈ Sδ, independent of δ. The uniform boundedness

of L−1
δ in L2 norm then follows from the uniform Poincaré inequality (Theorem 2.3.2).

Theorem 2.3.3. There exists a constant C which is independent of the horizon δ

such that

‖L−1
δ ‖L2 ≤ C,

To study the limiting behavior of the nonlocal solution, we also need a compactness

lemma that can be found in [Mengesha and Du, 2015, Proposition 4.2].

Lemma 2.3.4. Suppose un ∈ Sδn with δn → 0. If

sup
n

∫
Ω

∫
Ω

γδn(x′, x)(un(x′)− un(x))2dx′dx ≤ ∞,

then un is precompact in L2(Ω). Moreover, any limit point u ∈ S0.
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Now we state some convergence results for the solutions of the parametrized vari-

ational problems as δ → 0. We consider the original problem (2.9) first and the same

result for (2.15) with data fδ is given in the subsequent Corollary.

Theorem 2.3.5. Suppose uδ is the weak solution of (2.9) and u0 is the weak solution

of (2.16). Then we have

‖uδ − u0‖L2 → 0 as δ → 0.

Proof. Since Bδ(uδ, v) = (f, v)L2 for any v ∈ Sδ, by uniform Poincaré inequality

(2.21), for some constants C1 and C2 we have

C1‖uδ‖2
Sδ ≤ Bδ(uδ, uδ) = (f, uδ)L2 ≤ ‖f‖L2‖uδ‖L2 ≤ C2‖f‖L2‖uδ‖Sδ ,

which leads to the uniform boundedness of {uδ ∈ Sδ}. Thus by the asymptotically

compact embedding property, we get the convergence of a subsequence of {uδ} in L2

to a limit point u∗ ∈ S0. For notational convenience, we use the same {uδ} to denote

the subsequence. We claim that

B0(u∗, v) = (f, v)L2 , ∀v ∈ C∞(Ω).

Moreover, since C∞(Ω) is dense in H1(Ω), we see that u∗ is the unique weak solution

u0 of (2.16) and the convergence of the whole sequence also follows.

Indeed, let φε be standard mollifiers so∫
B(0,ε)

φε(x)dx = 1 .

Let

uδ,ε = uδ ∗ φε =

∫
B(0,ε)

uδ(x− y)φε(y)dy .

Define Ωε = {x ∈ Ω : dist(x, ∂Ω) > ε}. Then for all v ∈ C∞(Ω),∫
Ωε

∫
Ωε

γδ(x, x
′)(uδ,ε(x

′)− uδ,ε(x))(v(x′)− v(x))dx′dx

=

∫
B(0,ε)

φε(y)

(∫
Ωε

∫
Ωε

γδ(x, x
′)(uδ(x

′ − y)− uδ(x− y))(v(x′)− v(x))dx′dx

)
dy.
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Denote

Bε
δ(u, v) =

∫
Ωε

∫
Ωε

γδ(x, x
′)(u(x′)− u(x))(v(x′)− v(x))dx′dx ,

Bε
0(u, v) =

∫
Ωε

u′(x)v′(x)dx

and uyδ(x) = uδ(x− y), we have

Bε
δ(uδ,ε, v) =

∫
B(0,ε)

φε(y)Bε
δ(u

y
δ , v)dy. (2.22)

We want to show that by letting δ → 0 first and then letting ε → 0, the left hand

side of (2.22) goes to B0(u∗, v) and the right hand side goes to (f, v)L2 .

Consider the left hand side of (2.22), for fixed ε and small enough δ, Ωε ⊂ Ωδ.

Then

Bε
δ(uδ,ε, v) =

∫
Ωε

∫
Ω

γδ(x, x
′)(uδ,ε(x

′)− uδ,ε(x))(v(x′)− v(x))dx′dx

−
∫

Ωε

∫
Ω\Ωε

γδ(x, x
′)(uδ,ε(x

′)− uδ,ε(x))(v(x′)− v(x))dx′dx.

For the first term, by the fact uδ,ε → u∗,ε in C∞(Ω) and Dominated Convergence

Theorem, we have

lim
ε→0

lim
δ→0

∫
Ωε

∫
Ω

γδ(x, x
′)(uδ,ε(x

′)− uδ,ε(x))(v(x′)− v(x))dx′dx

= lim
ε→0

Bε
0(u∗,ε, v) = B0(u∗, v).

For the second term, since the integrand is uniformly bounded, we have

lim
ε→0

lim
δ→0
|
∫

Ωε

∫
Ω\Ωε

γδ(x, x
′)(uδ,ε(x

′)− uδ,ε(x))(v(x′)− v(x))dx′dx|

≤ C lim
ε→0
|Ωε||Ω \ Ωε| = 0.

Thus we have

Bε
δ(uδ,ε, v)→ B0(u∗, v).

For the right hand side of (2.22), define

∆ε = |Bε
δ(u

y
δ , v)−Bδ(uδ, v)|.
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Since Bδ(uδ, v) = (f, v)L2 for all smooth v, it suffices to show that ∆ε is bounded by

some constant which is independent of δ and ∆ε → 0 as ε→ 0. Now define Ωy
ε = {x ∈

Ω : x−y ∈ Ωε}, since the kernel is translation invariant, i.e. γδ(x+y, x′+y) = γδ(x, x
′)

if x+ y and x′ + y are in Ω, we have∫
Ωε

∫
Ωε

γδ(x, x
′)(uδ(x

′ − y)− uδ(x− y))(v(x′)− v(x))dx′dx

=

∫
Ωyε

∫
Ωyε

γδ(x, x
′)(uδ(x

′)− uδ(x))(v(x′ + y)− v(x+ y))dx′dx.

Therefore,

∆ε ≤ I + II,

where

I = |
∫

Ωyε

∫
Ωyε

γδ(x, x
′)(uδ(x

′)− uδ(x))(v(x′)− v(x))dx′dx

−
∫

Ω

∫
Ω

γδ(x, x
′)(uδ(x

′)− uδ(x))(v(x′)− v(x))dx′dx|

and

II = |
∫

Ωyε

∫
Ωyε

γδ(x, x
′)(uδ(x

′)− uδ(x))(v(x′ + y)− v(x′)− (v(x+ y)− v(x)))dx′dx|.

Note that

I = 2|
∫

Ω\Ωyε

∫
Ω

γδ(x, x
′)(uδ(x

′)− uδ(x))(v(x′)− v(x))dx′dx|

≤ 2‖uδ‖Sδ
(∫

Ω\Ωyε

∫
Ω

γδ(x, x
′)(v(x′)− v(x))2dx′dx

) 1
2

≤ C

(∫
Ω\Ω2ε

∫
Ω

γδ(x, x
′)(v(x′)− v(x))2dx′dx

) 1
2

.

The last inequality holds because of Ω2ε ⊂ Ωy
ε . Since v is also in Sδ, by Bounded

Convergence Theorem, we can get I → 0 as ε→ 0.

Consider II, since v is smooth, we have

II ≤ ‖uδ‖Sδ‖v(x+ y)− v(x)‖Sδ(Ωyε ) ≤ C‖uδ‖Sδ‖v(x+ y)− v(x)‖S0(Ωyε ),

which also goes to 0 when ε→ 0 since |y| < ε.
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Corollary 2.3.6. Suppose uδ is the weak solution of (2.15) and u0 is the weak solution

of (2.16). Then we have

‖uδ − u0‖L2 → 0 as δ → 0 .

Proof. Let us assume that ũδ is the weak solution of (2.9). By the theorem stated

above, it suffices to show that ‖ũδ − uδ‖L2 → 0 as δ → 0, which can be derived from

Theorem 2.3.3 and the fact that

‖f − fδ‖L2 → 0 as δ → 0 .

Indeed, denote by φδ(x) =
∫

Ω
γδ(x + y)(y2 − x2)dy, then φδ is compactly supported

in x ∈ [0, δ] and

|φδ(x)| ≤
∫

Ω

γδ(x+ y)|y2 − x2|dy ≤
∫

Ω

γδ(x+ y)(x+ y)2dy ,

which is bounded for any x ∈ [0, δ]. Moreover, we also have∫
Ω

γδ(x+ y − 2)(x+ y − 2)(y − x)dy = φδ(1− x) ,

which is compactly supported in x ∈ [1− δ, 1] and is also bounded. Therefore, when

x ∈ [0, δ],

|f(x)− fδ(x)| ≤ |f(x)|
2

∣∣∣∣∫
Ω

γδ(x+ y)(y2 − x2)dy

∣∣∣∣+
1

2

∣∣∣∣∫
Ω

γδ(x+ y)(y2 − x2)f(y)dy

∣∣∣∣ .
The first integral is bounded and by Schwarz’s inequality,∣∣∣∣∫

Ω

γδ(x+ y)(y2 − x2)f(y)dy

∣∣∣∣2 ≤ ∫
Ω

γδ(x+ y)(y − x)2dy

∫
Ω

γδ(x+ y)(x+ y)2f(y)2dy

≤
∫

Ω

γδ(x+ y)(x+ y)2dy

∫
Ω

f(y)2dy

≤ ‖f‖L2 .

Then we can get that

‖f − fδ‖L2[0,δ] ≤ C1‖f‖L2[0,δ] + C2δ ,

which vanishes as δ → 0. Similarly, we also have

‖f − fδ‖L2[1−δ,1] → 0

as δ → 0. Then the claim is true since f(x)− fδ(x) = 0 for x ∈ [δ, 1− δ].
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2.3.2 Order of convergence

Our next aim is to estimate the formal order of convergence rate as δ → 0, in

the presence of Neumann type constraints. Towards this goal, we consider an even

more general setting by imposing a mixed type of volume constraints. For simplicity in

presentation, we consider the case Ω = (0, 1) with a Neumann type volume constraint

at x = 0 and a nonlocal Dirichlet type constraint at ΩD = [1, 1 + δ]. In this case, the

nonlocal operator given by (2.8) should be properly modified as

u 7→ Lδu := −2

∫
Ω∪ΩD

γδ(x
′, x) (u(x′)− u(x)) dx′, (2.23)

Then the nonlocal equation to be solved isLδu = fLδ on Ω ,

u = 0 on ΩD ,
(2.24)

where the one-sided modified body force fLδ is given by

fLδ (x) = f(x)− 1

2

∫
Ω∪ΩD

γδ(x+ y)(y2 − x2)(f(x) + f(y))dy

for any x ∈ Ω. The corresponding limiting local model of (2.24) is given by L0u = f in Ω ,

u′(0) = 0 , u(1) = 0 .
(2.25)

Note that we always choose f such that the exact solution u0 of the local problem

(2.25) decays smoothly to zero on the Dirichlet side and therefore we can zero extend

u0 to ΩD smoothly. We first remark that the use of the nonlocal δ-layer (such as

ΩD = [1, 1+δ] for the 1-D case) for imposing Dirichlet type of constraints is a feature

of nonlocal interaction that has been discussed in many previous works [Du et al.,

2013a]. Effectively, we are now treating Ω∪ΩD = [0, 1 + δ] as the material body but

assuming that u = 0 over [1, 1 + δ], the δ neighborhood on the right end, which is a

typical feature of nonlocal interaction that has been discussed in [Du et al., 2013a].

Due to mixed volume constraints, we have the nonlocal maximum principle stated

below.
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Lemma 2.3.7 (Maximum principle). Let γδ satisfy (2.12). If u ∈ C(Ω) and Lδu(x) ≤

0 for all x ∈ Ω, then

sup
x∈Ω

u(x) ≤ sup
x∈ΩD

u(x) .

Proof. Step 1. We are going to show that the claim is true if Lδu(x) ≤ −ε for x ∈ Ω,

where ε > 0. Assume that supx∈Ω u(x) > supx∈ΩD
u(x). Then since u ∈ C(Ω), we can

find x∗ ∈ Ω such that u(x∗) = supx′∈Ω u(x′) ≥ u(x) for any x ∈ Ω ∪ ΩD. Thus

Lδu(x∗) = −
∫

Ω∪ΩD

γδ(|x− x′|)(u(x′)− u(x∗))dx′ ≥ 0 ,

which contradicts with Lδu(x) ≤ 0,∀x ∈ Ω. So it must be true that supx∈Ω u(x) ≤

supx∈ΩD
u(x).

Step 2. Now we show that the claim is true if Lδu(x) ≤ 0. Let w(x) = u(x) + εx2,

then one can show that

Lδw(x) ≤ −ε
∫

Ω∪ΩD

γδ(|x− x′|)(x′2 − x2)dx′ ≤ −ε .

Therefore, from step 1 we know that for any ε > 0

sup
x∈Ω

w(x) = sup
x∈Ω

u(x) + ε ≤ sup
x∈ΩD

w(x) = sup
x∈ΩD

u(x) + ε(1 + δ)2 .

So we have the claim verified by letting ε→ 0.

Assume that uδ and u0 are the solutions to (2.24) and (2.25) respectively. Let us

denote eδ(x) = uδ(x)− u0(x) and Tδ(x) = (L0u0 −Lδu0) + (fLδ − f), then Lδeδ(x) =

Lδuδ(x) − Lδu0(x) = Tδ(x). By Taylor expansion and the symmetry of the kernels,

we can get the following truncation error estimate.

Lemma 2.3.8. [Truncation error] Suppose u0 is the solution to local problem (2.25).

Then

Tδ(x) =


O(δ2) for x ∈ [δ, 1) ,(∫ δ

x

(
2s2x− s3

6
− 3x2s

)
γδ(s)ds

)
u′′′0 (0) +O(δ2) for x ∈ (0, δ) .
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To get the formal order of convergence, we need the following important lemma.

Lemma 2.3.9. Suppose that a nonnegative continuous function Φ(x) is defined on

Ω ∪ ΩD, and

−LδΦ(x) ≥ G(x) > 0 .

Then

sup
x∈Ω
|eδ(x)| ≤ sup

x∈ΩD

Φ(x) · sup
x∈Ω

|Tδ(x)|
G(x)

Proof. Let Kδ = supx∈Ω
|Tδ(x)|
G(x)

. Then consider KδΦ(x)+eδ(x), we have Lδ(KδΦ+eδ) ≤

0. By applying the maximum principle Lemma 2.3.7 (noticing that it can be applied

since uδ ∈ C(Ω) if fLδ ∈ C(Ω) which implies eδ ∈ C(Ω)), we have

sup
x∈Ω

eδ(x) ≤ sup
x∈Ω

(KδΦ(x) + eδ(x)) ≤ sup
x∈ΩD

(KδΦ(x) + eδ(x)) = Kδ sup
x∈ΩD

Φ(x) ,

where eδ(x) = 0 for x ∈ ΩD is used. Similarly, we can also get

sup
x∈Ω
−eδ(x) ≤ Kδ sup

x∈ΩD

Φ(x) ,

which completes the proof.

Now to find Φ(x), the so-called barrier function (as in the PDE literature), we

suppose that it is of the form

Φ(x) = x2 + 2x .

Then Φ(x) is nonnegative on ΩD. Moreover, let

G(x) = −LδΦ(x) =


2 for x ∈ (δ, 1) ,

2

∫ δ

−x
γδ(s)

(
s2 + 2sx+ 2s

)
ds for x ∈ [0, δ] .

Therefore, G(x) > 0 for x ∈ Ω since when x ∈ [0, δ],

G(x) = 2

∫ δ

−x
γδ(s)s

2ds+ 4(1 + x)

∫ δ

x

γδ(s)sds > 0 .
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Now if we pick a specific kernel, namely (1.9) with γ being the characteristic

function on (0, 1):

γδ(x, x
′) =

3

2δ3
χ[0,1](

|x− x′|
δ

) for all x, x′ ∈ R. (2.26)

Then we have

Kδ = sup
{

sup
x∈(0,δ)

|δ4 − 16δ3x− 36δ2x2 + 51x4||u′′′0 (0)|+O(δ4)

16 (δ3 + 3δ2(1 + x)− x2(3 + 2x))
, O(δ2)

}
,

where the first term can be proved to be O(δ2). Indeed, let x = αδ, α ∈ (0, 1), then

the first term is equivalent to

(1− α)|1− 15α− 51α2 − 51α3||u′′′0 (0)|δ4 +O(δ5)

48 (1− α2) δ2 +O(δ3)
= O(δ2) .

Combining Lemma 2.3.9 and the above calculations, we have the desired O(δ2) esti-

mate.

More generally, for rescaled kernels (1.9), we have

Kδ = sup
{

sup
x∈(0,δ)

∣∣∣∫ δx γδ(s)(2s2x− s3

6
− 3x2s

)
ds
∣∣∣∫ δ

−x γδ(s)(2s+ 2sx+ s2)ds
|u′′′0 (0)|, O(δ2)

}
.

Let x = αδ where α ∈ (0, 1). We can simplify the fraction in the above equation by

plugging (1.9) into it and apply a change of variable t = s/δ to get:∣∣∣∫ δx γδ(s)(2s2x− s3

6
− 3x2s

)
ds
∣∣∣∫ δ

−x γδ(s)(2s+ 2sx+ s2)ds
= δ2 ·

∣∣∣∫ 1

α
γ(s)

(
2αs2 − s3

6
− 3δα2s2

)
ds
∣∣∣∫ 1

−α γ(s)(2s+ 2αδs+ δs2)ds
,

which can be proved to be O(δ2). Indeed, by (2.13) we can get∫ 1

−α
δs2γ(s)ds = O(δ) .

Moreover, the numerator on the right hand side∣∣∣∣∫ 1

α

γ(s)

(
2αs2 − s3

6
− 3δα2s2

)
ds

∣∣∣∣ ≤ (2α + 3δα2)

∫ 1

α

γ(s)s2ds+
1

6

∫ 1

α

γ(s)s3ds

≤
(

2α + 3δα2 +
1

6

)∫ 1

α

γ(s)sds .
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and the denominator can be simplified to∫ 1

−α
γ(s)(2s+ 2αδs+ δs2)ds = (2 + 2αδ)

∫ 1

α

γ(s)sds+O(δ) .

Then there exists a constant C independent of δ and α, such that∣∣∣∫ 1

α
γ(s)

(
2αs2 − s3

6
− 3δα2s2

)
ds
∣∣∣∫ 1

−α γ(s)(2s+ 2αδs+ δs2)ds
≤ C ,

which again gives the O(δ2) convergence order. We summarize into the following key

result of this chapter.

Theorem 2.3.10. Suppose uδ solves the nonlocal problem (2.24) and u0 is the solution

to local problem (2.25). Then when δ < δ0 for some constant δ0, there exists a constant

C > 0 independent of δ such that

sup
x∈Ω
|uδ(x)− u0(x)| ≤ Cδ2 .

2.3.3 Inhomogeneous Neumann conditions

Now we discuss the nonlocal analog to the classical diffusion problem with inho-

mogeneous Neumann boundary conditions. The latter is given by L0u = f in Ω ,

u′(0) = a , u(1) = 0 ,
(2.27)

where a 6= 0.

We aim to impose Neumann type volume constraint at the left end point x = 0.

In order to have the consistency, we assume in addition that the first moment of γ

exists for any δ > 0, namely ∫ 1

0

γ(s)s ds <∞ . (2.28)

Note that (2.28) is not always true for kernels given by (1.9), for example, γ(s) = 1/s2.

We note however that among practical choices of the kernels, one often takes γ to be

integrable itself, then (2.28) is automatically satisfied.
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Instead of (2.24), the nonlocal equation to be solved isLδu = f̃Lδ on Ω ,

u = 0 on ΩD ,
(2.29)

where Lδ remains the same as (2.23) but

f̃Lδ (x) = fLδ (x) + 2a

∫ 0

−δ
γδ(x, x

′)(x′ − x)dx′ . (2.30)

By (2.28), it is easy to check that the extra integration in (2.30) is well defined since

γ(s) does not have singularities when x 6= 0. Moreover, Lemma 2.3.8 and Lemma

2.3.9 still hold in this case since the last term in (2.30) cancels the new terms of

truncation errors due to the inhomogeneous conditions. Therefore, we still have:

Theorem 2.3.11. Suppose uδ solves the nonlocal problem (2.29) and u0 is the solution

to local problem (2.27). Then when δ < δ0 for some constant δ0, there exists a constant

C independent of δ such that

sup
x∈Ω
|uδ(x)− u0(x)| ≤ Cδ2 .

Remark 2.3.12. We can generalize the last term in (2.30). Indeed, to solve for

inhomogeneous Neumann boundary conditions, we introduce an auxiliary function ub

which is supported on (−δ, 0). Define

LNδ ub = −2

∫ 0

−δ
γδ(x, x

′)(ub(y)− ub(x))dy .

Then (2.30) can be written as

f̃Lδ (x) = fLδ (x) + 2LNδ ub ,

where ub(x) = −ax for x ∈ (−δ, 0). Here a 6= 0 is the local Neumann boundary data

and the negative sign comes from the outward normal direction at x = 0.

In general, ub does not have to be a linear function and the kernel in LNδ does not

have to be the same as that in Lδ. It is sufficient to choose the kernel ρδ for LNδ and

the auxiliary function ub such that∫ 0

−δ
ρδ(x, x

′)(ub(x
′)− ub(x))dx′ = a

∫ 0

−δ
γδ(x, x

′)(x′ − x)dx′ +O(δ) , (2.31)
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where O(δ) is some higher order term that is at least uniformly bounded by a constant

multiple of δ.

2.4 Numerical schemes

In this section, two classes of discrete schemes for (2.15) are studied, including the

quadrature/collocation schemes which are analogous to the ones presented in [Tian

and Du, 2013], and conforming finite element Galerkin approximations with piecewise

constant and piecewise linear finite element spaces. We refer to [Bessa et al., 2014;

Chen and Gunzburger, 2011; Tian and Du, 2014; Wang and Tian, 2012] for more

discussions on different numerical schemes and additional references. In this and the

followed section we still use the kernel (2.26) which provides a good illustration of

the more general case without messy notations.

2.4.1 Geometric discretization

We consider a uniform mesh (grid) in this section. For a positive integer N, we

set h = 1/N and let δ = rh for an integer r ≥ 1. Furthermore, we assume δ < 1
3
.

Introduce grid points on Ω as {xi = (i − 1)h}i∈ΩN where the index set is defined by

ΩN = {1, 2, . . . , N + 1}. Denote by Ij = ((j − 1)h, jh) for 1 ≤ j ≤ r. We also define

the standard piecewise constant basis functions by

φ0
i (x) =

1 for x ∈ (xi−1, xi),

0 otherwise,
for i ∈ ΩN , (2.32)

and the standard continuous piecewise linear hat basis functions by

φ1
i (x) =


(x− xi−1)/h for x ∈ (xi−1, xi),

(xi+1 − x)/h for x ∈ [xi, xi+1),

0, otherwise

for i ∈ ΩN . (2.33)
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2.4.2 Quadrature based finite difference discretization

For x ∈ Ωδ, since the integrating interval is symmetric with respect to x, we can

follow [Tian and Du, 2013] to get

Lδu(x) =

∫ δ

0

γδ(s)(u(x− s)− 2u(x) + u(x+ s))ds

=

∫ δ

0

u(x− s)− 2u(x) + u(x+ s)

sα
sαγδ(s)ds.

(2.34)

We consider the discrete operator Lhδ,α given by

Lhδ,αui =
r∑

m=1

ui−m − 2ui + ui+m
(mh)α

∫
Im

sαφ1
i (s)γδ(s)ds. i = r + 1, ..., N − r, (2.35)

where {ui} are approximations of {u(xi)}.

If we take α to be 1, then the discrete operator above can be written by

Lhδ,0ui = −3h

δ3

r−1∑
m=1

(ui−m − 2ui + ui+m)− h2(3r − 1)

2δ4
(ui−r − 2ui + ui+r) , (2.36)

for i = r + 1, ..., N − r.

In [Tian and Du, 2013], it was shown that such quadrature-based schemes are

asymptotically compatible for linear nonlocal equations with Dirichlet-type constraints.

We now demonstrate in our numerical experiments that it is also true for Neumann

volume-constrained problems.

A distinction from [Tian and Du, 2013] is that we also need to discuss here the

case that x ∈ Ω \ Ωδ, for which the integrating interval is no longer symmetric. We

can either directly use the composite trapezoid rule to approximate the integral, or

separate the interval into a symmetric part where we can again exploit the quadrature

scheme mentioned above and the remainder where we can consider other quadratures.

Given the above discrete nonlocal difference operators, the proposed quadrature

based finite difference scheme of (2.15) is

− Lhδ,0ui = fδ(xi) i ∈ {1, ..., N + 1} (2.37)
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Let U be a column vector with entries {ui}N+1
i=1 , and F be that with entries

{fδ(xi)}N+1
i=1 , we may rewrite the corresponding linear systems as

ADU = F (2.38)

Note that the above stiffness matrix is obtained without any compatibility constraints,

so the matrix is singular and the solution of corresponding linear system is not unique.

This issue is to be discussed in section 2.5.

2.4.3 Finite element discretization

Given the constrained energy space Sδ(Ω) and the bilinear form, the associated

weak formulation of (2.15) is given by: finding u ∈ Sδ(Ω) such that ∀v ∈ Sδ(Ω),

Bδ(u, v) = (fδ, v)Ω.

Let Shδ ⊂ Sc be a family of finite element spaces corresponding to a uniform mesh

{xi} parameterized by the mesh size h, as described earlier, with {φki }
Nh
i=1 being the

nodal basis. Let uh ∈ Shδ be the Galerkin approximation of u given by

Bδ(uh, vh) = (fδ, vh)Ω ∀vh ∈ Shδ . (2.39)

Now suppose uh =
∑Nh

i=1 uiφ
k
i (x), we pay particular attention to the cases k = 0

and 1 with the case k = 0 corresponding to piecewise constant basis functions (2.32)

(if the energy space admits such functions, which is guaranteed if ρδ has finite first

order moment), and the case k = 1 corresponding to standard continuous piecewise

linear elements with hat basis functions given by (2.33) (which works for γδ that has

finite second order moment).

Similar to difference approximations, let U be the column vector composed of

the nodal values {ui}Nhi=1, and Fk being the vector with entries {(fδ, φki )Ω/h}Nhi=1 that

represent the weighted average of fδ around xi. Then (2.39) gives linear systems

AE,kU = Fk with {AE,k}1
k=0 being the nonlocal stiffness matrices for the finite element

approximation. The issue of uniqueness of solution will again be discussed later.
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2.5 Numerical studies

We now report results of numerical experiments which substantiate the analysis

given earlier and offer quantitative pictures to the behavior of numerical solutions

especially in the local limit. We first discuss how to impose the Neumann constraint

numerically in order to ensure the uniqueness of the numerical solution. The order of

convergence for some limiting processes are also examined. Through the numerical

experiments, we can recover results analogous to those in [Tian and Du, 2013] for

pure Dirichlet constraints.

2.5.1 Numerically imposing the compatibility constraints

After numerical discretization, we get the stiffness matrices A that can be AD, AE,0

or AE,1. However, they all have a one-dimensional kernel due to the non-uniqueness.

We may impose the constraint that the average of the solution being zero. Or we

may modify the stiffness matrix obtained from numerical discretization. Let E be the

column vector with entries all 1. Then E is in the kernel of stiffness matrix A. Let

B = A+EET , we solve the linear system BU′ = F instead of solving AU = F, where

F is the right hand side corresponding to different stiffness matrices. Then the vector

U′ has the property of mean zero. For homogeneous nonlocal Neumman condition,

U′ is the numerical solution we want. If the compatibility constraint is that average

of u in (0, 1) is Cn but not zero, we need to set Uh = U′ + ChE, where Ch → Cn as

h→ 0 (h is the mesh size).

In our experiments, we adopt the second approach for the following reasons: 1)

the order of convergence with mixed type volume constraints is derived theoretically

in Section 2.3.2. We want to see if there is any difference for pure Neumann volume

constraints; 2) previous studies in [Tian and Du, 2013] contained a set of experiments

with Dirichlet volume constraints, it is desirable to impose pure Neumann type con-

straints numerically as in the model here in order to compare with the results shown
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in [Tian and Du, 2013].

We note that the compatibility constraint can be avoided if we impose Dirichlet

type volume constraint on one end of the nonlocal boundary region (ΩD = [1, 1 + δ],

for instance) and consider Neumann type constraint on the other end. In other words,

we discretize and solve (2.24) with the nonlocal operator given by (2.23). This also

ensures the uniqueness of the numerical solution without the need for imposing the

compatibility constraint.

2.5.2 Example 1

We first fix the horizon δ. In order to get simpler benchmark solutions, we calculate

the right hand side of the nonlocal equation based on an exact solution u(x) = x2(1−

x)2. This naturally leads to a δ-dependent right hand side f = f̃δ(x). Meanwhile,

we need to modify our nonlocal constraints to match with u(x), which leads to our

target inhomogeneous volume constrained equation:
Lδu = f̃δ on Ω ,∫
Ω

u = Cn .
(2.40)

We solve the nonlocal problem on a uniform mesh and take δ to be constant and

reduce h to check the convergence properties. As an illustration we choose δ = 1
4

and refine the mesh with decreasing h. For each h, we use the second approach

discussed above to numerically impose the compatibility conditions and the constant

Ch is chosen as Ch = Cn = 1
30

which is the integral of u over Ω.

Table 2.1 shows errors and error orders of the finite difference (columns 2 and 3)

and the piecewise linear finite element (columns 4 and 5) approximations to limiting

solution x2(1− x)2 with a fixed δ = 1
4

while refining mesh with a decreasing h, where

Rh denotes the restriction to the quadrature points {xi = ih}Ni=0 and Ih denotes

the piecewise linear interpolant operator. From the data in the table, we see that

the convergence rate for fixed δ is O(h2) for both finite difference and finite element
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quadrature collocation p.w. linear fem

h ‖Uh −Rhu‖∞ Order ‖uh − Ihu‖∞ Order

2−3 4.59× 10−3 −− 8.23× 10−3 −−

2−4 1.19× 10−3 1.95 3.85× 10−3 1.10

2−5 3.00× 10−4 1.98 1.22× 10−3 1.66

2−6 7.53× 10−5 1.99 3.37× 10−4 1.85

2−7 1.88× 10−5 2.00 8.82× 10−5 1.93

2−8 4.71× 10−6 2.00 2.25× 10−5 1.97

2−9 1.18× 10−6 2.00 5.69× 10−6 1.98

2−10 2.94× 10−7 2.00 1.43× 10−6 1.99

Table 2.1: Errors of quadrature collocation and piecewise finite element approxima-

tions for fixed δ = 1
4

to solution x4 − 2x3 + x2.

approximations. We remark that the piecewise constant finite element approximation

has the same convergence behavior and the data is omitted.

2.5.3 Example 2

We now report numerical experiments to show the order of convergence at con-

tinuum level as δ → 0, which was discussed analytically in Section 2.3. We discretize

and solve the following equation:
Lδuδ = fδ on Ω ,∫
Ω

uδ = Cδ .
(2.41)

fδ is the modified body force given in (2.14). The constant Cδ in the above equation

is dependent of δ, and goes to some constant Cn when δ goes to zero, which means
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that the limiting local equation is
L0u = f on Ω ,

u′(0) = u′(1) = 0 ,∫
Ω

u = Cn .

(2.42)

We specify the local limit of the nonlocal solution as u(x) = x3/3 − x6/6, hence

the right hand side of the local PDE would be f(x) = 5x4 − 2x. Denote by Uh
δ the

numerical solution of (2.41) with horizon δ and mesh size h. Then from example 1,

with fixed δ, Uh
δ are known to converge to the interpolant of nonlocal solution uδ with

decreasing h. Therefore, when we keep δ decreasing and pick a relative small enough

h as our limit case, the result we get can approximate the limiting process which

we discussed in section 2.3. In this example, since we only care about the limiting

behavior of the numerical solution of uδ, we can directly choose Cδ as 5
84

which is

the exact integral of the local limit u. Moreover, we impose such a constraint on the

numerical solution Uh
δ as well by setting

h
(
Uh
δ [1]/2 + Uh

δ [2] + · · ·+ Uh
δ [N ] + Uh

δ [N + 1]/2
)

= 5/84 .

Table 2.2 shows errors and error orders to the local limit of the quadrature col-

location (columns 2 and 3) and piecewise linear finite element (columns 4 and 5)

approximations as δ goes to 0 while fixing a small enough mech size h. From the data

in the table, we can see that the convergence rate to the local limit is O(δ2), which is

same as what we showed in earlier analysis. We remark that the piecewise constant

finite element approximations also converge to the local limit with the same rates.

We also want to check the asymptotic compatibility of the model. Table 2.3 shows

that the error order as h→ 0 with fixed r = δ/h remain O(h2).

Furthermore, we now confirm that the nonlocal solution recovers the Neumann

boundary conditions as δ → 0 and the derivatives also converge. For Uh
δ with different

δ and h small enough, we have that

u′δ(0) ≈ D+
h Uh

δ [1] := (Uh
δ [2]−Uh

δ [1])/h
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quadrature collocation p.w linear fem

δ ‖Uh
δ −Rhu‖∞ Order ‖uhδ − Ihu‖∞ Order

2−2 3.03× 10−2 −− 2.80× 10−2 −−

2−3 7.26× 10−3 2.06 5.07× 10−3 2.47

2−4 1.79× 10−3 2.02 9.50× 10−4 2.41

2−5 4.45× 10−4 2.01 1.92× 10−4 2.31

2−6 1.08× 10−4 2.04 4.13× 10−5 2.21

2−7 2.59× 10−5 2.06 8.48× 10−6 2.27

Table 2.2: Errors and error orders of finite difference and piecewise linear finite ele-

ment approximations as δ → 0 to solution x3/3− x6/6.

quadrature collocation p.w linear fem

h ‖Uh
δ −Rhu‖∞ Order ‖uhδ − Ihu‖∞ Order

2−3 4.97× 10−3 −− 1.13× 10−2 −−

2−4 1.20× 10−3 2.04 2.86× 10−3 1.98

2−5 2.96× 10−4 2.02 7.21× 10−4 1.99

2−6 7.34× 10−5 2.01 1.81× 10−4 2.00

2−7 1.83× 10−5 2.01 4.53× 10−5 2.00

2−8 4.55× 10−6 2.00 1.13× 10−5 2.00

Table 2.3: Errors and error orders of finite difference and piecewise linear finite ele-

ment approximations as h→ 0 with fixed r = 2 to solution x3/3− x6/6.
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and

u′δ(1) ≈ D−h Uh
δ [N + 1] := (Uh

δ [N + 1]−Uh
δ [N ])/h ,

where D±h are the difference quotient operators associated to forward and backward

differences respectively. Central difference quotient is used for other nodes, namely

u′δ((j − 1)h) ≈ DhU
h
δ [j − 1] := (Uh

δ [j]−Uh
δ [j − 2])/2h ,

where j = 2, 3, · · · , N . Take the finite difference approximation as illustration, Table

2.4 shows that as δ → 0, the derivatives of nonlocal solutions converge with an order

of O(δ). For more studies on nonlocal gradient recovery, we refer to [Du et al., 2016b],

and also Chapter 4 in the thesis.

δ ‖DhU
h
δ −Rhu

′‖∞ Order

2−2 4.51× 10−1 −−

2−3 2.24× 10−1 1.01

2−4 1.17× 10−1 0.93

2−5 6.09× 10−2 0.95

2−6 3.11× 10−2 0.97

2−7 1.57× 10−2 0.98

Table 2.4: Errors and error orders of numerical derivatives of finite difference approx-

imations as δ → 0.

2.5.4 Example 3

In this example, we study another limit process. Recall in [Tian and Du, 2013;

Tian and Du, 2014] that in the case with asymptotically compatible finite difference

and piecewise linear finite element discretization, the numerical solutions give the

correct local limit but not the case with piecewise constant finite element. For δ = rh
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with a fixed integer r ≥ 1, the continuous piecewise linear finite element approxi-

mation provides a consistent difference approximation to the local limit as h → 0.

Moreover, for problems with sufficiently smooth solutions, the order of truncation er-

ror is still O(h2). However, for the piecewise constant finite element approximation, it

goes to a different and wrong local limit as h→ 0, confirming that the conclusions in

[Tian and Du, 2013; Tian and Du, 2014] remain valid for the Neumann case. We take

r = 1 and start with δ = 2−4 and choose the local limit as u(x) = x2(1− x)2. Figure

2.1 shows that with fixed r = 1, the piecewise constant finite element approximation

converges to a local limit which is no longer u.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

δ=2
-4

δ=2
-5

δ=2
-10

u(x)=x
2
(1-x)

2

Figure 2.1: The local limit of piecewise constant finite element approximation with

fixed r as h→ 0.
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2.6 Discussion

In this chapter, we have analyzed a linear nonlocal diffusion model which is posed

as a nonlocal boundary value problem of Neumann type. We have considered a class

of kernels associated with the some variational problems. Basic structural properties

of the associated nonlocal energy spaces, such as completeness and compactness,

are established, leading to well-posedness for the variational problems. We refer

to [Mengesha and Du, 2014a; Mengesha and Du, 2014b; Mengesha and Du, 2013;

Mengesha and Du, 2016] for more properties of the energy space.

One of our main focuses is a study of the limiting processes of both the nonlo-

cal diffusion models and the discrete approximations, including the quadrature based

finite difference and conforming finite element discretizations. These are representa-

tives of two classes of methods which can be applied to problems with very general

nonlocal interaction kernels having a finite second order moment. Note that much of

the previous studies on Dirichlet type constrained nonlocal diffusion problems have

now been extended to problems with Neumann type volume constraints. We estab-

lish the local limit of the nonlocal diffusion model as the horizon goes to zero, and

estimate the convergence rate of such a limiting process, which is confirmed by nu-

merical experiments. In particular, we are able to numerically recover most of the

results presented in [Tian and Du, 2013] of the problems with Dirichlet volume con-

straints. In section 2.5, we discuss the similarities and differences between the limiting

behavior of numerical methods. These methods are all convergent with the same rate

when applied to the nonlocal problem with a fixed horizon δ. However, they behave

differently depending on the ratio of horizon and mesh size (δ/h) being fixed. The

piecewise constant finite element approximation converges to a different local limit,

which is a scalar multiple of the local limit of other approximations. The surpris-

ing findings are again consistent to the results given for models with homogeneous

Dirichlet conditions.

Finally, the current study is largely based on a simple one-dimensional linear model
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for the sake of offering insight without being impeded by tedious calculations. One

can find in [Du et al., 2018c] the asymptotically compatible quadrature-based finite

difference schemes for general-dimensional spaces. In our analysis here, the computa-

tional mesh is taken to be uniform and the horizon parameter δ is also assumed to be a

constant. While these serve the purpose of illustration well, additional complications

may arise in practical implementations. In addition, later in Chapter 5 we will extend

the results obtained in here to the linear peridynamic model with a spatially varying

horizon which mimics a spatial change of scales in nonlocal interactions. The present

work also serves as a useful step towards the study of nonlocal interface problems and

the development of domain decomposition strategies for nonlocal problems.
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Chapter 3

A peridynamic model of fracture

mechanics with bond-breaking

As mentioned in Chapter 1, the PD model that incorporates the bond-breaking

rule leads to a dynamic system of time dependent differential integral equations hav-

ing both spatial nonlocal/nonlinear interactions and temporal memory/history depen-

dence. A few recent studies have touched upon the rigorous mathematical theory of

nonlinear models [Emmrich and Puhst, 2013; Lipton, 2014; Mengesha and Du, 2016;

Emmrich and Puhst, 2016]. Notably, [Tian, 2017] presents rigorous results on the

existence, uniqueness and continuous dependence on the initial data of solutions to

the nonlinear PD model with a properly defined bond-breaking rule.

In this chapter, we aim to carry out numerical simulations based on the modi-

fied PD model in [Tian, 2017] which serve several purposes. For example, they offer

demonstrations on how to mathematically impose inhomogeneous traction loading

conditions properly in the numerical simulations of nonlocal models like peridynam-

ics, which is an interesting and important practical issue. Moreover, numerical con-

vergence can be observed in the test cases and the simulations also illustrate the

effectiveness of the well-posed PD models for crack propagation. In particular, they

are able to capture propagation and branching patterns that are consistent to those
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presented in earlier simulations. The full discussion can be found in [Du et al., 2017a].

3.1 A new mathematical formulation

As introduced in Chapter 1, the bond-based peridynamic equation of motion is

given by

ρü(t,x) =

∫
Bδ(x)

f(t,u(t, x̂)− u(t,x), x̂− x)dx̂ + b(t,x) , (3.1)

where ρ is the constant density, u = u(t,x) is the displacement field, b = b(t,x)

denotes the body force, and f is the pairwise force density. We let η(t) and ξ denote

u(t, x̂)−u(t,x) and x̂−x respectively. [Du et al., 2017a; Tian, 2017] reformulates the

original form via a rigorously defined mathematical relation where the force density

f is specified by a single scalar equation given by

f(t,x, x̂,u) = ωδ(|ξ|)f(S(t,x, x̂,u)µ(S∗(t,x, x̂,u))e(t,x, x̂,u) . (3.2)

Here, the unit vector e for bond direction and the bond relative elongation (stretch)

S are given by

e(t,x, x̂,u) = e(η, ξ) =
η + ξ

|η + ξ|
and S(t,x, x̂,u) = S(η, ξ) =

|η + ξ| − |ξ|
|ξ|

.

(3.3)

Moreover, S∗ is defined as

S∗(t,x, x̂,u) = max
0≤s≤t

S(s,x, x̂,u) .

The kernel function ωδ is assumed to be compactly supported. In particular,

ωδ(|ξ|) = 0 if |ξ| > δ ,

with the constant δ > 0 representing the horizon parameter measuring the range of

nonlocal interaction. An additional assumption on ωδ used in this paper is that∫
ωδ(|ξ|)
|ξ|

dξ <∞ . (3.4)
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The modification reflects on two scalar functions, f and µ, in order to have desired

continuous history dependence of the force field, which could be a physically sensible

feature as well. To this end, we define some constant parameters

−1 < S−1 < S−0 < 0 ≤ S+
0 < S+

1 <∞,

and scalar functions f, µ ∈ C([−1,∞]) such that

f(x) =



S−0
x− S−1
S−0 − S−1

, if x ∈ (S−1 ,S−0 ),

x, if x ∈ [S−0 ,S+
0 ],

S+
0

S+
1 − x
S+

1 − S+
0

, if x ∈ (S+
0 ,S+

1 ),

0, elsewhere,

and µ(x) =


1, if x ∈ [−1,S+

0 ),

S+
1 − x
S+

1 − S+
0

, if x ∈ [S+
0 ,S+

1 ],

0, if x ∈ (S+
1 ,∞).

(3.5)

A pictorial illustration of f and µ is shown in Fig. 3.1.

bond stretch

force scalar f

S+
0 S+

1−1

S−1S−0
maximal stretch

damage factor µ

S+
0 S+

1

1

Figure 3.1: Modified force scalar and damage factor.

The study of mathematical properties of the new formulation, such as well-posedness

of the new PD model and energy decay of the underlying dynamics, is omitted here

since we aim to focus on the numerical simulation in this chapter. We refer to [Du et

al., 2017a] for more detailed discussions.
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3.2 Numerical simulations

In this section, we present a set of numerical experiments to demonstrate the

effectiveness of the new peridynamic model when applied to the numerical simulations

of dynamic brittle fracture. For comparison purposes, we mainly focus on the crack

branching process in a model of soda-lime glass as documented in [Bobaru and Zhang,

2015].

3.2.1 Discretization

The numerical solution to nonlocal peridynamic models has been a popular re-

search subject. Various methods have been implemented including particle/meshfree

discretization, finite difference and finite element methods as well as Fourier spectral

methods (for spatially periodic problems). We refer to [Du, 2016] for a brief review.

Although we have studied the notion of asymptotically compatible schemes in the

previous chapters, we only focus on solving PD models with a fixed horizon in this

chapter. We therefore adopt a more popular quadrature based discretization devel-

oped in [Lehoucq et al., 2008]. For the integrals in (3.1), the discretization uses a

midpoint quadrature rule. We denote by xi (the reference position of the node i) and

Vi (the nodal volume of the node i) the quadrature point and weight respectively.

The spatially discrete dynamic systems are then given by

ρüi =
∑
j∈Fi

fijV
(i)
j + bi ,

where fij denotes the discrete pairwise force function as defined by (3.2) and (3.5).

For time discretization of the dynamic system, we use the standard Velocity Verlet

scheme. As in [Bobaru and Zhang, 2015], we use the 2D conical micromodulus as the

nonlocal interaction kernel:

ωδ(|ξ|) =
24E

πδ3(1− ν)

(
1− |ξ|

δ

)
,
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where E is Young’s modulus and ν is Poisson ratio (fixed to 1/3 in this 2D plane

stress case). It is easy to see that in 2D, the above defined ωδ satisfies (3.4) so our

mathematical theory does apply. For the conical micromodulus function, the critical

relative elongation used in the original PMB model is given by

Sc =

√
5πG0

9Eδ
,

where G0 is the material fracture energy. In our simulations, S−1 and S−0 are simply

set to be −0.99 and −0.98 respectively, which are thought to be close enough to −1 so

that it will not affect bond breaking when the bonds are in compression. Indeed, we

see from the simulations that making them closer to −1 do not change the solution at

all. Meanwhile, we consider several choices of S+
0 and S+

1 as they get closer together

and the results will be discussed in more details later. We also use the algorithms

stated in [Bobaru and Zhang, 2015] to approximate the nodal areas covered by the

horizon and to compute the conical micromodulus function.

3.2.2 Modeling dynamic fracture of soda-lime glass

Similar to the problem setup in [Bobaru and Zhang, 2015], let us consider a

central-crack thin rectangular plate of dimensions 10cm×4cm (see Fig. 3.2). Along

the top and bottom edges a spatially uniform and constant-in-time tensile load σ is

applied. The implementation details for such a loading boundary condition will be

given later. The material used here is the soda-lime glass with its elastic and fracture

properties given in Table 3.1. Rather than the Poisson ratio 0.22, we note that the

corresponding 2D bond-based peridynamic model takes on a Poisson ratio 1/3.

In [Bobaru and Zhang, 2015], loading traction boundary conditions are imposed

on a single layer of discrete nodal points by the upper and lower boundary edge, which

is a practice that may lead to some issues as the mesh get refined, see Chapter 2 for

more extensive discussions. The more suitable and mathematically rigorous approach,

which is implemented in our experiments here, is to impose “Neumann”-type nonlocal
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Figure 3.2: Two-dimensional rectangular pre-cracked plate under traction loading.

Material Property Value

Young’s modulus E (GPa) 72

Density ρ (kg/m3) 2440

Fracture energy G0 (J/m2) 3.8

Table 3.1: Material and model parameters for the crack propagation simulation in

Fig. 3.2.

boundary conditions through a body force b = b(t,x) on a δ-layer inside the boundary

edges, or discretely, on m layers of nodal points near the boundary where m is the

ratio between horizon and mesh size: m = δ/h. Initially in discretization, if a node,

indexed by ni, is close to the upper boundary with a distance less than δ, then the

traction on this node is defined as

b(ni) =
σ ·∆x

m · V (ni)
e ,

where e is the unit vector pointing up, i.e e = (0, 1), ∆x is the grid spacing in the

x-direction and V (ni) is the area of the node ni. Similarly, if the node is close enough

to the lower boundary, that traction on this node is computed by the same formula

but in an opposite direction −e.
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3.2.3 Crack branching in soda-lime glass

We first perform an experiment to see how the cracks propagate subject to different

loading amplitudes. A uniform grid spacing, namely ∆x = ∆y = h is used. We choose

the tensile load σ to be 0.2 MPa, 2 MPa and 4 MPa respectively. The results in terms

of the damage maps with a horizon of δ = 1mm and a sufficiently small time stepping

∆t = 0.02 µs are shown in Fig. 3.3.

In this example we choose S+
0 = 0.95Sc and S+

1 = 1.05Sc first. To assure the

numerical accuracy of all of our reported simulation results, we focus on the prop-

agation of the pre-existing central crack and the first branching process. We stop

the time evolution roughly around the time of a secondary crack branching. Reliable

simulations after such a point in time are feasible but demand much higher numerical

resolution, which is beyond the scope of this work.

The damage index φ for a node is a number between 0 and 1 whose definition is

given by

φ(x, t) = 1−

∫
Bδ(x)

µdVx̂∫
Bδ(x)

dVx̂

,

where µ is the modified damage factor as defined by (3.5). We plot the damage index

φ (using a threshold of 0.4 to highlight the damage area and crack path) in Fig. 3.3.

By comparing the results in Fig. 3.3 with that in [Bobaru and Zhang, 2015, Fig. 5],

we can see that our new model does not alter the damage maps much for all the

different loading amplitudes.

We now discuss the effect of the choice of S+
0 = 0.95Sc and S+

1 = 1.05Sc on the

simulation results. In fact, the crack profile has little change when we make perturba-

tions to values S+
0 and S+

1 . Fig. 3.4 presents the damage index maps with three sets of

values to demonstrate the numerical convergence as S+
0 and S+

1 go to Sc. In order to

see the convergence more quantitatively, we look into the displacement fields and dam-

age indices at the final time step. We compute the differences between the solutions
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(a)

(b)

(c)

Figure 3.3: Damage index maps (or crack paths) computed with different amplitudes.

From top to bottom: (a) σ = 0.2 MPa at 150 µs; (b) σ = 2 MPa at 43 µs; (c)

σ = 4 MPa at 20 µs.
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(a)

(b)

(c)

Figure 3.4: Damage index maps (or crack paths) computed with different S+
0 and

S+
1 for δ = 1 mm, m = 4 and σ = 2 MPa at 43 µs. From top to bottom: (a)

S+
0 = 0.85Sc and S+

1 = 1.15Sc; (b) S+
0 = 0.9Sc and S+

1 = 1.1Sc; (c) S+
0 = 0.98Sc

and S+
1 = 1.02Sc.
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of {S+
0 ,S+

1 } = {0.85Sc, 1.15Sc}, {0.9Sc, 1.1Sc} and {0.95Sc, 1.05Sc} and the solution

of {S+
0 ,S+

1 } = {0.98Sc, 1.02Sc} in the L2 norm. We denote by {exi , e
y
i , e

p
i , i = 1, 2, 3}

these norms of the differences in the components of the displacement field in the x-

direction and the y-direction, and the damage index respectively. In Table 3.2, we

present the differences at the final time t = 43µs. The results imply that the errors

are relatively quite small and the convergence is evident as both S+
0 and S+

1 go to

Sc. Based on this observation, in the remaining experiments, we retain the choice of

S+
0 = 0.95Sc and S+

1 = 1.05Sc.

x-Direction
ex1 ex2 ex3

8.87× 10−8 5.52× 10−8 2.52× 10−8

y-Direction
ey1 ey2 ey3

1.07× 10−6 6.74× 10−7 3.05× 10−7

Damage index
ep1 ep2 ep3

4.59× 10−3 3.49× 10−3 2.48× 10−3

Table 3.2: Differences between displacements and damage indices computed with

different S+
0 and S+

1 for δ = 1 mm, m = 4 and σ = 42 MPa at 43µs, showing

convergence as S+
0 and S+

1 go to Sc.

Let us next conduct a numerical convergence test, which is important but has

not been carefully performed in the literature especially for crack growth simulations.

The convergence is checked by refining meshes with a fixed horizon (δ = 1mm) and a

constant loading amplitude (σ = 4 MPa). We refine the spatial mesh by taking the

ratio between horizon and mesh size to be m = 2, 3, 6 and 12. The case m = 1 is

also performed but it produces nonphysical results and is thus discarded. We take a

sufficiently small time step ∆t = 0.02µs to assure that the time-integration error is

negligible.

Fig. 3.5 shows the damage maps and plots of energies with different values of m,
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Figure 3.5: Damage index maps (or crack paths) and energies computed with different

m for δ = 1 mm and σ = 4 MPa at 20 µs. Left from top to bottom: damage maps of

(a) m = 2, (c) m = 3, (e) m = 6, and (g) m = 12; Right from top to bottom: the

plots of energies of (b) m = 2, (d) m = 3, (f) m = 6, and (h) m = 12.
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(a)

(b)

(c)

(d)

Figure 3.6: Strain energy computed with different m for δ = 1mm and σ = 4 MPa at

20 µs. From top to bottom: (a) m = 2; (b) m = 3; (c) m = 6; (c) m = 12.
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where Ep and Ek denote the potential and kinetic energy respectively, and Total ME

is the total energy E(t) defined as

E(t) =
1

2

∫
Ω∪ΩI

∫
Ω∪ΩI

|x̂− x|ωδ(|x̂− x|)p(S(t,x, x̂,u))µ(S∗(t,x, x̂,u))dx̂dx

+
1

2

∫
Ω

|u̇(t,x)|2dx−
∫

Ω

u(t,x) · b(x)dx ,

(3.6)

which consists of the contributions from the stored nonlocal elastic energy, kinetic

energy and the work done by external force. Here p is the antiderivative of the force

scalar function f . More specifically, we can let p(0) = 0 and p′(x) = f(x). By the

definition of f in (3.5), we can see that p(x) ≥ 0 for any x. See Fig. 3.7 for a sketch

of p(x).

bond stretch

p

S+
0 S+

1−1S−1S−0

Figure 3.7: Sketch of p(x). p′(x) = f(x), p(0) = 0.

From the figure we can see that the total energy is a nonincreasing function over

time (energy decay property). Moreover, Fig. 3.6 also shows convergence results with

mesh refinement where the plots of strain energy density (in logarithmic scale) are

given at the final time. From Fig. 3.5 and Fig. 3.6, the convergence can be visually

observed.

Moreover, in Fig. 3.8, the convergence can also be seen from the plots of the dif-

ferences, between the coarse meshes (m = 2, m = 3 and m = 6) and the finest mesh

(m = 12), of the potential energy, kinetic energy and total mechanical energy includ-

ing the work done by the external body force (tensile loading). As time increases, the

crack propagates and branches so that the increased complexity in the solutions and
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Figure 3.8: Convergence of energy differences with different m for δ = 1mm and σ = 4

MPa. From top to bottom: (a) Potential energy; (b) Kinetic energy; (c) Total ME.
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(a)

(b)

(c)

(d)

Figure 3.9: Different phases of crack propagation and branching for δ = 1 mm and

σ = 4 MPa. From top to bottom: (a) t = 0 µs; (b) t = 6 µs; (c) t = 9 µs; (d)

t = 15 µs.
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accumulations of errors generally leads to increases in the absolute differences. This

is particularly evident in the plots of the total mechanical energy in Fig. 3.8. The

plots of errors of potential energy and kinetic energy (differences between solutions

on different meshes), however, show oscillations, which may be correlated with the

variations in numerical resolutions of the different phases of the underlying process

(including the growth of cracks, branching of cracks as well as effects of wave reflec-

tions from the boundary). More details on the different phases of crack evolution can

be visualized in Fig. 3.9. Nevertheless, all of the results show diminishing differences

between numerical solutions on different meshes as the mesh gets refined.

x− direction y − direction

errorx2 errorx3 errorx6 errory2 errory3 errory6

1.62× 10−7 8.73× 10−8 1.36× 10−8 4.43× 10−7 3.50× 10−7 2.21× 10−7

Table 3.3: Differences between displacements computed with different m for δ = 1mm

and σ = 4 MPa at 20µs.

In order to see the convergence more quantitatively, we look into the displacement

fields for different m. We interpolate displacement fields computed on coarse meshes

(m = 2, m = 3 and m = 6) to the finest mesh (m = 12). Then we compute the

differences between the interpolated solutions on the coarse meshes and the solution

on the finest mesh in the L2 norm. We denote by {errorxm, errorym,m = 2, 3, 6} these

norms for the components of the displacement field in the x-direction and y-direction

respectively. In Table 3.3, we present {errorxm, errorym,m = 2, 3, 6} at the final time

t = 20µs. We note that the relatively larger errors (differences) produced in the

{errorym} are consistent with the larger displacement fields in the y-direction.



CHAPTER 4. ROBUST NONLOCAL GRADIENT RECOVERY FOR
QUADRATURE COLLOCATION APPROXIMATIONS 53

Chapter 4

Robust nonlocal gradient recovery

for quadrature collocation

approximations

As alternatives to partial differential equations (PDEs), nonlocal continuum mod-

els given in integral forms avoid the explicit use of conventional spatial derivatives and

allow solutions to exhibit desired singular behavior. It is of practical interest to de-

velop robust numerical schemes not only for the numerical solution of nonlocal models

but also for the evaluation of suitably defined derivatives of solutions. The latter moti-

vates the development of a nonlocal analog of gradient recovery for numerical solution

of PDEs. For structure mechanical models, this leads to a posteriori nonlocal stress

analysis. We illustrate in this chapter that when smooth solutions are found in nonlo-

cal models, one may compute local gradients of nonlocal solutions using conventional

techniques like that for PDEs. More generically however, we present a framework for

stress analysis of nonlocal solutions based on nonlocal gradient operators and their

asymptotically compatible discretization. We demonstrate that the nonlocal gradient

recovery is consistent in the local limit and is more advantageous than using local

gradients of nonlocal solutions. Superconvergence properties of some special nonlocal
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gradient operators are identified for nonlocal continuum models. Moreover, meth-

ods are presented to preserve such features in the numerical discretization. Both

computational observations and theoretical insights are provided to substantiate our

findings. The study here can also be found in [Du et al., 2016b].

4.1 Nonlocal gradient operator and quadrature col-

location approximation

In this section, we discuss how nonlocal gradient operators can offer a more ro-

bust tool for nonlocal stress analysis, in comparison with the use of conventional local

gradients and local differential operators. Our discussion here is focused on quadra-

ture/collocation approximations of nonlocal models, though much of the analysis

works for other approximation methods as well.

To illustrate the key concepts, we still present the study for a linear nonlocal

model defined on a finite bar Ω in R. However in this chapter, to further avoid

unnecessary complications due to nonlocal boundary conditions, periodic condition

is imposed with the periodic cell given by Ω = (0, 1). The simple setting allows us to

compare with results of their well-defined limiting local models. It is expected that

our approach works also for systems of equations in multi-dimensional spaces.

Let u = u(x) denote a scalar deformation field. Same to Chapter 2, the nonlocal

operator Lδ is defined by

Lδu(x) = −2

∫ δ

−δ
γδ(s) (u(x+ s)− u(x)) ds , (4.1)

where δ > 0 denotes the nonlocal horizon parameter and γδ(s) is a nonnegative

nonincreasing kernel function with a compact support in [0, δ] and a normalized second

moment. The nonlocal balance law is prescribed by

Lδu = f in Ω , (4.2)
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for a given external force f satisfying the compatibility condition∫
Ω

f(x)dx = 0 .

An additional constraint is needed to make the solution unique. We take∫
Ω

u(x)dx = 0 (4.3)

for simplicity. The limiting local model of (4.2) is then given by

L0u = f in Ω = (0, 1) , (4.4)

for L0 = − d2

dx2
, again with the periodic condition and uniqueness condition imposed

in (4.3).

4.1.1 Nonlocal gradient operator

The operator Lδ can be seen as the nonlocal analog of the second order derivative

L0. It is natural to introduce a nonlocal analog of the first order derivative, or the

nonlocal gradient operator in multidimensions. Detailed studies of these operators

are the subject of recently developed nonlocal vector calculus and we refer to [Du

et al., 2012] for formal derivations and [Mengesha and Du, 2016] for more extended

functional analysis. Nonlocal analog of integration by parts formula has also been

rigorously derived [Du et al., 2017b; Mengesha and Du, 2016].

Here, to recall the necessary definitions, we limit ourselves to the nonlocal gradient

operators defined below:

Gδu(x) =

∫ δ

−δ
sβδ(s)(u(x+ s)− u(x))ds , (4.5)

where βδ = βδ(s) is a nonnegative kernel with a bounded second moment. In partic-

ular, it may be taken as a rescaled form βδ(s) = δ−3β(s/δ), the same as (1.9), with β
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sharing the same properties. Another way of looking at Gδ is to rewrite (4.5) as

Gδu(x) =

∫ δ

−δ
s2βδ(s)

u(x+ s)− u(x)

s
ds

=

∫ δ

−δ
s2βδ(s)

u(x)− u(x− s)
s

ds

=

∫ δ

−δ
s2βδ(s)

u(x+ s)− u(x− s)
2s

ds .

With the assumptions on βδ(s), we may view s2βδ(s) as a density function, so that

Gδ is effectively a continuum weighted average of some discrete first order difference

operators up to the scale δ. If δ → 0, s2βδ(s) gets localized and behaves like a

Dirac-delta measure at the origin, thus, we indeed have d
dx

as the local limit of Gδ.

The above definition is a scalar version of a specialized case of nonlocal gradient

operators defined in [Du et al., 2012] and [Mengesha and Du, 2016]. There are also

the one sided versions (see [Du et al., 2017b; Tian et al., 2015] for related discussions)

G±δ u(x) = ±2

∫ δ

0

sβδ(s)(u(x± s)− u(x))ds , (4.6)

that one may also consider, in particular in the presence of geometric boundary or

potential discontinuities.

We note that there have been much discussions on nonlocal peridynamic stresses

and nonlocal strains in the literature, see [Silling, 2000; Lehoucq and Silling, 2008;

Bessa et al., 2014; Tupek and Radovitzky, 2014]. For the one dimensional nonlocal

operator Lδ associated with a kernel γδ, a particular nonlocal gradient operator Gp
δ

is given by

Gp
δu(x) =

∫ δ

−δ
sρδ(s)(u(x+ s)− u(x))ds , (4.7)

for any scalar field u = u(x), and

ρδ(s) =
2

s

∫ δ

s

γδ(z) dz, for 0 < s ≤ δ, ρδ(s) = 0, for s > δ,

and ρδ(s) = ρδ(−s) for s < 0.

A direct calculation gives

− d

dx
Gp
δu(x) = Lδu(x) (4.8)
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where Lδ is given by (4.1). The equation (4.8) is consistent with a derivation of the

nonlocal peridynamic stress given in [Lehoucq and Silling, 2008] for a deformation

field in multiple space dimensions that has been seen as a consequence of the Noll’s

lemma, hence the use of superscript p in the notation Gp
δ . Our formulation adopts

a simpler and more conventional representation in the same form as (4.5). we note

that for γδ satisfying (1.9) and the second moment condition (2.3), the function ρδ

also shares the same properties as it can be written by

ρδ(s) =
2

s

∫ δ

s

1

δ3
γ(
z

δ
)dz =

1

δ3

2δ

s

∫ 1

s/δ

γ(z)dz =
1

δ3
ρ(
s

δ
),

where for s ≥ 1, and ρ(s) = 0 for s ∈ (0, 1),

ρ(s) =
2

s

∫ 1

s

γ(z) dz, ρ′(s) = − 2

s2

∫ 1

s

γ(z) dz − 2

s
γ(s) ≤ 0 .

It is also easy to check that∫
R
ρ(|ξ|)ξ2dξ = 2

∫ 1

0

s2γ(s)ds = 1.

For the simple 1d linear model (4.2) with a periodic boundary condition (so that

boundary effect can be ignored), and the nonlocal solution uδ = uδ(x) of (4.2) and

the local limit solution u0 = u0(x) of (4.4) with the same right hand side function

f = f(x), it has been shown [Du and Yang, 2016] that the difference between uδ

and u0 are in general on the order of O(δ2), see similar estimates in Theorem 4.3.1

in Section 4.3. However, by taking the first integrals of both the nonlocal and local

equations, we can derive from (4.8) the following result.

Theorem 4.1.1. For the same data f = f(x), let uδ be the solution of the nonlocal

equation (4.2) and u0 be the solution of the local limit (4.4). Then

Gp
δuδ(x) =

d

dx
u0(x) . (4.9)

The above relation implies the superconvergence or exactness of the nonlocal gra-

dient of the nonlocal solution to the local derivative of the associated local limit
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solution. This, of course, is a rather special consequence valid for the 1d problems

under consideration. More general multidimensional cases would be studied in the fu-

ture. For other choices of the kernel βδ, (4.9) may not hold, and the error Gδuδ− d
dx
u0

might depend on δ, the nonlocal kernels and the data f . More detailed discussions

can be found in later sections.

While Gp
δ has nice properties like (4.9), we note that nonlocal gradients given in

(4.5) and (4.6) provide us more choices. For instance, the one-sided version may be

useful near the boundary in the presence of other boundary conditions. It can also

help to model situations that no longer have the forward-backward symmetry [Du et

al., 2017b].

4.1.2 Quadrature collocation scheme

For a positive integer N , we set h = 1/N and δ = rh+δ0 for a nonnegative integer

r < N and δ0 ∈ [0, h). We denote the quadrature points on Ω by {xi = ih}Ni=0 and

follow the convention that xj = xmod(j,N). The same periodic extension convention

is applied to other relevant vector arrays such as the discrete solutions. A standard

continuous piecewise linear hat basis function is given by

φ1
i (x) =


(x− xi−1)/(xi − xi−1) for x ∈ (xi−1, xi),

(xi+1 − x)/(xi+1 − xi) for x ∈ [xi, xi+1),

0, otherwise.

(4.10)

We adopt the asymptotically compatible (AC) quadrature collocation scheme studied

in [Tian and Du, 2013]: for i = 1, ..., N ,

Lhδ,1ui = −2
r∑

m=1

ui−m − 2ui + ui+m
(mh)

∫
Im∪Im+1

φ1
m(s)sγδ(s)ds

− 2(ui−r−1 − 2ui + ui+r+1)

(r + 1)h

∫
Ir+1

φ1
r+1(s)sγδ(s)ds = fi ,

(4.11)

where Ij = ((j − 1)h, jh) for 1 ≤ j ≤ r, and Ir+1 = (rh, δ).
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Similar to the approximation to Lδ, we may consider the following discretization

of the nonlocal gradient operator: for i = 1, ..., N ,

Gδ,hui =
r∑

m=1

(ui+m − ui−m)

∫
Im∪Im+1

φ1
m(s)sβδ(s)ds

+ (ui+r+1 − ui−r−1)

∫
Ir+1

φ1
r+1(s)sβδ(s)ds .

(4.12)

We may also consider the one sided versions of Gδ,h, the details are omitted. In

comparison, we let G+
0,h, G

−
0,h and G0,h denote the local discrete derivative operators

with forward, backward and central differences respectively, namely

G±0,huj = ±uj±1 − uj
h

, and G0,huj =
uj+1 − uj−1

2h
.

One may note that the above discretization Gδ,h also provides an asymptotically

compatible approximation to the nonlocal gradient operator and its local limit, as

demonstrated through theoretical analysis presented later.

Now, given the freedom in the choices of the kernels for the nonlocal gradient, let

us also consider a discrete analog of Gp
δ . For this, we let cm = h2bm and S denote the

forward shift operator, that is Suj = uj+1, then we have

−Lhδ,1 =
1

h2

r+1∑
m=1

(S−m − 2I + Sm)cm

=
1

h2
(S − I)(I − S−1)

r+1∑
m=1

cm(
m−1∑
k=0

Sk)(
m−1∑
k=0

S−k)

=
1

h2
(S − I)(I − S−1)Yδ,h

=
1

h
(S − I)Gp−

δ,h

=
1

h
(I − S−1)Gp+

δ,h

where the operators Gp±
δ,h and Yδ,h are given respectively by

Yδ,h =
r+1∑
m=1

cm(
m−1∑
k=0

Sk)(
m−1∑
k=0

S−k) , Gp±
δ,h = ±1

h
(S±1 − I)Yδ,h . (4.13)
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Then by noting that (S − I)(I − S−1)/h2 is in fact the second order central

difference of (4.4), we have derived the following special relation.

Theorem 4.1.2. Let uδ,h and u0,h be the solutions of (4.11) and the central second

order difference scheme of (4.4), then

Yδ,huδ,h = u0,h, Gp±
δ,huδ,h = G±0,hu0,h,

and consequently,

Gp
δ,huδ,h =

1

2
(Gp−

δ,h + Gp+
δ,h)uδ,h = G0,hu0,h . (4.14)

The above result in particular implies the superconvergence, in fact, the exactness

at the discrete level, of the nonlocal discrete gradients of the nonlocal solution to

the local discrete gradients (forward, backward and central differences) of the local

solution. A further consequence of the exactness of the nonlocal gradient and its

discrete approximation to the respective local limits is the error estimate between

Gp
δ,huδ,h and Gp

δuδ, which exhibits uniform convergence independent of the parameter

δ.

Theorem 4.1.3. Let uδ be the solution of the nonlocal equation (4.2) and uδ,h be the

solution of quadrature approximation (4.11). Let u0 and u0,h be the solution of (4.4)

and the central second order difference approximation. Then,

Gp
δ,huδ,h −RhGp

δuδ = G0,hu0,h −Rh
du0

dx

where Rh denotes the restriction operator with respect to the quadrature points {xi =

ih}Ni=0, that is, Rh takes a function defined on the interval to a vector whose entries

are given by the function values at {xi = ih}Ni=0.

With the periodic boundary condition, it is easy to see that the order of the above

error in h is contingent upon the regularity of the exact solution of the local equation

that in fact is determined by the regularity of the right hand side f = f(x). For
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nonlocal gradient Gδ and the one-sided versions G±δ with a more generic kernel βδ,

the above superconvergence may not always hold. The orders of numerical errors will

be examined more closely in the experiments and analysis presented later.

4.2 Numerical experiments

In this section, we present a set of numerical experiments to illustrate the applica-

tion of nonlocal gradient recovery. For convenience, we work with a simple piecewise

constant kernel

γδ(s) =
3

2δ3
χ[−δ,δ](s) , (4.15)

where χ is the characteristic function. We let βδ = γδ in the nonlocal operator Gδ

and use the AC quadrature discretization discussed earlier. In comparison, we also

present nonlocal gradients of the special operator Gp
δ . In this case,

ρδ(s) =
3(δ − |s|)
|s|δ3

χ[−δ,δ](s) , (4.16)

and we adopt (4.13) and (4.14) as numerical discretization. In order to get nonlocal

solutions with different regularities, we choose a right hand side f that is characterized

by prescribed positive parameters σ and k.

For the first example, we consider f̂σ(x) = f̆σ(x)−
∫ 1

0
f̆σ(x)dx. f̆σ(x) = (σ − |x−

1/2|)/σ2χ[1/2−σ,1/2+σ], which is piecewise differentiable and often called a hat function

or C0 linear spline. In the second example, we consider some smooth right hand side

functions given by Fourier modes f̃k(x) = sin(kxπ) with k being an even positive

integer. We consider the case with a finite and relatively small k and the case where

k gets larger as the horizon parameter δ decreases, namely k = 1/δ. The latter case

allows us to make observations for oscillatory solutions. In the third example, we use

a right hand side given by a box-potential, that is, fσ(x) = f́σ(x)−
∫ 1

0
f́σ(x)dx where

f́σ(x) = 1/(2σ)χ[1/2− σ, 1/2 + σ]. Note that if we let σ → 0, then the sequences

{f̂σ} and {fσ} all converge to the Dirac delta measure f?(x) = δ(1/2−x)−1, which is
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a limiting case that we pay special attention to. We note that the sequence {f̃σ} has

the function with constant value zero as the limit in the standard L2 weak topology.

For all examples considered here, the local solution u0 can be analytically con-

structed by solving the corresponding local problems which serves as a convenient

benchmark. Similar constructions can be found in [Silling et al., 2003] for various

choices of micromudulus or kernel functions. To quantify the errors, we mainly con-

sider the pointwise L∞ norm in this section but results based on the discrete L2 norm

are also discussed in a number of instances. We adopt (4.11) to get the nonlocal

solutions. The asymptotic compatibility of (4.11) has been carefully studied in [Tian

and Du, 2013] as well as the convergence of several limiting processes. Thus, the cor-

responding experimental observations are given only if some potential discrepancies

need to be clarified. Our focus, naturally, is to compare the behavior of local and

nonlocal discrete gradient operators defined by (4.12) both with fixed δ > 0 (for the

solution of nonlocal models) and with δ → 0 (for bench-marking with well-established

local solutions).

Taking h = δ/r as the mesh size for an integer r ≥ 1, we consider the following

limiting behaviors: 1) let h → 0 with a fixed δ to see if the nonlocal schemes are

compatible with the continuum limits; 2) for a sufficiently small h (so that we effec-

tively have the nonlocal solutions available on the continuum level), reduce δ to see

the δ-dependence of the convergence of nonlocal solutions to the local limit; 3) let

both h and δ go to zero simultaneously with a fixed r, so as to test the asymptotic

compatibility.

4.2.1 The case of hat function f̂σ with a given positive σ

In this example, we choose σ = 0.25. In terms of the limiting behavior of numerical

nonlocal solutions as h → 0, we get results that are the same as in [Tian and Du,

2013], namely numerical solutions uδ,h of the nonlocal problem converge to uδ at each

grid point with an error on the order of O(h2). Moreover, if u0,h denotes the numerical
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solution of the limiting local model on the same mesh, then

‖uδ,h − u0,h‖∞ ∼ O(δ2),

meaning that the discrete nonlocal scheme is asymptotically compatible with the local

limit. The error between the discrete solutions of the nonlocal and local problems is

on the order of the modeling error. Numerical data are omitted. On the other hand,

the data collected on the local derivatives tell us that

‖G0(uδ − u0)‖∞ ∼ O(δ2),

see the columns 2 and 3 of Table 4.1. Note that at the jump discontinuity of G0uδ,

the averaged value across the discontinuity is used. The derivative data have not

been presented before in [Tian and Du, 2013] since the earlier work was primarily

concerned with the numerical solution only, not its derivatives. The second order

convergence in the derivatives is due to the regularity pickup resulted from the fact

that the local and nonlocal operators under consideration commute with each other

for the periodic boundary condition case.

By applying the nonlocal gradient operator Gδ,h, instead of the local one, we find

that

‖Gδ,huδ,h −RhGδuδ‖∞ ∼ O(h2),

where Rh is the restriction to the quadrature points {xi = ih}Ni=0, as shown in the

second and third columns of Table 4.2. Moreover,

‖Gδuδ −G0u0‖∞ ∼ O(δ2),

as presented in columns 4 and 5 of Table 4.1. The asymptotically compatible property

of discrete nonlocal gradient schemes can also be observed, for example, by letting

h → 0 with a fixed δ/h. Columns 4 and 5 of Table 4.2 show that the error order

as h → 0 with the fixed δ/h = 4 is O(h2) as expected. We provide some error

estimate of Gδ,huδ,h − G0,hu0,h in Theorem 4.3.4 of the next section for η ≥ 1 to

further substantiate the experimental findings.
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δ ‖G0uδ −G0u0‖∞ Order ‖Gδuδ −G0u0‖∞ Order

2−2 1.60× 10−2 −− 5.96× 10−2 −−

2−3 3.76× 10−3 2.08 1.42× 10−2 2.07

2−4 9.25× 10−4 2.02 3.54× 10−3 2.00

2−5 2.30× 10−4 2.00 8.85× 10−4 2.00

2−6 5.75× 10−5 2.00 2.21× 10−4 2.00

Table 4.1: L∞ errors of local and nonlocal gradient operators as δ decreases with

f = f̂σ.

fixed δ=1/4 fixed δ/h = 4

h ‖Gδ,huδ,h −RhGδ,h
2
uδ,h

2
‖∞ Order ‖Gδ,huδ,h −RhG0u0‖∞ Order

2−4 6.85× 10−4 −− 3.41× 10−3 −−

2−5 1.70× 10−4 2.01 8.52× 10−4 2.00

2−6 4.23× 10−5 2.00 2.13× 10−4 2.00

2−7 1.06× 10−5 2.00 5.32× 10−5 2.00

2−8 2.64× 10−6 2.00 1.33× 10−5 2.00

Table 4.2: L∞ errors of discrete nonlocal gradient as h→ 0 with a fixed δ or a fixed

δ/h for f = f̂σ.
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In comparison, we can also apply the special nonlocal gradient operator Gp
δ as well

as its discrete forms Gp
δ,h or Gp±

δ,h. Since the exactness of nonlocal gradients at the

discrete level is guaranteed in Theorem 4.1.2 for any δ, we will focus on the limiting

processes of vanishing h with a fixed δ or fixed δ/h. In the second and third columns

of Table 4.3, Gp+
δ,h is used and Gp+

δ,huδ,h converges to Gp
δuδ = G0u0 as shown in Theorem

4.1.1, on the order ofO(h) at each grid point. Moreover, when we use the discrete form

Gp
δ,h, in principle we expect second order convergence, the same as the convergence

order of local central difference schemes to local models as mentioned in Theorem

4.1.3. However, superconvergence can be observed for the difference approximation

of local solutions, yielding exact grid point values of derivatives, see the last column

of Table 4.3. One can compare the two kinds of nonlocal gradient operators by Table

4.2 and Table 4.3. Both schemes converge to their continuum nonlocal gradients,

Gδuδ and Gp
δuδ, where the former has O(δ2) error from its local limit G0u0 but the

latter is exactly the local derivatives.

h ‖Gp+
δ,huδ,h −RhGp+

δ uδ‖∞ Order ‖Gp
δ,huδ,h −RhGp

δuδ‖∞
2−4 9.38× 10−2 −− 5.55× 10−17

2−5 4.69× 10−2 1.00 2.22× 10−16

2−6 2.34× 10−2 1.00 4.44× 10−16

2−7 1.17× 10−2 1.00 8.88× 10−16

2−8 5.86× 10−3 1.00 2.66× 10−15

Table 4.3: L∞ errors and error order of the special nonlocal gradient operator as

h→ 0 with a fixed δ = 1/4 for f = f̂σ.

4.2.2 The case of Fourier modes f̃k

While the first example gives the O(δ2) error order of nonlocal gradient recovery,

there is no quantitative estimates on how the modeling data affect the error. For
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f̃k(x) = sin(kπx) with k = 2 and let δ → 0, we expect the second order in accuracy,

same as the example 1 (see Columns 2 and 3 of Table 4.4). However, if we let k = 1/δ

and let δ → 0, we see that the error order of the nonlocal gradient is one order less

than that in first example (see columns 4 and 5 of Table 4.4), due to the δ-dependent

highly oscillatory right hand side. Such a reduction of error order matches with the

analysis in Theorem 4.3.4 corresponding to cases η = 1 and 0.

k = 2 k = 1/δ

δ ‖Gδuδ −G0u0‖∞ Order ‖Gδuδ −G0u0‖∞ Order

2−2 1.97× 10−2 −− 3.98× 10−2 −−

2−3 4.92× 10−3 2.01 1.99× 10−2 1.00

2−4 1.23× 10−3 2.00 9.95× 10−3 1.00

2−5 3.07× 10−4 2.00 4.97× 10−3 1.00

2−6 7.67× 10−5 2.00 2.49× 10−3 1.00

Table 4.4: L∞ errors and error orders between nonlocal gradient of nonlocal solutions

and derivatives of the local limits as δ decreases for source terms {f̃k} with k = 2 or

k = 1/δ.

4.2.3 The case of box-potential fσ with a positive σ

The case of discontinuous fσ with σ = 0.25 serves to compare the performances of

local and nonlocal gradient schemes. Since fσ is not in H1, the nonlocal solution uδ

also fails to be in H1. For a fixed δ and vanishing h, the conventional local gradient

operator fails to provide useful information in stress analysis, which is shown in Figure

4.1. This is true regardless which local discrete derivative operator, among forward,

backward and central differences, is used. Table 4.5 shows the divergence of local

gradient of nonlocal solutions for a fixed δ and vanishing h in the discrete L2 norm.

Hence, for a fixed δ, local gradient schemes are neither effective nor compatible when
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the solutions lose regularity.
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Figure 4.1: The conventional local gradient of nonlocal solutions for discontinuous

data with a fixed δ = 0.1 as h → 0. Top: h = 0.01; middle: h = 0.002; bottom:

h = 0.001. X-axis: the periodic cell Ω = [0, 1]; Y-axis: values of local gradients.

central difference forward/backward difference

h ‖G0,huδ,h −RhG0,h
2
uδ,h

2
‖L2 ‖G±0,huδ,h −RhG±0,h

2

uδ,h
2
‖L2

2−5 0.118 0.167

2−6 0.167 0.236

2−7 0.236 0.333

2−8 0.333 0.471

2−9 0.471 0.667

Table 4.5: Divergence of discrete local gradient schemes of nonlocal solutions with a

fixed δ = 0.25 as h→ 0.

As for the nonlocal gradients, one can compare Figure 4.1 with Figure 4.2 to see

the differences between the local and nonlocal schemes with a fixed δ and vanishing
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Figure 4.2: The nonlocal gradient recovery of discontinuous data with a fixed δ = 0.1

as h → 0. Top: h = 0.01; middle: h = 0.002; bottom: h = 0.001. X-axis: the

periodic cell Ω = [0, 1]; Y-axis: values of nonlocal gradients.

h. Since the nonlocal solutions are only piecewise differentiable in this case, local

derivatives blow up at certain grid points as mesh gets refined. Thus, local gradient

based stress analysis would not produce useful information. However, if we apply the

nonlocal gradient operator on the same nonlocal solution, the corresponding nonlocal

gradient not only stays bounded but also, as shown in Figure 4.3, offers compatibility

to the local derivative of the local limit as δ → 0. In this particular case, the maximum

stress points coincide with those leading to maximum stress points associated to the

local model.

In Figure 4.3, we choose a fixed but a sufficiently small h (so that the modeling

error is dominating) and let δ decrease, we can find that the nonlocal gradient of uδ

converges to the local derivative of u0. In fact, the results in Table 4.6 lead to

‖Gδuδ −G0u0‖∞ ∼ O(δ) ,
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and

‖Gδuδ −G0u0‖L2 ∼ O(δ3/2).

The L2 error order matches with what is stated in Theorem 4.3.4 in the next section

corresponding to η = 1/2.
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Figure 4.3: The nonlocal gradient recovery for discontinuous data with a sufficiently

small h = 0.001 as δ decreases. Top: δ = 0.1; middle: δ = 0.05; bottom: δ = 0.025.

X-axis: the periodic cell Ω = [0, 1]; Y-axis: values of nonlocal gradients and limiting

local gradients.

In addition, we can also compare Gδ,h with Gp
δ,h at the discrete level. The results

are presented in Table 4.7. Again, both schemes converge to the corresponding non-

local gradients Gδuδ and Gp
δuδ on the order of O(h) at each grid point, but the former

has L∞ error from G0u0 on the order of O(δ) as shown in Table 4.6 while the latter

is exactly the local derivatives as shown in Theorem 4.1.1.
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L∞ norm L2 norm

δ ‖Gδuδ −G0u0‖∞ Order ‖Gδuδ −G0u0‖L2 Order

2−2 7.40× 10−2 −− 2.57× 10−2 −−

2−3 3.72× 10−2 0.99 9.14× 10−3 1.49

2−4 1.86× 10−2 1.00 3.23× 10−3 1.50

2−5 9.31× 10−3 1.00 1.14× 10−3 1.50

2−6 4.66× 10−3 1.00 4.10× 10−4 1.49

Table 4.6: L∞ and L2 errors and error orders between nonlocal gradient of nonlocal

solutions and derivatives of the local limits as δ decreases with the right hand side

being fσ.

h ‖Gδ,huδ,h −RhGδ,h
2
uδ,h

2
‖∞ Order ‖Gp

δ,huδ,h −RhGp
δuδ‖∞ Order

2−4 7.44× 10−3 −− 3.13× 10−2 −−

2−5 3.74× 10−3 1.00 1.56× 10−2 1.00

2−6 1.90× 10−3 0.98 7.81× 10−3 1.00

2−7 9.63× 10−4 0.98 3.91× 10−3 1.00

2−8 4.85× 10−4 0.99 1.95× 10−3 1.00

Table 4.7: L∞ errors and error order of two nonlocal gradient operators as h → 0

with a fixed δ = 1/4 for f = fσ.
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4.2.4 The case of Dirac-Delta function f?

For the previous example, as σ → 0, the right hand side becomes a Dirac delta

function, which cannot be interpolated onto grid points directly. We may first mollify

the right hand side via a convolution with a kernel also parametrized by δ. Certainly

the mollification could in general have a different scaling factor σ, and this will be

discussed more in the next section. Different kernels also lead to different mollification

f̃?. For example, f̃? can be fδ or f̂δ that are identical to fσ and f̂σ with σ replaced by δ.

In this experiment we use these two choices to do mollifications, namely, the right hand

side data are the same as in two of the previous examples but are parametrized by

the horizon. As δ is reduced, when the mesh is fine enough (so that the discretization

error is much less significant than the modeling error), we can make comparisons of

the nonlocal solutions with local limits as well as nonlocal gradient with derivatives

of its local limit.

First, we use the mollification f̂δ and let ũδ denote the solution of mollified nonlocal

problems. Table 4.8 represents the error order of |ũδ − u0| in L2 norm. A theoretical

analysis can be found in Theorem 4.3.2 corresponding to β = 0 and η = −1/2 where

a Gaussian mollifier is used as an illustration. We note that f̂δ is regular enough so

that it behaves similarly like a Gaussian in the limit.

Now we turn to the two gradient recovery techniques with different mollifications.

Since f̂δ ∈ H1, the nonlocal solution of the mollified equation, denoted by ũδ, is also

in H1. Both local and nonlocal gradient schemes converge to the local derivative of

u0 in the sense of L2 norm. Figure 4.4 shows such limiting behavior of the nonlocal

gradient operator as δ → 0 and Table 4.9 establishes the error orders of the two

gradient schemes. Again we refer to Theorem 4.3.4 for related theoretical analysis

with η = −1/2. The maximum nonlocal stress happens at the location of the point

load, again the same as the case for local limit.

In comparison, if we pick fδ as the mollified right hand side, the local gradient

operator does not provide useful information as mentioned in the earlier experiment
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δ ‖ũδ − u0‖L2 Order

2−2 5.73× 10−3 −−

2−3 2.09× 10−3 1.45

2−4 7.50× 10−4 1.48

2−5 2.67× 10−4 1.49

2−6 9.49× 10−5 1.50

Table 4.8: L2 errors and error orders between nonlocal solutions of the mollified

equation and the local limits as δ decreases with a Diract-delta function right hand

side subject to an H1 mollification.
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Figure 4.4: The nonlocal gradient recovery for a mollified Dirac-Delta function data as

δ decreases. X-axis: the periodic cell Ω = [0, 1]; Y-axis: values of nonlocal gradients

with different δ.
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local gradient nonlocal gradient

δ ‖G0ũδ −G0u0‖L2 Order ‖Gδũδ −G0u0‖L2 Order

2−2 1.13× 10−1 −− 1.80× 10−1 −−

2−3 8.02× 10−2 0.50 1.27× 10−1 0.50

2−4 5.65× 10−2 0.50 8.96× 10−2 0.50

2−5 4.00× 10−2 0.51 6.31× 10−2 0.51

2−6 2.79× 10−2 0.51 4.43× 10−2 0.51

Table 4.9: L2 errors and error orders between local and nonlocal gradients and deriva-

tives of local solutions as δ decreases with a Dirac-delta function data subject to an

H1 mollification.

due to the lack of regularity of uδ. However, the nonlocal gradient operator still works

and offers the same error order as when we use f̂δ, see data in Table 4.10.

We omit the case for Gp
δ ũδ as we get the same superconvergence predicted by the

earlier theorems.

4.2.5 Discussions on experiments

The numerical experiments reported above use quadrature based approximations

and cover various types of data and solutions. We make a brief summary based on the

experimental observations. First, by comparing local gradient operators and generic

nonlocal gradient operators Gδ as well as their discretization, we find that

1. For smooth enough (C1 or H1 or better) data where local gradient operators can

be directly used to calculate the derivatives of uδ, nonlocal gradient operators

also perform well, especially when both h→ 0 and δ → 0.

2. For Hα data with α ∈ [0, 1), local gradient fails to provide credible information

in nonlocal stress analysis, whereas nonlocal gradient schemes still perform well
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δ ‖Gδũδ −G0u0‖L2 Order

2−2 1.83× 10−1 −−

2−3 1.38× 10−1 0.41

2−4 1.00× 10−1 0.45

2−5 7.19× 10−2 0.48

2−6 5.10× 10−2 0.49

Table 4.10: L2 errors and error orders between nonlocal gradients and derivatives of

local solutions as δ decreases with the Dirac-delta function subject to an L2 mollifi-

cation.

and possess the asymptotically compatible property.

3. For Hα data with α ∈ (−1, 0), one may mollify the right hand first in order to

do quadrature collocation approximations. Then nonlocal gradient operators

work well in recovering the derivatives of local limits but whether local gradient

operators work or not depends on the regularity of mollified right hand data.

These findings provide motivations to the theoretical analysis given in the next

section. While the nonlocal gradient operators performs better than local one for

conducting stress analysis, different nonlocal gradient operators, such as Gδ,h and

Gp
δ,h, can also perform differently. On one hand, Gδ,h gives us the freedom of choosing

the kernel βδ and also works well in other kinds of volume-constrained problems that

are nonlocal analog of boundary value problems, see [Du et al., 2012; Du et al., 2013b]

for the connections. On the other hand, while Gp
δ,h is a specialized operator under our

considerations of 1d periodic model and quadrature based discretization, it has some

unique features. Apart from the AC property, Gp
δ,h can recover exactly the difference

of the local solution as h goes to 0 with any δ, as shown both theoretically in Theorem

4.1.1 and 4.1.2 and numerically in the experiments above.
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4.3 Some theoretical analysis

We provide some theoretical insights to the observed convergence results based on

numerical experiments. We adopt the Fourier analysis due to the periodic boundary

condition, similar to the analysis of spectral methods given in [Zhou and Du, 2010;

Du and Yang, 2016].

4.3.1 Preliminaries

Suppose the number of grid points is 2N on the interval [0, 1] with spacing h =

1
2N

. Now for a periodic array {uj} defined on the grid, we use the discrete Fourier

transform: for j = 1, 2, · · · , 2N , and n = −N + 1, · · · , 1, · · · , N ,

uj =
1

2π

N∑
n=−N+1

ei2πnxj ûn and ûn = h
2N∑
j=1

e−i2πnxjuj .

Let us take δ = rh for an integer r ≥ 1 for simplicity right now. Let UN =

(u1, u2, ..., uN)T and FN = (f1, f2, ..., fN)T . For any η ∈ R, we take ‖ · ‖η as the

discrete Hη norm and | · |η as the discrete semi-Hη norm defined by

|UN |2η = h
2N∑
j=1

|n|2η|uj|2 =
1

2π

N∑
n=−N+1
n6=0

|n|2η|ûn|2 and ‖UN‖2
η = |UN |2η + ‖UN‖2

0

with ‖ · ‖0 being the standard L2 norm.

First, {(ei2πnx1 , ei2πnx2 , · · · , ei2πnxN )T} forms an eigenbasis of the discrete operators

Ah
δ , Ah, Gδ,h and G0,h introduced before, with eigenvalues given respectively by

λhδ (n) = 2
r∑
j=1

bj(1− cos(2πnjh)), λh(n) =
2

h2
(1− cos(2πnh)) .



CHAPTER 4. ROBUST NONLOCAL GRADIENT RECOVERY FOR
QUADRATURE COLLOCATION APPROXIMATIONS 76

for integer n between 1 and N where bj’s are given by

− bj :=



4

h

r∑
k=1

∫
Ik∪Ik+1

φ1
k(s)

k
sγδ(s)ds+

4

h

∫
Ir+1

φ1
r+1(s)

r + 1
sγδ(s)ds, j = 0

− 2

jh

∫
Ij∪Ij+1

φ1
j(s)sγδ(s)ds, 1 ≤ j ≤ r

− 2

(r + 1)h

∫
Ir+1

φ1
r+1(s)sγδ(s)ds, j = r + 1

0, otherwise ,

(4.17)

and

µhδ (n) = ih

r∑
j=1

jbj sin(2πnjh), µh(n) =
i

h
sin(2πnh) .

As in the experiments corresponding to a non-smooth right hand side f ∈ Hη

for −1 < η < 0, we introduce a mollifier on f to enhance its regularity, and thus

uδ simultaneously. We only consider the Gaussian mollifier here as an illustration

and leave more general cases to future discussions. LetMδ be the Gaussian mollifier

defined by

Mδf(x) =

∫ ∞
−∞

Gδ(x− τ)f(τ)dτ , where Gδ(s) =
1

2δ
√
π
e−( s

2δ
)2 . (4.18)

One can define F̃ δ
N as: for j = 1, 2, · · · , N ,

(F̃ δ
N)j =Mδf(xj) =

1

2π

N∑
n=−N+1
n6=0

e−4π2n2δ2ei2πnxj f̂n . (4.19)

4.3.2 Convergence analysis of nonlocal numerical solutions

with vanishing δ

We first list the asymptotic compatibility properties, similar to the results of [Du

and Yang, 2016]. All the proofs can be found in [Du et al., 2016b].

Theorem 4.3.1. Let Ah
δU

δ
N = FN and AhU0

N = FN , then

‖U δ
N − U0

N‖0 ≤ Cδ2‖FN‖0 , (4.20)
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for a constant C independent of δ, N and FN .

Next, if f ∈ Hη for some η such that −1 ≤ η < 0, we consider the mollification

operator Mδ defined in (4.18). Denote by Ũ δ
N and Ũ0

N the solutions to following

mollified equations respectively:

Ah
δ Ũ

δ
N = F̃ δ

N , AhŨ0
N = F̃ δ

N ,

where F̃ δ
N is defined in (4.19). Then we have the following theorem with vanishing δ.

Theorem 4.3.2. Assume that FN ∈ Hη with −1 < η < 0. Then for any 0 ≤ β ≤

2 + η,

‖Ũ δ
N − U0

N‖β ≤ Cδ2+η−β|FN |η, (4.21)

where C is a constant independent of N and δ.

Remark 4.3.3. We can take different horizon parameters in nonlocal diffusion op-

erators (δ1) and mollification operators (δ2). Then instead of (4.21), we can get

‖Ũ δ1
N − U

0
N‖β ≤ C

(
δ2

1δ
η−β
2 + δ2+η−β

2

)
|FN |η.

4.3.3 Convergence analysis of nonlocal gradient recovery

We now show the asymptotic compatibility of the nonlocal gradient schemes for

the kernel defined in (4.15).

Theorem 4.3.4. Assume that U δ
N and U0

N are solutions to Ah
δU

δ
N = FN and AhU0

N =

FN respectively. Then

‖Gδ,hU
δ
N −G0,hU

0
N‖0 ≤ Cδmin{2,1+η}|FN |min{η,1}, (4.22)

where C is a constant independent of N and δ.

Proof. For η ≥ 1, it is easy to verify (4.22). For −1 < η < 1, we prove the inequality

by

‖Gδ,hU
δ
N −G0,hU

0
N‖0 ≤ ‖Gδ,hU

δ
N −Gδ,hU

0
N‖0 + ‖Gδ,hU

0
N −G0,hU

0
N‖0.
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Furthermore, we aim to show

‖Gδ,hU
δ
N −Gδ,hU

0
N‖0 ≤ Cδ1+η|FN |η, (4.23)

and

‖Gδ,hU
0
N −G0,hU

0
N‖0 ≤ Cδ1+η|FN |η. (4.24)

It suffices to show that for all n such that 1 ≤ |n| ≤ N ,

Rn := δ−1−η|n|−η
∣∣∣∣µhδ (n)

λhδ (n)
− µhδ (n)

λh(n)

∣∣∣∣ ≤ C, (4.25)

and

Tn := δ−1−η|n|−η
∣∣∣∣µhδ (n)

λh(n)
− µh(n)

λh(n)

∣∣∣∣ ≤ C. (4.26)

In each part, we separate the cases δ|n| ≤ 1/2 and δ|n| > 1/2. For Rn, we rewrite it

as

Rn =
(
δ1−η|n|−η

∣∣µhδ (n)
∣∣)( 1

δ2

∣∣∣∣ 1

λhδ (n)
− 1

λh(n)

∣∣∣∣) .
Due to (??), it suffices to show

δ1−η|n|−η
∣∣µhδ (n)

∣∣ ≤ C. (4.27)

When δ|n| ≤ 1/2, since | sin(2πnjh)| ≤ 2π|n|jh,

|µhδ (n)| ≤ 2π|n|
r∑
j=1

bj(jh)2.

By the fact that
∑r

j=1 bj(jh)2 = 1,

δ1−η|n|−η
∣∣µhδ (n)

∣∣ ≤ 2π(δ|n|)1−η ≤ 2ηπ.

When δ|n| > 1/2, one can calculate that

bj =
3h

δ3
, j = 1, 2, · · · , r − 1,

and

br =
h

δ3

(
3

2
− h

2δ

)
.
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Since r ≥ 1, 1 ≤ 3
2
− h

2δ
< 3

2
. Therefore,

|µhδ (n)| ≤ Ch2

δ3
|

r∑
j=1

j sin(2πnjh)|.

Moreover, we claim that

|
r∑
j=1

j sin(2πnjh)| ≤ Cδ

nh2
.

Indeed, let a = 2πnh, our goal is to show

|
r∑
j=1

j sin(ja)| ≤ Cr

a
∀a ∈ [0, π], ∀r ≥ 1 .

By the formula 2 sin(aj) sin(a) = cos(a(j − 1)) − cos(a(j + 1)), we can rewrite∑r
j=1 j sin(ja) as

r∑
j=1

j sin(ja) =
1

2 sin(a)

r∑
j=1

j
[

cos(a(j − 1))− cos(a(j + 1))
]

=
1

2 sin(a)

(
cos(0) + 2

r∑
j=1

cos(aj)− (r + 1) cos(ar)− r cos(a(r + 1))
)

=
1

2 sin(a)

(
1 +

sin((r + 1/2)a)− sin(a/2)

sin(a/2)
− (r + 1) cos(ar)− r cos(a(r + 1))

)
=

1

2 sin(a)

(sin((r + 1/2)a)

sin(a/2)
− (r + 1) cos(ar)− r

(
cos(ar) cos(a)− sin(ar) sin(a)

))
=

1

2 sin(a)

(cos(a(r + 1))− cos(ar)

−2 sin2(a/2)
− (r cos(a) + r + 1) cos(ar) + r sin(ar) sin(a)

)
=

1

2 sin(a)

(
− (r cos(a) + r) cos(ar) +

sin(a)

1− cos(a)
sin(ar) + r sin(ar) sin(a)

)
.

Hence

|
r∑
j=1

j sin(ja)| ≤ r(1 + cos(a))

2 sin(a)
+

| sin(ar)|
2(1− cos(a))

+
1

2
r| sin(ar)| .

Now we split a ∈ [0, π] into two cases. For a ∈ [0, 3], there exist c1, c2 > 0 such that

sin(a) ≥ c1a

1− cos(a) ≥ c2a
2 .
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Then

|
r∑
j=1

j sin(ja)| ≤ r

c1a
+

ar

2c2a2
+

1

2
r ≤ C

r

a
.

For a ∈ [3, π], there exists c̃1 > 0 such that

sin(a) ≥ c̃1(π − a)

1 + cos(a) ≤ 1

2
(π − a)2

through Taylor expansions around π. So

|
r∑
j=1

j sin(ja)| ≤ r(π − a)2

4c̃1(π − a)
+
ar

2
+

1

2
r ≤ C̃r ≤ C

r

a
.

We then can get

δ1−η|n|−η
∣∣µhδ (n)

∣∣ ≤ C(δ|n|)−1−η ≤ 21+ηC.

For Tn, we first claim that |µhδ (n)| ≤ |µh(n)|. Indeed, one can prove by induction that

| sin(2πnjh)| ≤ j| sin(2πnh)| (4.28)

for any positive integer j. Therefore,∣∣∣∣∣
r∑
j=1

jhbj sin(2πnjh)

∣∣∣∣∣ ≤ 1

h

r∑
j=1

(jh)2bj| sin(2πnh)| = 1

h
| sin(2πnh)|, (4.29)

which implies our claim. Now, we rewrite Tn as

Tn = δ−1−η|n|−η
∣∣∣∣µh(n)

λh(n)

∣∣∣∣ ∣∣∣∣µhδ (n)

µh(n)
− 1

∣∣∣∣ . (4.30)

We have that ∣∣∣∣µh(n)

λh(n)

∣∣∣∣ ≤ C

|n|
∀h, (4.31)

where C is a constant that is independent of h. This can be verified by the basic

inequalities | sin(θ)| ≤ |θ| and 2(1 − cos(θ)) ≥ θ2 − θ4/12. Therefore, it suffices to

show

(δ|n|)−1−η
∣∣∣∣µhδ (n)

µh(n)
− 1

∣∣∣∣ ≤ C. (4.32)
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When δ|n| ≤ 1/2, since sin(θ) > θ − θ3/6, we have

1− µhδ (n)

µh(n)
≤ 1− 2πn− (2πn)3δ2/6

2πn
= (2πnδ)2/6,

thus

(δ|n|)−1−η
∣∣∣∣µhδ (n)

µh(n)
− 1

∣∣∣∣ ≤ C(δ|n|)1−η ≤ C.

We can also check the case δ|n| > 1/2 since∣∣∣∣µhδ (n)

µh(n)
− 1

∣∣∣∣ ≤ ∣∣∣∣µhδ (n)

µh(n)

∣∣∣∣+ 1 ≤ 2.

Remark 4.3.5. One can choose two different horizon parameters in nonlocal diffu-

sion operator (δ1) and nonlocal gradient operator (δ2). Then instead of (4.22), we

have

‖Gδ2,hU
δ1
N −G0,hU

0
N‖0 ≤ C

(
δ2

1

δ
max{0,1−η}
2

+ δ
min{2,1+η}
2

)
|FN |min{η,1}.

4.4 Discussion

Robust algorithms and analysis are essential for predictive multiscale simulations.

For complex systems treating defects and cracks such as those modeled by peridy-

namics, algorithms that are sensitive to changes of parameters may produce results

that are unphysical or difficult to verify/validate [Tian and Du, 2013; Tian and Du,

2014]. In this chapter, we have provided both numerical evidence and some prelim-

inary theoretical substantiation to the robustness of the nonlocal gradient recovery

using asymptotically compatible discretizations. This, through appropriate consti-

tutive relation, can lead to effective nonlocal stress analysis, Let us now offer some

additional discussions on the use of nonlocal gradient operators in nonlocal modeling.

First, the notions of peridynamic nonlocal stress and nonlocal strains have been

extensively discussed in [Silling, 2000]. Simple ways are suggested to match nonlocal

concepts with their classical local analog. Advantages and limitations have been
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further investigated in subsequent works [Lehoucq and Silling, 2008; Bessa et al., 2014;

Tupek and Radovitzky, 2014]. Most recently, in [Turner et al., 2015], a nonlocal strain

measure was developed for noisy digital image correlation (DIC) measurement. It is

formulated as a post-processing technique of measurement or simulation data so that

there is no direct link made to the use of such strain measure within nonlocal modeling

itself. The computation of such a measure was also made on pixel levels of DIC

images that may or may not be tied to the numerical discretizations of the underlying

continuum mechanical models. Indeed, it is easy for one to see the advantage of

nonlocal gradients on the analysis of noisy images or less regular quantities. Similar

observations can also be found in [Buades et al., 2005] for processing noisy images.

We note, however, that the work presented here attempts to explore and connect

the nonlocality present in both numerical discretizations and the underlying physical

processes.

The notion of nonlocal gradient may also be related to the use of kernel-based

integral approximations to differential operators in methods like SPH and RKPM

[Liu et al., 1996; Monaghan, 2005]. Although many forms of the integral relaxations

of differential equations have been around in the literature for a few decades, there

are much fewer careful studies of the continuum forms of these nonlocal operators,

along with discussions on the appropriate function spaces or domains of definition

and properties of these nonlocal integral operators before they get discretized. The

situation has started to change recently. [Du et al., 2013b; Mengesha and Du, 2016]

attempted to provide a rigorous and systematic framework. Meanwhile, some non-

local derivatives and gradients discussed in the literature, defined either directly on

discrete levels or when discretized, only involve function values of particles within

a fixed multiple of typical particle spacings (much like δ ≤ rh for a fixed r in our

context). Technically such discrete operators should only be viewed as approximat-

ing local differential operators. This is the case even if the defined gradients depend

on more than just the nearest neighbors. The discrete nonlocal operators studied
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here intrinsically involve two separate length scales, one that characterizes the range

of nonlocality on the continuum level while the other serves as a depiction of parti-

cle spacing which is dependent on the level of numerical resolution. The concept of

asymptotical compatibility is again important in that it allows robust estimations of

nonlocal gradients and their local counterpart in respective regimes. It also allows us

to delineate the roles of physical scale and level of numerical resolutions.

This chapter demonstrates that while nonlocal gradients may need to be used

with caution in correspondence theory [Silling, 2000; Bessa et al., 2014; Tupek and

Radovitzky, 2014], they can be utilized as gradient recovery techniques or nonlocal

stress analysis. For clarity, we have limited our theoretical illustration to a special

nonlocal model problem in one dimension using quadratures based collocation meth-

ods, which have close resemblance with the popular particle based meshfree methods

used for peridynamics. To make the main point clear, we have considered only the

simple one dimensional case with periodic boundary conditions. The techniques can

obviously be extended to more complex systems in higher dimensions and under suit-

able constraints due to the geometric boundary. In such cases, we may adopt the

following more general forms of nonlocal gradient operators, as defined in [Mengesha

and Du, 2016] with a given third-order odd tensor kernel Kδ and a specified scalar

kernel βδ,

Gδu(x) := lim
ε→0

∫
Ω\Bε(x)

βδ(|y − x|)Kδ(y − x)D(u)(y,x) dy

for any vector field u defined on a bounded domain Ω where Bε(x) is a ball centered

at a point x with radius ε and D(u)(y,x) := (u(y)− u(x))/|y− x|. This continuum

form extends those defined in [Du et al., 2013b]. While it appears to be much more

involved than the scalar version (and in the absence of physical boundary), we may

draw analogy with the path towards the development of AC schemes.
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Chapter 5

Nonlocal models with

heterogeneous localization

While nonlocal models have been shown to be effective in simulating material

involving fracture or failure, they are computationally more expensive than the tra-

ditional local PDEs. Therefore, the study of multiscale models is necessary where

nonlocal models are employed when there are discontinuities and traditional PDEs

are used otherwise. Due to the nature of finite range of the nonlocal interactions,

the treatment of interface between local and nonlocal regions is challenging. Previous

works [Seleson et al., 2013b; Seleson et al., 2013a; Seleson and Gunzburger, 2010]

have studied such issues with special treatment on the interface when the horizon pa-

rameter is fixed to be a constant all over the nonlocal region. However, in [Silling et

al., 2015], models with a variable horizon having a positive lower bound over the do-

main have also been examined. In [Tian and Du, 2017], the variable horizon adopted

there is allowed to vanish as the material points approach a co-dimension one hyper-

surface. With a vanishing horizon, nonlocal models get localized heterogeneously, the

corresponding models are thus called nonlocal models with heterogeneous localization

[Tian and Du, 2017]. The latter is the topic that we like to further explore here (and

also in [Du et al., 2018b]).
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In this chapter, we aim to deliver the following messages. First, by introducing

the spatially varying horizon, one can allow the nonlocal models to get localized, es-

pecially on the boundary or interface. In the latter cases, in contrast to the general

theory on nonlocal volumetric constraints for nonlocal problems discussed in [Du et

al., 2012] and other related works [Mengesha and Du, 2014a; Mengesha and Du, 2013;

Mengesha and Du, 2015; Tian and Du, 2017], we end up with well-posed nonlocal

models with local boundary conditions. Furthermore, these local boundary value

problems of nonlocal models recovers the local limit as the nonlocal interaction van-

ishes everywhere in the domain. However, for some horizon functions that have un-

bounded second order derivative, e.g., a piecewise linear horizon parameter, directly

imposing the local boundary conditions might produce nonlocal solutions that fail

to accurately capture all the interesting solution properties in the local limit such as

the boundary flux associated with local Dirichlet data, which can be seen from the

numerical experiments. To address such issues, we discuss two remedies. One is to

introduce an auxiliary function approach, which is also mentioned in Chapter 2, to

handle the boundary effects for several cases that cover both Dirichlet and Neumann

type conditions. Well-posedness results of linear variational problems associated with

these nonlocal models are also established. An added advantage, in the case where

the constructed auxiliary function is linear, is that one can pass the so called patch

test straightforwardly. However, auxiliary functions are not always readily available,

especially for the complex geometry in high dimensional spaces. We thus discuss

the alternative using a smoother horizon function, e.g., of C2 class. Although such

approach cannot pass the traditional patch test, we demonstrate in the numerical

experiments that the effects of ghost forces can be controlled. In addition, we demon-

strate that it is possible to seamlessly couple classical local models with nonlocal

models with heterogeneous localization through a common interface instead of an

overlapping domain of nonzero measure.
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5.1 Nonlocal variational problems with heteroge-

neous localization

We now present a nonlocal variational problem with heterogeneous localization

[Tian and Du, 2017]. Given a spatial domain Ω of interest, we let ΩI denote the

corresponding interaction domain. We introduce the following nonlocal energy func-

tional

EΩ(u) =
1

2

∫
Ω∪ΩI

∫
Ω∪ΩI

ρδ(x
′, x) (u(x′)− u(x))

2
dx′dx , (5.1)

where ρδ(x
′, x) = ρδ(x, x

′) is a symmetric, nonnegative interaction kernel with more

details specified later.

The energy accounting for the contribution due to the work done by a given

external force f = f(x) on Ω is given by

Ef (u) = EΩ(u)−
∫

Ω

f(x)u(x)dx . (5.2)

We consider the constrained minimization problem

min Ef (u) subject to Ec(u) = 0 , (5.3)

where Ec(u) denotes a constraint functional. For homogeneous pure Neumann type

problems discussed later, we always assume the compatibility condition∫
Ω

f(x) dx = 0 . (5.4)

The weak form of Euler-Lagrange equation for (5.3) and (2.6) with ΩI = ∅ is

Bδ(u, v) :=

∫
Ω

∫
Ω

ρδ(x, x
′) (u(x′)− u(x)) (v(x′)− v(x)) dx′ = (f, v) , (5.5)

where

(f, v) =

∫
Ω

f(x)v(x)dx ,

and Bδ(u, v) defines a symmetric bilinear form for the solution u and any test function

v in suitable function spaces.
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5.1.1 Nonlocal kernels, variable horizon and function spaces

Without loss of generality, we focus on the one dimensional scalar version with

Ω = (0, 1). Following [Tian and Du, 2017], we define, for all x, x′ ∈ Ω,

ρδ(x, x
′) = cδ(x)γδ(x)(|x′ − x|) + cδ(x

′)γδ(x′)(|x′ − x|) (5.6)

such that

cδ(x)

∫
Ω

γδ(x)(|x− x′|)(x′ − x)2dx′ =
1

2
, (5.7)

where δ(x) represents a variable horizon such that γδ(x)(|x′ − x|) = 0 for |x− x′| >

δ(x). For example, for a nonnegative function γ̂ with compact support in the interval

(0, 1), we may define

γδ(x)(r) = γ̂

(
r

δ(x)

)
. (5.8)

For much of this chapter, we restrict to the case that γ̂ is a constant function but

the theory can be readily extended to more singular kernels, following the discussions

given in [Tian and Du, 2017] concerning the nonlocal energy spaces corresponding to

both the constant and more general kernels.

By heterogeneous localization [Tian and Du, 2017], we are interested in the case

where δ(x) = 0 at some isolated points. Here, throughout this section, we consider

the case that δ(x) vanishes as x goes to the end points of Ω = (0, 1). For example,

we can have a piecewise linear δ(x) given by:

δ(x) =


x x ≤ δ ,

δ δ < x < 1− δ ,

1− x x ≥ 1− δ.

(5.9)

It is easy to see that max δ(x) = δ. Besides (5.9), other forms of the function δ(x),

particularly ones with much more smoothness, will be considered later.

Without loss of generality, we take as a notation convention to use δ representing

both the heterogeneously defined horizon function and its maximum value. In this
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way, we may use δ → 0 to represent the localization of the model throughout the

domain.

Let us now define some function spaces of interest to us. The space Sδ(Ω) ⊂ L2(Ω)

is given by

Sδ(Ω) =
{
u ∈ L2(Ω) : EΩ(u) <∞

}
.

Now the solution space for the nonlocal homogeneous Dirichlet type problem is

defined by the closure of smooth functions in the space of Sδ(Ω). Namely, we define

SDδ (Ω) = {u ∈ Sδ(Ω) : ∃un ∈ C∞c (Ω) such that un → u in Sδ(Ω)} .

It is worth noting that by the trace theorem in [Tian and Du, 2017], any function

in Sδ(Ω) has a well-defined trace in the space of H1/2(∂Ω). So it is reasonable to

impose local boundary constraints in the space of Sδ(Ω). Naturally, the nonlocal

Neumann-type constrained energy space can be similarly defined as the space Sδ(Ω)

with a normalization condition:

SNδ (Ω) =

{
u ∈ Sδ(Ω) :

∫
Ω

udx = cN

}
,

for some constant cN . Again, without loss of generality, we assume cN = 0 unless

noted otherwise. It is not hard to see that Sδ(Ω) and the constrained energy spaces are

real Hilbert spaces with the inner product (·, ·)s defined as (u,w)s = Bδ(u,w)+(u,w),

see, for example, similar results given in [Mengesha and Du, 2013]. We use ‖u‖L2 to

denote the L2 norm of u, |u|e to denote the energy seminorm
√

(Bδ(u, u)) of u in

Sδ(Ω) and ‖ · ‖s to denote the norm on Sδ(Ω) defined by ‖u‖2
s = ‖u‖2

L2 + |u|2e.

The well-posedness of the nonlocal boundary value problems proposed respectively

in sections 5.1.2, 5.1.3 and 5.1.5 can be derived using the conventional Lax-Milgram

theorem with the help of a nonlocal Poincaré-type inequality. The latter, shown

below, is applicable to any subspace of Sδ(Ω) that intersects R trivially, including

particularly SDδ (Ω) and SNδ (Ω) as cases of interests here.
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Proposition 5.1.1. Suppose V is a closed subspace of L2(Ω) that intersects R triv-

ially. Then there exists a constant C = C(ρδ, V,Ω) such that

‖u‖L2 ≤ C|u|e , ∀u ∈ V ∩ Sδ(Ω). (5.10)

Proof. We prove the inequality by contradiction, which is a standard technique for

establishing Poincaré inequality. Suppose the inequality (5.10) is false. Then there

exist {un} ∈ V such that for all n, ‖un‖L2 = 1, and as n→∞, |un|e → 0. We claim

that in such case ‖un‖L2 → 0 as n → ∞, resulting in a contradiction. To prove the

claim, suppose that u is the weak limit in L2 of the bounded sequence un. Since V is

a closed subspace of L2(Ω), we have u ∈ V.

Step 1. We show that the weak limit u is in fact 0. We claim that | · |e is L2-weakly

lower semicontinuous, namely

|u|e ≤ lim inf
n
|un|e . (5.11)

In fact, since | · |e is a convex functional, then the weak lower semicontinuity is

equivalent to strong lower semicontinuity. So we only need to show (5.11) under the

assumption that un converges to u strongly in L2. Indeed, under such assumption,

we can extract a subsequence of {u}nk such that it converges to u pointwisely up to

a set of measure zero. Then we arrive at (5.11) by applying Fatou’s lemma. Now

from (5.11) we have |u|e = 0 so that u equals to a constant in Ω. Therefore, u must

be identical to zero since the only constant function in V is the zero function by

assumption.

Step 2. We show next that, as n→∞, un → 0 strongly in L2(Ω). First we observe

the following fact for γδ(x) to be of the rescaled type (5.8) and δ(x) only vanishes

on the boundary ∂Ω continuously. Fix a constant c > 0, then for any ε > 0, we

could choose M > 0, such that by defining ρMδ = min(M,ρδ), the mass defined by

d(x) :=
∫

Ω
ρMδ (x, x′)dx′ has a lower bound c for all x in the interior of Ω characterized
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by the distance ε to the boundary ∂Ω (denoted as Ωε). Then we have

|uk|2e ≥
∫

Ω

∫
Ω

ρMδ (x, x′)(uk(x)− uk(x′))2dxdx′

≥ 2

∫
Ω

(∫
Ω

ρMδ (x, x′)dx′
)
u2
k(x)dx− 2

∫
Ω

(∫
Ω

ρMδ (x, x′)uk(x
′)dx′

)
u(x)dx

≥ 2

∫
Ωε

d(x)u2
k(x)dx− 2

∫
Ω

(∫
Ω

ρMδ (x, x′)uk(x
′)dx′

)
uk(x)dx

≥ 2c‖uk‖2
L2(Ωε)

−
∫

Ω

Kuk(x)uk(x)dx ,

where K is a Hilbert-Schmidt operator defined by

Kuk(x) =

∫
Ω

ρMδ (x, x′)uk(x
′)dx′ ,

since ρMδ ∈ L2(Ω × Ω). Now since uk ⇀ 0 from the first step, we have Kuk → 0

strongly in L2. Thus we have

0 = lim sup
k
|uk|e ≥

√
2c · lim sup

k
‖uk‖L2(Ωε) .

By letting ε→ 0 we have ‖uk‖L2(Ω) → 0 as k →∞, which contradicts to ‖uk‖L2(Ω) =

1. This proves the claim above and completes the proof of the proposition.

Let Vs denote a generic subspace V ∩ Sδ with its dual denoted by V ′s. A standard

application of the Lax-Milgram theorem (which is based on the Riesz representation

theorem) yields the well-posedness of the variational problems in Vs. The important

examples of Vs considered in this work are the spaces SDδ (Ω) and SNδ (Ω).

Lemma 5.1.2. For a given f ∈ V ′s, there exists a unique u ∈ Vs such that

Bδ(u, v) = (f, v) ,

for all v ∈ Vs. Moreover, |u|e = |f |V ′s .

We will study different types of problems in the subsequent sections with different

choices of Vs and f .
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5.1.2 Homogeneous Neumann-type problems

Working with SNδ (Ω), one can formulate the homogeneous Neumann-type problem

in a variational way. For a given f ∈ L2(Ω), find uδ ∈ SNδ (Ω), such that

Bδ(uδ, v) = (f, v) ∀v ∈ SNδ (Ω) . (5.12)

Notice that the solution uδ for any f in the dual space of SNδ (Ω) using the Lax-

Milgram theory. But in order for the solution to have properly defined homogeneous

Neumann data on the boundary and to be valid pointwise in the interior of Ω, we let

f in L2(Ω), a subspace of the dual of SNδ (Ω). Then the nonlocal Neumann problem

(5.12) converges as δ → 0 to the classical local homogeneous Neumann value problem:

for f ∈ L2(Ω), find u0 ∈ H1(Ω)\R such that (u′0, v
′) = (f, v) ∀v ∈ H1(Ω) .

The strong form of (5.12) is given as
Lδu(x) = f(x) in Ω ,∫

Ω

u dx = 0 .

where Lδ is found to be

Lδu(x) := −2

∫
Ω

ρδ(x, x
′)(u(x′)− u(x))dx′ ,

thanks to the Fubini theorem, which can be applied in the case that u has vanishing

normal derivatives on the boundary of Ω.

Finally, the strong form of the local limit in our one-dimensional case is given by

L0u : = − d2

dx2
u = f in Ω ,

∂u

∂n
= 0 on ∂Ω ,∫

Ω

u dx = 0 .

(5.13)
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5.1.3 Inhomogeneous Neumann-type problems

We now extend the study earlier on the homogeneous Neumann-type problems to

those involving inhomogeneous Neumann data. Instead of (5.13), we want to get a

nonlocal solution which is an approximation of the solution to classical inhomogeneous

Neumann problems 
L0u = f in Ω ,

∂u

∂n
= g on ∂Ω ,∫

Ω

u dx = 0 ,

(5.14)

for some inhomogeneous boundary data g. This corresponds to the following weak

formulation. For any f ∈ L2(Ω) and g ∈ L2(∂Ω), find u0 ∈ H1(Ω)\R, such that

(u′0, v
′) = (f, v) + (g, v)∂Ω ∀v ∈ H1(Ω) . (5.15)

Now the nonlocal version of (5.15) is naturally to find uδ ∈ SNδ (Ω), such that

Bδ(uδ, v) = (f, v) + (g, v)∂Ω ∀v ∈ SNδ (Ω) . (5.16)

We note that (5.16) is a valid problem since by the trace theorem in [?], the space

SNδ (Ω) has H1/2(∂Ω) as its trace space, so (g, ·)∂Ω is a continuous functional on SNδ (Ω).

We will show numerical experiments on solving (5.16) in Section 5.3. However, the use

of (5.16) also leads to some inconveniences. The first is that we lack a proper definition

of the strong form of (5.16) since Fubini theorem cannot be applied when the normal

derivative of uδ does not vanish on the boundary. The second is that the horizon

function δ(x) has to be smoothly varying in order for an accurate approximation of

the corresponding local problem, as shown in Section 5.3.2. A possible remedy is to

consider a relaxed version of (5.16). If the goal is find a proper nonlocal problem

that approximates the local Neumann boundary value problem accurately, then one

realizes that we do not need to use (g, v)∂Ω exactly in (5.16), but some functional

(gδ, v) that approximates (g, v)∂Ω in the asymptotic limit. To this end, we introduce
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an auxiliary function ua such that ua ∈ C2(Ω) and ∂ua
∂n

= g on ∂Ω. More discussions

on choices of less regular ua are given later.

For nonlocal problems with a constant horizon, Chapter 2 discussed suitable

strategies to transfer nonlocal inhomogeneous problem to a new homogeneous Neu-

mann problem while maintaining second order consistency with the local limit in

terms of δ. The use of auxiliary functions is one of them that we also adopt here.

Then instead of (5.16), we consider the solution uδ to the following variational prob-

lem

Bδ(uδ, v) = (f + u′′a, v) +Bδ(ua, v) ∀v ∈ SNδ (Ω) . (5.17)

The derivation of (5.17) comes as follows. If we define (gδ, v) as

(gδ, v) = (g, v)∂Ω +Bδ(ua, v)− (u′a, v
′) ,

then it is obvious that (gδ, v) will be approximating (g, v)∂Ω as δ → 0, by the consis-

tency of the nonlocal bilinear form to the local bilinear form. Then using integration

by parts and the fact that the normal derivative of ua corresponds to g on the bound-

ary, we arrive at

(gδ, v) = Bδ(ua, v) + (u′′a, v) ,

which leads to the conclusion of (5.17). This modification of (5.16) preserves the

limit of uδ, and as the numerical experiments in Section 5.3, it has optimal accuracy

of approximating the local Neumann boundary value problem. Moreover, (5.17) can

be written in the following strong from:
Lδ(u− ua)(x) = f(x) + u′′a(x) in Ω ,∫

Ω

u dx = 0 .

where Lδ is defined to be the same operator in Section 5.1.2. For simplicity, a possible

choice is to let

ua(x) = −x
2

2

∫
Ω

f(x)dx+ g(0)x .
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One can easily check that ua
′(0) = g(0) and ua

′(1) = g(1) by the compatibility

condition ∫
Ω

f(x)dx = g(0)− g(1) .

Then the strong form reduces to
Lδ(u− ua)(x) = f(x)−

∫
Ω

f(x)dx in Ω ,∫
Ω

u dx = 0 .

(5.18)

5.1.4 Discussion on modeling error

From the experiments presented in Section 5.3, we will see that the solution to

nonlocal models with a piecewise linear horizon without the use of auxiliary functions,

namely, the problem (5.16), converges to its local limit only in first order.

In principle, there are two ways to improve the convergence behavior. On one

hand, introducing the auxiliary function above aims to transfer nonlocal inhomo-

geneous problem to a new homogeneous Neumann problem, which has the optimal

order of consistency in terms of δ. On the other hand, as also proposed in Chapter

2, we can cancel low order terms in the truncation error through modifying the right

hand side. Let us elaborate next the second approach in the more general context of

heterogeneous nonlocal interactions discussed here.

Assume a function u is smooth enough, say u ∈ C3(Ω). Then if x is close to the

left boundary (x = 0), we can get from a careful Taylor expansion that

L0u− Lδu = 2

∫
Ω

ρδ(x, x
′)(u(x′)− u(x))dx′ − u′′(x)

= 2

∫
Ω

ρδ(x, x
′)(x′ − x)u′(x)dx′ +

∫
Ω

ρδ(x, x
′)(x′ − x)2u′′(x)dx′ − u′′(x) +O(δ)

= 2

∫
Ω

ρδ(x, x
′)(x′ − x)(u′(0) + xu′′(x))dx′

+

∫
Ω

ρδ(x, x
′)(x′ − x)2u′′(x)dx′ − u′′(x) +O(δ)

= 2u′(0)

∫
Ω

ρδ(x, x
′)(x′ − x)dx′ + u′′(x)

(∫
Ω

ρδ(x, x
′)(x′2 − x2)− 1

)
dx′ +O(δ) .
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Similarly, when x is close to the right boundary or in the middle of Ω, we can derive

the truncation error accordingly. Consequently, similar to the illustration provided

in Chapter 2 for the constant horizon case, one may introduce some modified right

hand side to the nonlocal model near the boundary to get higher order consistency.

For example, when x is close to x = 0, we have

Lδu(x) = fδ(x) := −2u′(0)

∫
Ω

ρδ(x, x
′)(x′ − x)dx′ + f(x)

∫
Ω

ρδ(x, x
′)(x′2 − x2)dx′ .

5.1.5 Dirichlet-type problems

For nonlocal diffusion models with a constant horizon, problems subject to Dirich-

let volume constraints have been studied in various earlier works, for example [Du et

al., 2013b; Tian and Du, 2013]. The local limiting problem, in one dimensional case,

corresponds to L0u = f in Ω ,

u = g on ∂Ω .
(5.19)

The corresponding weak from is given by: find the solution u ∈ {w ∈ H1(Ω) : w|∂Ω =

g} such that

(u′, v′) = (f, v) ∀v ∈ H1
0 (Ω) . (5.20)

While intuitively we may use the trace theorem given in [Tian and Du, 2017] to

specify a Dirichlet condition on the boundary where the nonlocal interaction gets lo-

calized, the derivatives of the resulting solution could develop undesirable oscillations

if the horizon function is not sufficiently smooth, which is similar to the inhomoge-

neous Neumann case and can be observed in Section 5.3.2. It turns out that we can

again use the idea of modifying the bilinear form by the use of auxiliary functions.

For example, let us assume that the solution to (5.19) satisfies that u′(0) = a and

u′(1) = b for some constants a and b to be determined. By compatibility condition,

we have

b = a−
∫

Ω

f(x)dx . (5.21)
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We then introduce an auxiliary function ua such that u′a(0) = a and u′a(1) = b. For

simplicity, we can let

ua(x) =
b− a

2
x2 + ax = −x

2

2

∫
Ω

f(x)dx+ ax (5.22)

with an unknown a. Therefore, ũ = u − ua satisfies the homogeneous Neumann

boundary conditions. Consider the following energy functional

Ef (u; a) =
1

2

∫
Ω

∫
Ω

ρδ(x, x
′) (u(x′)− ua(x′)− (u(x)− ua(x)))

2
dx′dx

−
∫

Ω

u′′au dx−
∫

Ω

fu dx ,

(5.23)

and the constrained minimization problem

min Ef (u; a) subject to u = g on ∂Ω and C(u, a) = 0 , (5.24)

where C(u, a) is an appropriate constraint function to be specified later. The solution

of u is then defined as

S̃Dδ (Ω) :=
{
u : u ∈ Sδ(Ω) and u− h ∈ SDδ (Ω) for a linear function h

such that h = g on ∂Ω} .

The weak form of Euler-Lagrange equation for (5.23) becomes

Bδ(u− ua, v) = (f + u′′a, v) . (5.25)

The space of test functions v should be in SDδ (Ω). One can verify that the weak

form (5.25) is consistent with (5.20) as δ → 0. In order to find a suitable constraint

C(u, a), we further assume that ũδ = uδ − ua has homogeneous Neumann boundary

conditions for all δ > 0, where uδ solves (5.25) for any v ∈ Sδ(Ω) and ua is given in

(5.22). Therefore, by Fubini’s Theorem, (5.25) leads to

Lδu− Lδua = f −
∫

Ω

f dx .

Then C(u, a) can be obtained by multiplying a linear function h(x) = cx (taking

c = 1, for simplicity) on both sides of the above equation and integrate with respect
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to x from 0 to 1, which leads to, on the left hand side:∫
Ω

∫
Ω

ρδ(x, x
′)(x′ − x)(u(x′)− ua(x′)− (u(x)− ua(x))) dx′dx = Bδ(u, x)− a+ b

2
,

and g(1)− g(0)− (a + b)/2 on the right hand side, where the function g is the local

Dirichlet boundary data in (5.19). Therefore, we can get

C(u, a) = Cg(u) := Bδ(u, x) + g(0)− g(1) = 0 , (5.26)

which can be viewed as a nonlocal compatibility condition. Again by Fubini’s theorem,

we can get the strong form of Euler-Lagrange equations
Lδ(u− ua) = f −

∫
Ω

f dx in Ω ,

u = g on ∂Ω ,

Bδ(u, x) = g(1)− g(0) .

(5.27)

Similar to the discussion on the Neumann case, we also expect ‖uδ − u0‖L2 → 0

as δ → 0 where u0 solves (5.19). Note that this serves as a remedy to have better

recovery of the local limit from the nonlocal models with a piecewise linear horizon,

and it is not necessary when the horizon function is smoothly defined.

5.1.6 Nonlocal models with mixed boundary conditions

The treatment for a nonlocal problem with mixed boundary conditions goes sim-

ilarly as the discussions previously. We take the example on the domain Ω = (0, 1)

with Neumann condition on one side (x = 0) and Dirichlet condition on the other

(x = 1). The auxiliary function then is still given by (5.22) but it is a known function

due to the Neumann condition imposed on x = 0. By performing similar discussions

as in Section 5.1.3 and 5.1.5, the strong form of the mixed boundary problem is given

by: 
Lδ(u− ua) = f −

∫
Ω

f dx in Ω ,

u(1) = g(1) .

(5.28)
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5.2 Local-nonlocal coupled problems

While nonlocal modeling has its advantage on complex physical processes, non-

local model based numerical simulations often incur higher computational cost than

those based on traditional local models. Local-nonlocal coupling is a natural ap-

proach in practice and various strategies have been proposed [D’Elia et al., 2016;

Du et al., 2018a; Du et al., 2016a; Mitchell et al., 2015; Seleson et al., 2015]. In

this section, we propose an energy-based seamless coupling approach to define local-

nonlocal coupled problems. We first adopt the auxiliary function approach and use a

general horizon parameter (one representative could be the piecewise linear horizon

(5.9), which is a direct application from what discussed before. However, construct-

ing an auxiliary function in high dimensional spaces may be nontrivial, we then use a

smoother variable horizon to solve the coupled problems without the auxiliary func-

tions.

For simplicity, we consider the coupled problem in Ω = Ω− ∪ Ω+ where Ω− =

(−1, 0] and Ω+ = [0, 1). The nonlocal interaction domain ΩI is defined as

ΩI = {y ∈ R \ Ω+ such that ρδ(x, y) 6= 0 for some x ∈ Ω+} .

We define the coupled energy functional as

Ef (u) =
1

2

∫
Ω+∪ΩI

∫
Ω+∪ΩI

ρδ(x, x
′)(u(x′)− u(x))2dx′dx

+
1

2

∫
Ω−

u′(x)2 dx−
∫

Ω

f(x)u(x)dx .

(5.29)

For illustration, we consider the minimization problem of such an energy functional

subject to some nonlocal Dirichlet-type volume constraints on ΩI and a local Dirichlet

boundary condition at x = −1.
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5.2.1 Coupled problems with auxiliary functions for general

horizons

Without loss of generality, we still use the same kernel and horizon function men-

tioned before. For convenience, let us denote the space

Wδ(Ω) =
{
u ∈ H1(Ω−) ∩ Sδ(Ω+) such that u− = u+ at x = 0

}
,

which is well-defined by the trace theorem given in [Tian and Du, 2017].

As an application of the auxiliary function approach for solving nonlocal Dirichlet

problems with heterogeneous localization, we let ua be an auxiliary function and

consider the minimizer of the following modified energy functional

Ef (u; a) =EΩ+(u− ua)−
∫

Ω+

u′′a(x)u(x)dx

+
1

2

∫
Ω−

u′(x)2 dx−
∫

Ω

f(x)u(x)dx ,

(5.30)

subject to the nonlocal Dirichlet boundary conditions and necessary interface condi-

tion. The constrained energy space is then given by

W̃δ(Ω) = {u ∈ Wδ(Ω), u = g on ΩI ∪ {x = −1}} .

We further assume that for some auxiliary function ua, the minimizer uδ of (5.30)

satisfies that uδ − ua has a zero Neumann data at ∂Ω+ for δ > 0. A choice of ua can

again be given by (5.22), where Ω should be replaced by Ω+.

The weak form of Euler-Lagrange equation for the minimization problem becomes

B0(u, v)Ω− +Bδ(u− ua, v)Ω+ − (u′′a, v)Ω+ = (f, v) , (5.31)

where the subscripts Ω− and Ω+ represent the integral domain of the bilinear forms,

and the test function v are in Wδ(Ω) but with homogeneous Dirichlet conditions on

ΩI ∪ {x = −1}. By Fubini’s theorem, (5.31) leads to

Lδ(u− ua) = f −
∫

Ω+

f dx in Ω+ .
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In order to find a nonlocal compatibility condition for the coupled problems, we again

multiply a linear function h(x) = cx (taking c = 1 for simplicity) on both sides and

integrate with respect to x from 0 to 1, which leads to∫
Ω+

∫
Ω+

ρδ(x, x
′)(x′ − x)(u(x′)− u(x)) dx′dx− a =

∫
Ω+

f(x)(x− 1) dx . (5.32)

5.2.2 Coupled problems with C2 horizon functions

As demonstrated earlier, constructing suitable auxiliary functions can help retain

good consistency of the nonlocal model with the local limit for general kernels and

horizons. However, such constructions in general geometry in higher dimensional

spaces are challenging. Instead, we now consider the use of a smoother horizon

function in the kernel over the domain Ω+, namely

ρδ(x, x
′) = cδ(x)γδ(x)(|x′ − x|) + cδ(x

′)γδ(x′)(|x′ − x|) ,

where

γδ(x)(r) = χΩ+

(
r

δ(x)

)
.

Discussion on smooth (and strictly positive) horizon has been made also in [Silling

et al., 2015] along with numerical experiments. Here we discuss the case that al-

lows heterogeneous localization with the horizon becoming zero at some interface or

boundary points.

Assume that the horizon function δ(x) in the kernel is second order differentiable.

In particular, we use a class of horizon which can be visualized in Fig. 5.1, where the

second order derivative δ′′(x) is bounded by some power of the maximum value of

δ(x), denoted by δ = max δ(x) for x ∈ Ω+.

Then we consider the minimization problem of the original energy functional (5.29)

subject to Dirichlet-type volume constraints on ΩI (here ΩI = [1, 1+δ]) and Dirichlet

boundary condition at x = −1, so the energy space for u remains as W̃δ(Ω).

The weak form of Euler-Lagrange equation becomes

B0(u, v)Ω− +Bδ(u, v)Ω+ = (f, v) ,
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Figure 5.1: horizon as a C2 function of x.

where the test function v is from Wδ(Ω) with homogeneous Dirichlet condition at

x = −1 and homogeneous Dirichlet volume constraint in ΩI .

In the numerical experiments presented in Section 5.3, we can see that the cou-

pled solutions converge to the limiting local solution in an optimal order. Moreover,

although the ghost forces do not disappear totally, we demonstrate that they vanish

as δ → 0. We also present numerical experiments on using such a horizon to solve

nonlocal problems subject to various constraints. Convergence can again be observed

in an optimal order without auxiliary functions.

5.3 Numerical simulations

We now report numerical experiments that on one hand substantiate the analysis

given earlier and on the other hand, offer quantitative pictures to the solution behavior

(particularly in the local limit) of nonlocal models and coupled local-nonlocal models.

We adopt Galerkin piecewise linear finite element methods to do discretization.
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5.3.1 Nonlocal homogeneous Neumann problems

After numerical discretization, we get the stiffness matrix A, where A is assembled

by conforming piecewise linear finite element Galerkin approximations, see Chapter

2 for details. For Neumann type problems, however, the matrix is singular without

the uniqueness constraint. In principle, we may have several ways to deal with such

issue. One possible approach is to modify the stiffness matrix. Let e be the column

vector in the null space of the stiffness matrix A and define B = A + eeT , we solve

the linear system with coefficient matrix B to get a solution U′. Then the vector U′

has the property eTU′ = 0. To get the solutions with different mean values (say to

match with suitable benchmark solutions), we need to set U = U′−Che for suitably

chosen constant Ch.

For numerical experiments, we first fix the horizon δ and calculate the right hand

side of the nonlocal equation based on an exact solution u(x) = x2(1 − x)2 − 1/30.

This naturally leads to a δ-dependent right hand side f = fδ(x) = Lδu. Meanwhile,

since the integral of u over Ω is zero, which leads to our target weak form:

Bδ(uδ, v) = (fδ, v) ∀v ∈ SNδ (Ω) , (5.33)

where uδ ∈ SNδ (Ω). We take the kernel

ρδ(x
′, x) = cδ(x)χδ(x)(|x′ − x|) + cδ(x

′)χδ(x′)(|x′ − x|),

where

cδ(x) =
3

4δ(x)3
, δ(x) = min(δ, x, 1− x).

We solve the nonlocal problem on a uniform mesh with mesh size h and take δ to

be constant and reduce h to check the convergence properties. As an illustration we

choose δ = 1
4

and refine the mesh with decreasing h. For each h, the constant Ch is

chosen as the trapezoidal rule of the numerical solution on the grid points for each h

which is an approximation of the integral of u.

Table 5.1 shows errors and error rates of the piecewise linear finite element ap-

proximations to the solution x2(1−x)2− 1/30 with a fixed δ = 1
4

while refining mesh
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h ‖Uh − Ihu‖∞ Order

2−5 6.14× 10−4 −

2−6 1.86× 10−4 1.73

2−7 3.64× 10−5 2.35

2−8 1.10× 10−5 1.73

2−9 2.74× 10−6 2.00

2−10 6.25× 10−7 2.13

2−11 1.63× 10−7 1.94

2−12 3.63× 10−8 2.16

Table 5.1: L∞ errors and error orders of piecewise linear finite element approximations

for fixed δ = 1
4

to the solution x4 − 2x3 + x2 − 1/30 as h→ 0.

with a decreasing h, where Ih denotes the piecewise linear interpolation operator.

From the data in the table, we see that the convergence rate for fixed δ is O(h2) for

finite element approximations.

We now establish the numerical experiments to show the order of convergence as

δ and h both go to 0. In this example, we discretize and solve the following equation:

Bδ(uδ, v) = (f, v) ∀v ∈ SNδ (Ω) . (5.34)

We choose the same kernel and the same local limit of the nonlocal solution u(x) =

x2(1− x)2 − 1/30, hence the right hand side would be f(x) = −12x2 + 12x− 2. Let

Uh
δ denote the numerical solution of (5.34) with mesh size h and horizon δ. Then

from the above example, with fixed δ, Uh
δ will converge to the interpolant of nonlocal

solution uδ with decreasing h. Therefore, when we keep reducing δ while picking a

relative small enough h, the resulting solutions are expected to approximate the local

limit. On the other side, we can also fix the ratio between horizon and mesh size:

r = δ/h and refine the mesh, which is also a popular limiting process as it roughly

preserves the number of nonzero entries in each row of the stiffness matrix.
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fixed small h fixed r = 2

δ ‖Uh
δ − Ihu‖∞ Order ‖Uh

δ − Ihu‖∞ Order

2−2 7.81× 10−3 − 7.88× 10−3 −

2−3 3.12× 10−3 1.35 3.47× 10−3 1.18

2−4 9.46× 10−4 1.71 1.14× 10−3 1.60

2−5 2.60× 10−4 1.86 3.26× 10−4 1.81

2−6 6.81× 10−5 1.93 8.70× 10−5 1.91

2−7 1.74× 10−5 1.97 2.25× 10−5 1.95

2−8 4.41× 10−6 1.99 5.71× 10−6 1.98

Table 5.2: L∞ errors and error orders of piecewise linear finite element method as

δ → 0 to solution x4 − 2x3 + x2 − 1/30.

Table 5.2 shows errors and error rates to the local limit of the piecewise linear

finite element approximations as δ goes to 0 for a fixed small enough h (Column 2 and

3) and a fixed ratio of horizon size to mesh size (Column 4 and 5). From the table,

we can see the convergence rate to the local limit is O(δ2). This example shows the

asymptotic compatibility. More thorough discussion can be found in other references,

for example [Du et al., 2016b; Tao et al., 2017; Tian and Du, 2013; Tian and Du,

2014].

For further illustration, we can also estimate the derivative of nonlocal solutions

to see if it will recover the local Neumann boundary conditions as δ → 0. Table

5.3 shows that the numerical derivative of the nonlocal solution converges to the

derivative of the local limit in the first order, where Dh is the numerical difference

quotient operator (forward, backward or central). Moreover, when we only focus on

the derivative at the boundary, we can find that for any δ, u′δ(0) = u′δ(1) = 0, which

means the nonlocal solutions also satisfy the homogeneous Neumann conditions. For

example, we can see this phenomenon in Fig. 5.2, where we fix δ = 1
8

and get the
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δ ‖DhU
h
δ − Ihu′‖∞ Order

2−3 3.83× 10−2 −

2−4 2.11× 10−2 0.86

2−5 1.11× 10−2 0.92

2−6 5.74× 10−3 0.97

2−7 2.93× 10−3 0.98

2−8 1.47× 10−3 0.99

Table 5.3: L∞ errors and error rates of the numerical derivative of uδ to derivative of

local solution: 4x3 − 6x2 + 2x as δ → 0.

corresponding uδ.

0 0.2 0.4 0.6 0.8 1
-0.04

-0.02

0

0.02

0.04

nonlocal solution

local solution

Figure 5.2: The nonlocal solution with δ = 1
8

and the local solution.

We would like to remark that we can get the same convergence results when

using the smoother horizon shown in Fig. 5.1. The results are omitted here but

more interesting examples of solving nonlocal problems by such horizon will be given

shortly.

5.3.2 Nonlocal inhomogeneous Neumann problems

In this example, we present the numerical study on inhomogeneous nonlocal Neu-

mann problems by both the smoother horizon shown in Fig. 5.1 with local boundary
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conditions and the piecewise linear horizon (5.9) with auxiliary functions, which has

been discussed in Section 5.1.3. Before that, we first give an example on the issue

when imposing local inhomogeneous Neumann boundary conditions on the nonlocal

model with the piecewise linear horizon (5.9). We discretize and solve the following

equation:

Bδ(uδ, v) = (f, v) + (g, v)∂Ω , (5.35)

where u, v ∈ SNδ (Ω), g is the Neumann boundary condition and (·, ·)∂Ω denotes the

boundary integration. In 1D domain Ω = (0, 1), it is defined by

(g, v)∂Ω = u′(1)v(1)− u′(0)v(0) . (5.36)

For illustration, we take an exact local solution u = x4 − 2x3 + x2 − 2x + 29/30.

Table 5.4 shows that the nonlocal solution only has first order convergence as δ → 0.

Moreover, there are oscillations of derivatives with length 2δ at the boundary layers.

See Fig. 5.3 for example where δ = 1/8.

numerical solution

δ L∞ error Order

2−3 3.69× 10−2 −

2−4 1.80× 10−2 1.03

2−5 8.80× 10−3 1.03

2−6 4.34× 10−3 1.02

2−7 2.15× 10−3 1.01

2−8 1.07× 10−3 1.00

Table 5.4: L∞ errors and error rates of piecewise linear finite element approximations

as δ → 0 to solution x4 − 2x3 + x2 − 2x + 29/30 with the piecewise linear horizon

function and inhomogeneous Neumann conditions, but without the use of auxiliary

function.
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Figure 5.3: Derivatives oscillate around the boundary when imposing local Neumann

boundary conditions on nonlocal models with piecewise linear variable horizon.

Instead, we can consider to use the auxiliary functions. Since g = −2 on the

boundary, we can simply take ua(x) = −2x. Table 5.5 shows that the numerical solu-

tion and numerical derivative of the nonlocal case converges to its local limit, which

means that this approach works and the boundary condition can still be achieved

when the horizon vanishes.

Moreover, we can use the horizon shown in Fig. 5.1 without auxiliary functions

and impose the local boundary conditions. As noted before, we use the constant

δ to also represent the maximum value of δ(x). In order to check the asymptotic

compatibility of this case, we instead fix r = δ/h and let δ → 0. Table 5.6 shows the

convergence of numerical solution and numerical derivative to the local limit with a

fixed r = 2 in L∞ sense. The order of convergence for numerical derivatives can be

confirmed as the optimal order, while the convergence of numerical solutions is close,

but not exactly second order. More convincing data on second order convergence

for the solutions are presented in Table 5.7, where one can see that the numerical

solutions converge in an optimal order in L2 norm.
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numerical solution numerical derivative

δ L∞ error Order L∞ error Order

2−3 2.81× 10−3 − 3.82× 10−2 −

2−4 9.47× 10−4 1.55 2.12× 10−2 0.85

2−5 2.64× 10−4 1.84 1.13× 10−2 0.91

2−6 5.99× 10−5 2.14 6.02× 10−3 0.91

2−7 1.21× 10−5 2.28 3.00× 10−3 0.98

2−8 3.12× 10−6 2.02 1.50× 10−3 0.99

Table 5.5: L∞ errors and error rates of piecewise linear finite element approximations

as δ → 0 to solution x4 − 2x3 + x2 − 2x + 29/30 with the piecewise linear horizon

function and inhomogeneous Neumann conditions.

numerical solution numerical derivative

r = 2 L∞ error Order L∞ error Order

δ = 0.02 3.13× 10−4 − 1.96× 10−2 −

δ/2 9.06× 10−5 1.79 9.90× 10−3 0.99

δ/4 2.58× 10−5 1.81 4.97× 10−3 0.99

δ/8 7.45× 10−6 1.79 2.49× 10−3 1.00

δ/16 2.20× 10−6 1.76 1.25× 10−3 1.00

Table 5.6: L∞ errors and error rates of piecewise linear finite element approximations

as δ → 0 with fixed r to solution x4− 2x3 +x2− 2x+ 29/30 with C2 horizon function

and inhomogeneous Neumann conditions.
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r = 2 ‖Uh
δ − Ihu‖2 Order

δ 1.93× 10−4 −

δ/2 4.98× 10−5 1.95

δ/4 1.26× 10−5 1.99

δ/8 3.19× 10−6 1.98

δ/16 8.28× 10−7 1.95

Table 5.7: L2 errors and error rates of piecewise linear finite element approximations

as δ → 0 with fixed r to solution x4− 2x3 +x2− 2x+ 29/30 with C2 horizon function

and inhomogeneous Neumann conditions.

5.3.3 Nonlocal Dirichlet problems

In this example, we still calculate f = f(x) based on the choice of a local limiting

solution u0(x) = x4− 2x3 + x2− 2x+ 29/30. Similar to the example given in Section

5.3.2, we can observe undesirable oscillations of the solution derivative around the

boundary when directly imposing local Dirichlet boundary conditions on the nonlocal

model with the piecewise linear horizon function. Therefore, we aim to solve the

modified variational problem (5.27) with an auxiliary function ua = b−a
2
x2+ax2, where

a and b are assumed to be the boundary derivatives of the local limiting solution at

x = 0 and x = 1 respectively. In this example, we expect that a = b = −2. Table 5.8

shows that the numerical solution and numerical derivative of the nonlocal case again

converge in an optimal order. The auxiliary function approach with extra unknowns

still work in nonlocal Dirichlet problems. Moreover, from Column 4 of the table

we can see that the assumption that uδ − ua has homogeneous Neumann boundary

conditions is satisfied for each δ.

Besides, if we use the horizon shown in Fig. 5.1 and impose the local boundary

conditions, we can also get convergence of solutions and derivatives both in optimal

orders. The results are listed in Table 5.9.
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numerical solution numerical derivative

δ L∞ error Order u′δ(0) L∞ error Order

2−3 3.09× 10−3 − −2.00 3.80× 10−2 −

2−4 9.46× 10−4 1.71 −2.00 2.09× 10−2 0.86

2−5 2.60× 10−4 1.86 −2.00 1.09× 10−2 0.94

2−6 6.81× 10−5 1.93 −2.00 5.57× 10−3 0.97

2−7 1.74× 10−5 1.97 −2.00 2.81× 10−3 0.99

2−8 4.41× 10−6 1.98 −2.00 1.41× 10−3 0.99

Table 5.8: L∞ errors and error rates of piecewise linear finite element approximations

as δ → 0 to solution x4 − 2x3 + x2 − 2x+ 29/30 as well as the solution derivatives at

x = 0 (value of a) with the piecewise linear horizon function and Dirichlet conditions.

numerical solution numerical derivative

r = 2 L∞ error Order L2 error Order L∞ error Order

δ = 0.02 2.76× 10−4 − 1.54× 10−4 − 1.95× 10−2 −

δ/2 7.92× 10−5 1.80 3.96× 10−5 1.96 9.87× 10−3 0.98

δ/4 2.29× 10−5 1.79 1.03× 10−5 1.95 4.97× 10−3 0.99

δ/8 6.78× 10−6 1.75 2.73× 10−6 1.91 2.49× 10−3 1.00

δ/16 2.06× 10−6 1.72 7.42× 10−7 1.88 1.25× 10−3 1.00

Table 5.9: L∞ and L2 errors and error rates of piecewise linear finite element approx-

imations as δ → 0 with fixed r to solution x4−2x3 +x2−2x+ 29/30 with C2 horizon

function and Dirichlet conditions.
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5.3.4 Local-nonlocal coupled problems

The examples so far have introduced the auxiliary function approach on nonlocal

diffusion models with various constraints. Furthermore, the numerical scheme is

verified as the asymptotically compatible scheme. We now present how this method

can be combined with local PDEs to stimulate coupled local and nonlocal models in a

seamless fashion without overlapping domains. In Section 5.2, the coupled problems

are presented with two different horizon functions, both cases are explored more in

this example.

As a direct application of the last example, we first consider the same variable

horizon used in previous examples with an auxiliary function ua(x) = b−a
2
x2 + ax

where b = a −
∫

Ω+
f dx. We discretize and solve the variational problem (5.31) and

the compatibility condition (5.32). Table 5.10 shows the convergence of numerical

solution and numerical derivative of the coupled case to the local limits. Moreover,

we observe that for each δ, we can solve u′δ(0) correctly as the mesh size goes to zero.

numerical solution numerical derivative

δ L∞ error Order u′δ(0) L∞ error Order

2−3 3.09× 10−3 − −2.00 3.80× 10−2 −

2−4 9.46× 10−4 1.71 −2.00 2.09× 10−2 0.86

2−5 2.60× 10−4 1.86 −2.00 1.09× 10−2 0.94

2−6 6.81× 10−5 1.93 −2.00 5.57× 10−3 0.97

2−7 1.74× 10−5 1.97 −2.00 2.81× 10−3 0.99

Table 5.10: L∞ errors and error rates of piecewise linear finite element approximations

of coupled problem as δ → 0 to solution x4 − 2x3 + x2 − 2x + 29/30 as well as the

solution derivatives at x = 0 (value of a) with the piecewise linear horizon function.

Another energy-based method is to consider the original energy functional (5.29)

but with a smoother horizon function, which is shown in Fig. 5.1. Again we fix
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numerical solution numerical derivative

r = 2 L∞ error Order L2 error Order L∞ error Order

δ = 0.02 2.95× 10−4 − 1.74× 10−4 − 1.29× 10−1 −

δ/2 8.49× 10−5 1.79 4.49× 10−5 1.95 6.49× 10−2 1.00

δ/4 2.43× 10−5 1.80 1.15× 10−5 1.97 3.25× 10−2 1.00

δ/8 7.12× 10−6 1.77 2.97× 10−6 1.95 1.62× 10−2 1.00

δ/16 2.13× 10−6 1.74 7.86× 10−7 1.92 8.12× 10−3 1.00

Table 5.11: L∞ and L2 errors and error rates of piecewise linear finite element approx-

imations of coupled problem as δ → 0 with fixed r to solution x4−2x3+x2−2x+29/30

with C2 horizon function.

r = δ/h and let δ → 0 since the model will get localized as the maximum value

of horizon vanishes. Table 5.11 shows that the numerical solution and numerical

derivative converge to the local limits with a fixed r = 2 both in optimal orders. For

the convergence of numerical solutions, one can see this more clearly with respect to

the L2 norm.

Although the solution derivatives can converge as δ → 0, this model does not

satisfy the patch test, which could lead to the existence of ghost forces. However, the

ghost forces vanishes as δ → 0. They are also much smaller than those produced in

the case with δ(x) = min(x, δ, 1 − x) but without an auxiliary function. In Fig. 5.4,

we choose a linear profile u(x) = −2x + 1 which implies a zero source term. We

can see that the ghost strains vanish as δ decreases. Although we cannot pass the

patch test for a fixed δ > 0, the ghost forces do not affect the convergence of solution

derivatives and they get reduced with smaller δ.
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Figure 5.4: In patch test, ghost forces vanish as δ → 0.

5.4 Discussion

In this chapter, we have developed a linear nonlocal model with a spatially varying

horizon that captures a spatial change of scales in nonlocal interactions. Our work has

extended existing studies on the nonlocal diffusion and nonlocal peridynamic models,

and their finite element discrete approximations.

On the modeling side, we are able to significantly expand the nonlocal modeling

technique by allowing heterogeneous localization. The latter in turn offers, in partic-

ular, a way to pose local boundary value problems for nonlocal models and provides

a seamless coupling of local and nonlocal models. Our studies here, though limited

to one space space, are quite extensive as they have covered a number of cases in-

volving piecewise linear or smooth horizons, homogeneous and inhomogeneous, local

or nonlocal, and Neumann or Dirichlet constraints.

On the computational side, we have demonstrated that the asymptotically com-

patible schemes are naturally designed for nonlocal problems with a heterogeneously

defined horizon that can be positive and zero in different part of the computational

domain. They provide the necessary robustness with respect to the change of length
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scales.

We note that the current work is largely based on a simple one-dimensional linear

model with a simple representative kernel for the sake of offering insight without being

impeded by tedious calculations. In our numerical experiments, the computational

mesh is taken to be uniform since a smooth solution is assumed. While these serve the

purpose of illustration well, additional complications may arise in practice. It will be

interesting to study further extensions to more general models in higher dimensions

and more general discretization, as well as more applications in real physical processes.
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