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ABSTRACT 
 

Development of swept, confocally-aligned planar excitation (SCAPE) microscopy 

for high-speed, volumetric imaging of biological tissue 

 

Venkatakaushik Voleti 
 

With the wide-spread adoption of exogenous fluorescent indicators ï and more recently 

genetically encoded fluorescent proteins ï over the past two decades, there exists a diverse 

chemical toolkit with which to probe biological systems. Individual cell types and sub-cellular 

compartments can be targeted in an increasingly wide range of model organisms. However, 

imaging these samples is often an exercise in balancing the needs of any given experiment 

against the constraints of the chosen imaging technology. For example, a volume of brain tissue 

is host to neurons, glia, vascular compartments and red blood cells that all occupy discrete 

locations in 3D space, but must work together to support healthy organ function. Single-cell 

activity on the order of milliseconds can trigger downstream processes that unfold over the 

course of multiple seconds or even minutes. The development of a technique capable of 

providing depth-resolved, volumetric imaging with scalable spatiotemporal resolution is crucial 

to developing a proper understanding of such biological systems.  

Bottlenecks in the throughput of existing technologies stem from a combination of 

inefficient illumination and volume acquisition strategies, and insufficient sensor read-out 

speeds. Light sheet microscopy is a promising solution, but individual designs tend to be highly 

specialized to specific types of samples and do not easily adapt to a wide range of experimental 

settings. In this thesis, I detail my work in developing swept, confocally-aligned planar excitation 



 

 

(SCAPE) microscopy from a first-generation prototype into a versatile, easy-to-reproduce, easy-

to-use system for high-speed, 3D imaging. 

The first chapter introduces the challenges of designing optical systems capable of high-

speed, volumetric imaging. An introduction to design choices faced in the construction of 

fluorescence microscopes, and current approaches to 3D imaging are discussed. The second 

chapter describes the progression from the 1st to 2nd generation SCAPE system. Improvements 

made through ray-tracing models and an enhanced optomechanical design are described, and 

results from this system in a number of model organisms are presented. The third chapter  

presents results from a range of biological applications to which SCAPE microscopy has been 

applied. Work in imaging the zebrafish heart to demonstrate the systemôs improved imaging 

speed, the C. elegans to show the systemôs resolution, and finally a number of examples of large 

field-of-view and high-resolution structural imaging are all described. Finally, the fourth 

chapter concludes with an overview of the work that lies ahead to both further develop of 

SCAPE microscopy, as well as to bring the existing systemôs strengths to bear in a wider range 

of environments.  
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Chapter 1 ς Introduction  

Biological systems are incredibly complex. A cubic centimeter of brain tissue consists of 

a complex network of tightly packed neurons each with their own morphologies, excitability, 

connectivity and genetic profiles. These characteristics can change as a function of stimulus, 

development and disease. Perturbations to biological tissue (such as thrombosis) that occur on 

the order of seconds can unleash complex signaling cascades that have long lasting effects days 

or even years after the initial event. Imaging these processes is crucial to developing a better 

understanding of the mechanisms behind them. Such an understanding can help us find optimal 

points of intervention to stave off disease through newly designed therapeutics, or even enhance 

biological function for our own ends. 

While tools such as the X-ray, ultrasound and MRI have been clinically game-changing 

and are widely used to facilitate non-invasive visualization of biological function, these 

modalities lack both the resolution and mechanisms of contrast to probe behavior at the cellular 

level. Here, optical microscopy can serve as an essential tool for investigation. Its primary goal is 

to permit the visualization of micro-structures within tissue not immediately apparent to the 

naked eye. However, in addition to structural imaging, functional imaging ï i.e. the study of how 

a system changes over time in response to or on the absence of stimulus ï is also crucial. Optical 

microscopy offers a wide variety of contrast mechanisms such as absorption, phase contrast and 

polarization that can all be used at the cellular level. Most notably, the usage of fluorescence has 

become increasingly ubiquitous over the past two decades in concurrence with the development 

of sophisticated genetic techniques to localize that fluorescence to specific, subcellular targets.  
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However, one of the key challenges of optical microscopy is that these two goals ï 

structural and functional imaging ï are often at odds with one another. Imaging fine structures 

requires sampling those structures finely; imaging fast processes involves acquiring data faster 

than the processes themselves. And understanding activity distributed in 3D space clearly must 

involve sampling that 3D space in its entirety. Broadly speaking, the trade-offs one must make 

when balancing the ability to acquire high-quality structural data or high-quality functional data 

using a 3D optical system are a result of inadequate data rates and the sampleôs own intolerance 

to external perturbation.  

3D microscopy techniques are generally limited to low volumetric speeds for reasons 

more thoroughly discussed later this section. As a result, many high-speed systems are highly 

specialized to a given application and resist modification that might make them more accessible 

to the larger research community. Within this thesis, I will describe my work in developing 

Swept, Confocally Aligned Planar Excitation (SCAPE) microscopy, a high-speed, 3D 

fluorescence imaging technology, that can be used on a wide variety of model organisms to 

address key applications in the field of neuroscience and cardiology.  

Within the first chapter, I provide the requisite background needed to understand the 

development of SCAPE microscopy. A brief introduction to fluorescence is provided followed 

by an explanation of basic optical principles that play a role in future design choices. I then 

discuss previous approaches to high-speed, scanning 3D microscopy, their benefits and their 

drawbacks with particular attention placed on light-sheet based illumination strategies.  

In the second chapter, I will describe my work in developing SCAPE microscopy. 

Throughout the course of this work, I placed great emphasis on the systemôs versatility as well as 

its potential for dissemination which motivated a large number of design choices described 
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herein. I discuss my work on the initial implementation of the system (SCAPE1.0) and then the 

drawbacks of such an architecture. I developed a new design with a simpler geometry based on 

confocal microscopy. The new system retained the data rates of SCAPE1.0 but significantly 

improved the systemôs performance along a number of metrics. As a result of high demand, I 

was simultaneously developing and supporting three systems within the lab and there was a need 

for standardization of performance across systems. I developed successive generations of custom 

opto-mechanical alignment techniques and performance metrics. These initial systems facilitated 

four collaborations between our lab and other groups at Columbia University, requiring 3D 

calcium imaging within the larval and adult Drosophila, in vivo mouse brain and olfactory 

sensory neurons. Examples from some of these model organisms, as well as from the zebrafish 

central nervous system that resulted from shorter one-to-two week collaborations are presented 

to highlight the next-generation systemôs capabilities.  

In the third chapter, I highlight key biological applications that served as a driving force 

behind further optimization of the systemôs speed and resolution: the zebrafish heart and the C. 

elegans. The zebrafish heart is a commonly used model organism in regenerative medicine and 

developmental biology, however direct 4D measurements of the sample are complicated by the 

fact that the system is consistently in motion (beating 2-4 times per second). I describe the 

standard approaches to 4D imaging of this sample, with an emphasis on the light-sheet based 

techniques that have been developed over the past decade for the imaging of blood flow and 

calcium activity. The limitations of current approaches led me to incorporate a high-speed, next-

generation camera in order to develop a version of SCAPE microscopy that can perform depth-

resolved 3D imaging at hundreds of volumes per second. This represents over an order of 

magnitude improvement in acquisition speed. The C. elegans is a commonly used model 
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organism in the field of neuroscience and is the only animal with a fully characterized 

connectome. I describe previous approaches to whole-brain imaging of this sample using light 

sheet microscopy, spinning disk confocal microscopy and other modalities. Due to the much 

smaller size of the C. elegans, pursuing this application required me to develop a version of 

SCAPE with sub-micron to near-micron resolution. By further incorporating the high-speed 

camera used for zebrafish heart imaging, I was able to image the entire body of a C. elegans at 

rates fast enough to perform cell tracking with enough detail to resolve cellular nuclei and fine 

dendritic processes. Additional applications of high-resolution structural imaging ï including 

those in cleared tissues and retinal flat mounts - that arise as a natural consequence of this 

improved resolution are then presented. 

The final chapter concludes with thoughts on the potential for future development of 

SCAPE, alternative implementations of the technology and the challenges facing the field of 

high-speed, volumetric microscopy as a whole.  
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Fluorescence in Biological Imaging 

Fluorescence is a biophysical phenomenon by which a fluorophore (molecule or atom) absorbs a 

photon containing a specific amount of energy and then emits a lower energy photon at some 

later time. In its simplest form, linear fluorescence occurs when an electron within a fluorophore 

absorbs a single photon that causes it to transition from its ground or lowest energy state into a 

higher energy state (Figure 1.1a). The energy potential difference between these two states 

corresponds to the wavelength, ɚ, of the photon absorbed:  

‗ ὬὧȾὉ 

In which h is Planckôs constant, c is the speed of light and E is the energy bandgap. The electron 

releases energy through a non-radiative processes while in its excited state and then falls back to 

the ground level emitting another photon in doing so. Multi -photon absorption processes involve 

the absorption of two-photons simultaneously (Figure 1.1b). Alternatively, excited electrons can 

 
Figure 1.1: Explanation of fluorescence 

a. Energy level transitions of electrons transitioning from the ground to excited states and back. Linear or single-photon 

absorption occurs when a high energy photon (blue) is absorbed by an electron, non-radiatively emits energy and releases a 

lower energy photon (green) b. Multi-photon absorption occurs when an electron absorbs two or more low energy photons 

(red), non-radiatively emits energy and then releases a higher energy photon (green). c. Excited electrons can also transition 

into a triplet states before decaying back down to the ground state, which can take 1000ôs of times longer that simple 

fluorescence emission d. Excitation (dashed) and emission (solid) spectra for commonly used fluorophores spanning the visible 

range of light e. Mouse brain slice expressing GFP in layer 2/3 and layer 5 neurons of the cortex taken from ((Chen, Cichon et 

al. 2012)) f. Dentate gyrus of Thy1-Brainbow1.0 mouse brain expressing combinations of CFP, YFP and RFP 
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also transition into triplet states, significantly delaying the emission of a photon from the electron 

(Figure 1.1c).   

Due to the non-radiative energy loss prior to photon emission, the wavelength of the 

emitted photon will be longer than that of the absorbed photon. The excitation and emission 

spectra of a given fluorophore correspond to the probability that light of a particular wavelength 

will be absorbed or emitted by the fluorophore (Figure 1.1d). This wavelength shift between the 

excitation and emission spectra is known as the Stokes shift. Fluorescent microscopes reliant on 

linear fluorescence use low-wavelength excitation sources and selectively filter wavelengths 

corresponding to the fluorophoreôs emission band into optical paths directed towards the 

detector.  

Fluorescent molecules come in a range of colors and following the rapid proliferation of 

GFP (green fluorescent protein) through the research community, the past two decades have seen 

a combination of genetic and chemical engineering that have allowed us to target virtually any 

transgene with a host of multi-colored fluorescent proteins (FPs).  Targeting of FP expression to 

specific transgenes can be accomplished acutely in individual animals through bulk injection of 

plasmids into tissue followed by electroporation, or through the use of viral vectors. 

Alternatively, it is also possible to create stable lines of transgenic animals through techniques 

such as embryonic stem cell-mediated gene transfer. Such techniques have led to the creation of 

a host of model organisms with libraries of fluorescently labeled transgenes, as well as libraries 

of the plasmids themselves. In addition to targeted expression of FPôs, many naturally occurring 

molecules found in tissues are also fluorescent. Examples include collagen found in structured 

lattices within connective, fibrous tissues such as tendons and ligaments, lipofuscin which is 

deposited in organs such as the brain and liver in response to aging and injury, and flavin 
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proteins which are crucial to metabolic processes in cellular respiration. Together, these 

endogenous sources contribute to a background signal known as autofluorescence. 

The color and mere presence of FPôs are the most commonly used form of contrast in 

fluorescence microscopy (Figure 1.1e). However, buried within the process of linear 

fluorescence are a plethora of other contrast mechanisms capable of providing detailed 

information about tissue structure and function. For example, different FPôs can take different 

amounts of time to emit fluorescence after the initial absorption event. This distribution of 

emission times is called fluorescence lifetime and can help disambiguate the presence of 

fluorophores with similar emission spectra. Most FPôs have fluorescence lifetimes between 2.3-

3.5 ns. As a reference, GFP has a lifetime of 2.8 ns, though recent work has created variants as 

low as 0.8 ns (Mamontova, Solovyev et al. 2018). Similarly, hyperspectral imaging uses the 

absorption or emission spectra of FPôs as uniquely identifying fingerprints  (Radosevich, 

Bouchard et al. 2008, Grosberg, Radosevich et al. 2011). By sweeping a narrow band light 

source through a range of wavelengths spanning the excitation spectra of a number of spectrally 

overlapping FPôs, it is possible to unmix the amount of each individual fluorescent protein at 

every position within the image. Furthermore, ratio-metric imaging can be used to distinguish the 

boundaries between tightly packed adjacent tissues that express different fluorophores to varying 

degrees. For example, Figure 1.1f shows how combinatorial expression of 4 proteins allows 

clear disambiguation of adjacent cells using a technique called Brainbow. Over the past twenty 

years, the development of fluorescent proteins has extended the emission spectrum into redder 

areas of the visible and near infrared spectrum (Rodriguez, Campbell et al. 2017). In this thesis, 

we use SCAPE to image red fluorescent proteins such as dsRed, mCherry, tdTomato and tagRFP 

for ratiometric functional imaging. 
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Functional fluorescent proteins are targeted FPôs that change their signal in response to 

an environmental perturbation. GCaMP is a calcium-sensitive fluorescent indicator that fuses 

circularly permuted GFP to calmodulin, a calcium binding messenger protein, and M13, a 

myosin light chain kinase. In order to emit fluorescence, it must be simultaneously excited by 

wavelengths within its excitation spectra (usually 488 nm) as well as in the presence of unbound 

calcium. Upon binding to calcium, the conformational structure of the protein temporarily shifts 

resulting in emission of photons between 480-590 nm, with a peak at approximately 510-520 nm. 

GCaMP has been widely adopted in neuroscience where increases in intracellular calcium levels 

following an action potential are used as a proxy measure of neuronal firing (Chen, Cichon et al. 

2012). It has since spread to other research areas such as the study of the cardiac (Tallini, Ohkura 

et al. 2006, Weber, Scherf et al. 2017) and vascular (Tallini, Brekke et al. 2007) activity. Since 

its initial invention in 2001, development of successive generations of GCaMP have produced 

variants with improved dynamic range, signal-to-background ratio (SBR), responsivity and 

binding kinetics. The version of GCaMP expressed in an organism can limit the types of 

processes one can study. For example, slow rise or decay time kinetics can affect the ability to 

resolve high-frequency calcium dynamics, as one calcium spike merges into another. 

Alternatively, other variants such as GCaMP6s with low background significantly improve the 

SBR but provide little information about the location of inactive cells. FP selection plays an 

important role in determining optimal parameters for an imaging study or, as I describe later in 

this chapter, in the design or limitations of imaging systems. The examples in this work focus on 

applications in neuroscience and the cardiovascular system, and primarily use GCaMP6 variants 

as metrics of cellular activity. In addition to GCaMP, recent years have also seen the 

development of proteins sensitive to voltage (Xu, Zou et al. 2017), neurotransmitters and 
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neuromodulators (Wang, Jing et al. 2018), glucose (Hu, Wei et al. 2018), pH (Martynov, 

Pakhomov et al. 2018) and other metabolic processes (Bilan and Belousov 2016).  

Working with fluorescent proteins, however, comes with a number of caveats that must 

be taken into consideration. Live cell and live animal imaging require that the method chosen be 

non-destructive to the sample over the duration of the experiment. While fluorescent proteins are 

excellent sources of targeted contrast for the reasons described above, one of the key challenges 

is collecting enough photons from FPôs to achieve sufficiently high signal on the detector. This is 

challenging for a number of reasons. Unlike stains or dyes used in histopathology, FPôs are 

expressed by utilizing the cells native transcriptional and translational mechanisms. FPôs might 

be attached to molecules that are natively expressed by the cell itself. As a result, the 

concentration of fluorophores within a given area might be too low to generate sufficient signal 

when excited. Artificially boosting the signal by driving increased production of the FP could 

alter cellular processes dependent on the machinery that the FP was designed to investigate. In 

extreme cases, the presence of the fluorophores themselves might be cytotoxic and negatively 

affect the behavior of the organism in question. 

In addition to issues relating to FP expression and concentration, fluorophores only 

convert a fraction of absorbed photons into emitted fluorescence (a ratio known as quantum 

yield): ὗὣ ὩάὭὸὸὩὨ ὴὬέὸέὲίὥὦίέὶὦὩὨ ὴὬέὸέὲί. Improving the quantum yield of 

FPôs is an active area of research, and imaging studies generally try to use high quantum yield 

FPôs in order to maximize detected signal. Fluorophores also contain triplet states into which 

photons can transition into when in the excited state. Electrons can remain in these triplet states 

for orders of magnitude longer than in the excited state, thereby destroying the ability of the 

molecule to generate fluorescence. Energy or electron transfer can then occur from this triplet 
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state into molecular oxygen, creating reactive oxygen species that are capable of degrading 

fluorophores (and by extension, SNR) over time in a process called photobleaching. These 

reactive oxygen species can also damage cells in a process known as phototoxicity.  

While the exact mechanisms of action behind photobleaching and phototoxicity are still 

poorly understood, they are important considerations when choosing imaging parameters. Signal 

drop-off due to photobleaching parameters typically take the shape of a two- part decaying 

exponential function, with the exact time constants of the exponentials varying as a function of 

laser exposure and fluorophore used. Recent work suggests that photobleaching rates are non-

linearly related to the intensity of illuminating light, with higher light levels causing supra-linear 

increases in fluorescence decay (Cranfill, Sell et al. 2016). The way in which imaging systems 

with different illumination paradigms trade off their ability to image rapidly with higher rates of 

photobleaching will be discussed in future sections. 

Optical Microscopy and the Design of Imaging Systems 

This section will introduce terminology and certain design fundamentals of optical 

microscopy (specifically fluorescence microscopy) that will serve as a reasonable base of 

knowledge for chapters to come. This section is not meant to be an authoritative guide to 

imaging systems. For an excellent mathematical description of the physics of optics, see 

ñOpticsò by Eugene Hecht, ñFundamentals of Photonicsò by B.E.A Saleh and M.C. Teich and 

ñPrinciples of Opticsò by Max Born and Emil Wolf. For step-by-step tutorial to lens design, see 

ñModern Lens Designò by Warren J. Smith and ñIntroduction to Lens Design: With Practical 

Zemax Examplesò by Joseph M. Geary. Finally, for an exhaustive work on the nuances of 

experimental protocols pertaining to fluorescence microscopy, imaging system design and 
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processing of biological images, I refer readers to ñThe Handbook of Confocal Microscopyò by 

James Pawley.  

Lenses 

First, consider an optical system containing a single lens collecting light from a light 

source (Figure 1.2a). The simplest light source is one in which all rays are travelling parallel to 

one another; these rays are called ñcollimated.ò The optical axis of a system is the imaginary line 

passing through the center of curvature of a lens or lens sequence. Collimated rays passing 

through a lens aperture focus at the lensô focal plane. The reverse is also true; light originating 

from a point on the lensô focal plane and passing through the lens will exit the lens collimated 

(Figure 1.2b). The focal length, f, of a simple lens is the distance from the lens surface to the 

focal plane and in simple, thin lenses is inversely related to the curvature of the lens. For the 

purpose of this example, let us assume that we have a thin lens with an equivalent front and back 

focal length. If collimated rays traveling parallel to the optical axis pass through the lens, they 

will focus at the intersection of the optical axis and the focal plane. If the collimated rays pass 

 
Figure 1.2: Basic lens properties 

a. Collimated rays passing through a lens focus at the lensô front focal plane (FFP) b. Rays emanating from a point at the back 

focal plane (BFP) of a lens emerge collimated c. Collimated rays traveling at an angle focus at the focal plane above the optical 

axis d. Divergent rays entering a lens focus beyond the focal plane e. Convergent rays entering a lens focus before the focal 

plane g. Non-rotationally symmetric lenses such as cylindrical lenses only focus light along a single dimension g. Numerical 

aperture of a lens is determined by the half angle of its cone of collection (ɗ) and the refractive index (n) of the immersion 

medium 
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through the lens traveling at some angle, —, relative to the optical axis, they will converge at the 

focal plane at some height, h, above the optical axis (Figure 1.2c) in which:  

Ὤ Ὢὸὥὲ—. 

Again, this equation can be used in reverse. A ray passing through a point on the focal 

plane of a lens at some height, h, will exit the lens traveling at an angle, —, relative to the optical 

axis. Simply put, this equation speaks to a relationship between the front and back focal plane of 

a lens. The location of a light ray at the back focal plane (BFP) of a lens will determine the angle 

at which that ray hits the front focal plane (FFP) of the lens; the angle at which that light ray 

intersects the BFP will determine the position that the ray will intersect the FFP. Light rays that 

are converging or diverging while entering the lens will focus away from the focal plane (Figure 

1.2de). 

Finally, most lens surfaces are ground to spherical shapes due to considerations relating 

to ease of manufacturing and so are radially symmetric about the optical axis. In this case, the 

ñheightò of a ray can be replaced by the radial distance of that ray from the optical axis. 

However, in future sections, we will see that light sheet microscopes (and by extension, SCAPE) 

use cylindrical lenses which may only be curved along a single axis (Figure 1.2f). As a result, 

light is only focused along this particular axis and optical systems containing such radially 

asymmetric elements must be thought of independently along each of these axes.  

An important consideration in optical system design is collection efficiency. Let us 

assume a simple point emitter, like a fluorophore, placed along the optical axis at the focal plane 

of a lens (Figure 1.2g). The emitter is radiating light in a spherical wave outward in all 

directions. Because of the lensô finite aperture size, it is only able to collect light from within a 

limited conical range of these angles.  The maximum angular range determines the lensô 
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collection efficiency and when describing microscope objective lenses, is described by the lensô 

numerical aperture (NA): 

ὔὃ ὲίὭὲ— 

Here, n is the immersion medium of the substance between the sample and lens and — is the ½ 

angle of the cone collected by the lens. As the aperture diameter (D) increases and the focal 

length (f) decreases, the lens is able to collect larger cone angles. Another way to describe light 

collection efficiency is through the F-number (F/#) or ñspeedò:  
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The F/# is more commonly used to describe lenses used in photography or machine vision 

applications. The radial flux of the system is inversely proportional to the square of the F/#: 

Ὂὰόὼθ
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 If we were to consider two microscope objective lenses with two different numerical apertures 

(NA1 = 0.75 and NA2 = 0.0.5), the first objective lens would have 2.25x the light collection 

efficiency of the second: ὙὥὸὭέ τz πȢχυ τz πȢυϳ ςȢςυ  

Resolution 

Numerical aperture is an important consideration when discussing a lensô resolution. 

While thus far, we have focused on properties of lenses that allow us to treat light like pencil 

beams or rays, light can also be treated as a wave in which the pencil beams are defined as the 

vectors of light propagation normal to the lightôs wavefronts. A planar wave traveling along the 

z-direction would contain periodic, flat wavefronts and we can draw a number of rays indicating 

the direction of light travel. Due to diffraction, a planar wave passing through a circular aperture 
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such as a lens will converge onto the focal plane and different points on the wavefront will 

constructively and destructively interfere with one another. The resulting electric field creates an 

intensity distribution near the focal plane known as the 3D point-spread-function. The cross 

section of the point spread function at the lensô focal plane is described by a circularly symmetric 

first order Bessel function which contains a large central lobe, followed by side-lobes organized 

in concentric rings around the primary side lobe. The distance from the lobeôs peak to its first 

minima is defined as the in-plane or lateral resolution limit as specified by the Rayleigh criterion: 

ὶ πȢφρ
‗
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The minimum resolvable distance between two points situated on the optical axis, or the axial 

resolution, is defined as: 

ὶ  
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ὔὃ
 
ς‗ὲ

ὲÓÉÎ—
 

Note here that in comparison to camera or photography systems in which resolution is specified 

as the number of pixels on the camera (which would ideally be large), the resolution of a 

microscopy system is the minimum resolvable distance between two point emitters (which 

should be as small as possible). To improve resolution, one may either lower the wavelength of 

light used (though this places limits in terms of absorption, toxicity and scattering within tissue), 

increase the refractive index of the immersion medium, or increase the angular collection range 

of the lens.  
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Optical Trains/Relays 

Optical systems consist of multiple lenses following one another in order to relay an 

image of the sample to the sensor with some degree of magnification. There are three types of 

magnification: lateral, angular and axial. 

 Consider the basic telescope consisting of two lenses (L1, and L2), with different focal 

lengths (f1 and f2) and angular collection cone angles (ⱥ1 and ⱥ 2) where all parts of the imaging 

system are in air.  There are two objects resting on the focal plane of L1 that are mapped to the 

focal plane of L2 where we find a camera sensor (Figure 1.3a). The distance between those two 

objects is do whereas the distance between the images of the two objects is di. The lateral 

magnification of a system is defined as the ratio between these two distances and in this 

configuration, is equivalent to the ratio between the two focal lengths: 

ὓ  
Ὠ
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Figure 1.3: Fundamentals of optical trains  

a. 2-lens telescope mapping a 2 objects from one plane to another with a lateral magnification between them b. Telescope 

mapping an object from object space to image space with an angular magnification between them c. Telescope mapping 2 objects 

laying along the optical axis onto 2 locations surrounding the image with an axial magnification d. Optical relay consisting of 2 

telescopes mapping an object onto a conjugate image before mapping it to the image plane. Marginal ray is shown in red and 

chief ray is shown in blue. 
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The lateral magnification is inversely related to the angular magnification (Figure 1.3b): 

ὓ  
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This relationship also provides a mathematical description as to why it is not possible to simply 

increase your magnification in order to increase the resolution (i.e. NA) of your system. As the 

lateral magnification of your system increases, the numerical aperture of the cone of light 

responsible for creating the final image decreases. In order to increase resolution, one must 

increase the actual frequency content of light collected by system.  

 Finally, consider two objects lying at varying distances from the focal plane of L1 along 

the optical axis (Figure 1.3c). The telescope will map them to positions along the optical axis 

surrounding the focal plane of L2. If the distance between the points is do and the distance 

between the image of the two points is di, then the axial magnification will be the ratio of these 

two distances: 

ὓ  
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Note that in comparison to lateral magnification, axial magnification is non-linear. If we link 

together a series of telescopes (as we soon will with SCAPE), one can multiply their individual 

lateral magnifications to determine the overall magnification of the system (M total  = M1M2). 

In addition to the front and back focal planes, there are a number of important surfaces 

and rays to that are useful when designing optical systems (see Figure 1.3d) These surfaces are: 

1. Conjugate image planes: These planes are all of the locations that an optical system will 

create an image of the object. The sensor will always be an image plane but many optical 

systems will utilize lens relays with other ñconjugateò image planes between the object and 

sensor. 
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2. Field stop position: This stop is the element within the optical train that limits the 

systemôs field of view. In high-magnification systems, the camera sensorôs size determines the 

maximum field of view over which it is possible to collect information and acts as the de-facto 

field stop. Alternatively, SCAPE microscopy also uses physical apertures placed at conjugate 

image planes for alignment, testing or imaging purposes.  

3. Entrance and exit pupil planes: These planes describe the systemôs light gathering 

ability and are images of an aperture stop as viewed from the entrance or exit ports of the system. 

Apertures throughout each telescope can make their contribution to defining the entrance and 

exit pupil planes. In Figure 1.3d, note how the aperture in the 1st telescope defines the size of the 

systemôs pupil whereas the aperture in the 2nd telescope plays no role. It is possible to get an 

intuitive sense of the shape of oneôs pupil by imaging a defocused point source. In microscopy, 

pupils tend to be circular so point objects look like circles. In photography, polygonal apertures 

are used which define the shape of the pupil (Google ñhexagonal bokehò for examples). Entrance 

and exit pupil boundaries in SCAPE are actually a combination of a number of apertures stops 

found within the system acting in tandem, so the utilized pupil will not be circular. 

4. Marginal Ray: The marginal ray passes through the center of the object or field of view 

and intersects the edge of the system pupil. 

5. Chief Ray: The chief ray is a ray that travels from the center of the systemôs primary 

aperture stop to the furthest off axis point within the object or image.  

When describing an optical system, it is useful to start within a paraxial approximation of 

the system utilizing ñthinò or ñidealò lenses, in which each lens is described only by its focal 

length and pupil diameter.  
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Aberrations and Issues 

When moving from thin lens approximations to using real lenses, control of aberrations will play 

a critical role in system performance. The key lens aberrations discussed are chromatic 

aberration, spherical aberration, coma, astigmatism and field curvature.  

 Chromatic aberration arises from the fact that the refractive indices of various glasses 

used in the manufacturing of lenses vary as a function of wavelength. As a result, a given lens 

will have different effective focal lengths for different wavelengths of light (Figure 1.4a). 

Achromatic lenses are a compound design that combine two separate lenses made of flint glass 

(high refractive index and dispersion) and crown glass (low refractive index, low dispersion) in 

order to bring two different wavelengths to a common focus. Apochromatic lenses are more 

expensive, but are designed to bring three wavelengths to a common focus. Most of the lenses 

used in SCAPE ï and other benchtop microscopes ï are achromatic lenses. A system with poorly 

corrected chromatic aberrations will only be able to generate a properly focused point-spread 

function over a narrow band of wavelengths, and will therefore have a blurrier polychromatic 

point spread function. Single-photon fluorescence microscopes can use excitation wavelengths as 

 
Figure 1.4: Common lens aberrations 

a. Chromatic aberrations (colors represent different wavelengths of light) b. Spherical aberration (colors represent distance 

of ray from optical axis) c. Coma (colors represent distance of ray from optical axis) d. Field curvature (colors represent off-

axis points) e. Astigmatism (colors represent rays propagating along different planes) in which rays focus at the focal plane 

the tangential plane but not along the sagittal plane f. Vignetting due to un-even light losses over the field of view 
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low as 405 nm and collect fluorescence to 680 nm and must therefore be corrected over the 

entire visible range.  

 Spherical aberrations arise when rays passing close to the optical axis (paraxial rays) 

through the lens focus at a different focal plane than rays passing further from the optical axis 

(marginal rays) (Figure 1.4b). Lenses in which marginal rays focus closer to the lens surface 

than paraxial rays are said to have positive spherical aberration, whereas lenses in which 

marginal rays focus farther than paraxial rays have negative spherical aberration. These 

aberrations arise primarily on lenses with high numerical apertures (i.e. high lens curvatures to 

achieve short focal lengths and large entrance pupil diameters). The effect of spherical aberration 

is to decrease the axial resolution of a system by axially elongating its point spread function and 

deteriorate in-plane contrast.  

 Coma is a phenomenon analogous to spherical aberration arising at points within the 

image that do not lie along the optical axis of a system. It occurs when rays passing through 

different portions of the lens pupil intersect the image plane at different transverse heights 

(Figure 1.4c). 

 Field curvature occurs when collimated rays entering a lens at different angles do 

not focus at the same distance from the lens surface, giving rise to a ñcurvedò focal plane 

(Figure 1.4d). The effect of such an aberration will be a steady decrease in image contrast from 

the center to the edges of the image. Alternatively, adjusting the system in order to bring the 

edges of the image into focus will blur the center of the image, creating a ring of best focus.  

Astigmatism occurs when an optical system is radially asymmetric and contains multiple 

focal lengths along each transverse axis (Figure 1.4e). As a result, light focusing along ï for 

example ï the horizontal dimension will not focus to the same plane as light focusing along the 
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vertical dimension, requiring the user to choose a plane of best focus. The effect of this 

aberration on an image will therefore be a loss of contrast along one dimension.  

 Finally, in addition to the lens aberrations just described, optical systems may also suffer 

from a phenomenon known as vignetting, which describes a steady decrease in image intensity 

from the center to the edge of the image (Figure 1.4f). Such a phenomenon arises when aperture 

stops within the system are positioned so as to occlude light rays generated from points at the 

image periphery than those generated at the image center. In fluorescence systems, this 

phenomenon can arise through uneven illumination patterns (light exciting fluorescence at the 

periphery is of lower intensity than light generating florescence in the center) or through uneven 

detection throughput (equivalent amounts of fluorescence generated at image periphery and 

center result in different signal levels at the detector).  The location of pupils within the system 

plays an important role in determining the degree of vignetting experienced.  

Objective Lenses 

Microscope objective lenses are complex, multi-lens assemblies designed to provide a 

high level of aberration correction over a given field of view. Because of the considerable 

amount of work involved in their design, the internal lens prescriptions of these lenses are kept 

secret. For a given lens, manufacturers typically provide the magnification, numerical aperture, 

working distance, required immersion medium and field number.  They also contain a short code 

describing the types of aberration corrected by the design (eg: ñPlanò refers to a correction for 

field curvature, while ñApoò refers to a correction for chromatic aberrations) (Chandler and 

Roberson 2009).  

The sample lies at the front focal plane of an objective lens. Most microscope objective 

lenses used for confocal or multi-photon microscopy are ñinfinity-correctedò which is to say that 
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objects at the front focal plane produces collimated rays exiting the objective lens. The back 

focal plane of infinity corrected objective lenses are located within the objective lens itself. 

Because light exiting the objective does not focus at an image plane, infinity corrected lenses 

must be focused onto a sensor with a tube lens. The magnification specified on the objective lens 

is actually the ratio between the tube and objective lensô focal lengths (fT and fo respectively): 

ὓ  
Ὢ

Ὢ
 

Objective lens manufacturers generally design objective lenses for tube lens of a standard focal 

length. Nikon, Mitutoyo, Thorlabs and Leica objective lenses are designed for tube lengths with 

a focal length of 200 mm. A 20x Nikon objective lens will therefore have a focal length of 

200/20 = 10 mm. In comparison, Zeissô tube lenses have a focal length of 165 mm and Olympusô 

tube lenses have a focal length of 180 mm. (Note that these values apply to microscope 

objectives. Objectives designed for wide-field or dissection scopes may have different tube 

lengths). The back pupil diameter (BPD) of an objective lens is given by: 

ὄὖὈ ςz ὔὃz Ὢ ςz ὲz ίὭὲ— Ὢz 

Furthermore, certain lens manufacturers such as Leica and Zeiss perform aberration 

corrections outside of the primary objective lenses, in conjunction with other optical components 

within the lens relay. Lenses from these manufacturers will be more difficult to substitute 

directly into and out of an existing design.  

Fluorescence Microscopes 

The optical layout of fluorescent microscopes can be separated into detection and 

excitation subsystems. The role of the excitation subsystem is to introduce light emitting the 

appropriate wavelength to the sample. The role of the detection subsystem is to collect the 
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generated fluorescence and map it to a detector. Because fluorescence emission is isotropic, the 

excitation and detection subsystems may share optical components between them or be entirely 

de-coupled. This is in contrast to ï for example ï phase contrast or darkfield imaging systems in 

which the illumination and detection optics must achieve Köhler illumination in order to achieve 

the best performance (Chandler and Roberson 2009).  

Widefield fluorescence microscopes bulk-illuminate the entire sample and map 

fluorescence back to the detector. These systems use lamps or LEDs which generate a broadband 

excitation spectrum, using interchangeable dichroic/excitation/emission filters to disambiguate 

signals from specific fluorophores. Unfortunately, while conventional wide-field microscopes 

can achieve resolutions on the order of 200-300 nm, they do not intrinsically provide optical 

sectioning ï i.e. the ability to discriminate features at one depth plane from another. As a result, 

they are primarily suited to imaging flat, thin samples such as cells in culture or slide 

preparations. Thick samples imaged under widefield microscopes need to be fixed and sectioned 

into thin slices, which precludes attempts at imaging these tissues behaving organisms. 

Computationally intensive techniques such as deconvolution microscopy attempt to provide 

depth sectioning in widefield images by inferring the point spread function of the optical system 

and algorithmically reconstructing a 3D volume.  

Existing approaches to functional, volumetric imaging 

The Gold Standard 

The most commonly used techniques for imaging fluorescence in thick biological 

samples are laser scanning confocal microscopy (LSCM) and multi-photon microscopy (MPM). 

These techniques use an objective lens to focus a laser beam of a given wavelength into a 

diffraction limited spot at the lensô focal plane. Fluorescence generated by this laser beam ï 
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either via single-photon or multi-photon excitation processes ï are then collected by the same 

objective lens and relayed onto a detector. Because confocal microscopy relies on a single-

photon absorption process, laser excitation generates fluorescence both above and below plane 

being imaged. As a result, fluorescence must be de-scanned onto a point-detector. Optical 

sectioning is achieved via a pinhole placed before the detector that occludes fluorescence 

generated from above and below the focal plane. A pinhole with a smaller diameter can improve 

lateral resolution by up to a factor of Ѝς as well as achieve better background rejection, but will 

also significantly decrease the amount of SNR collected from the image.  

In comparison, MPM relies on the simultaneous absorption of at least two photons by a 

single fluorophore in order to transition an electron from its ground to higher-energy state. Multi -

photon absorption events are only achieved at areas of high photon densities, which are created 

through a combination of temporal compression using pulsed laser sources with high peak 

energies and low pulse widths (~100-150 fs), and high-NA lenses that are capable of generating 

tight focuses at the lensô focal plane.  

With both techniques, an image is formed by sequentially scanning that spot throughout 

each pixel within the desired field of view (Pawley 1995). On standard commercially available 

confocal and two-photon systems, scanning of the beam through the focal plane (i.e. the XY 

plane) is achieved using two galvanometric mirrors that deflect an incoming laser beam along the 

orthogonal axes. Translating the focus of the beam along the third dimension (Z) is achieved 

either by translating the objective lens through a range of depths with a piezo-electric motor, or 

by translating the sample itself along this axis with a motorized stage. 

Because the laser beam needs to sequentially visit each voxel of interest, point-scanning 

systems are bottlenecked by the maximum achievable speed of individual components (e.g. 
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galvo mirrors, piezo-scanners, stages, etc) and the amount of signal collected from the sample 

(Ji, Freeman et al. 2016). For example, imaging a field of view of 500 µm x 500 µm x 200 µm at 

modest rate of 10 volumes per second with an isotropic sampling density of 1 µm requires a 

sampling rate of 500,000,000 pixels/second. Two-photon microscopy techniques use pulsed laser 

sources that compress the photon density into an ~100-150 fs time period in order to achieve the 

requisite high photon-densities. The standard repetition rate of these pulsed lasers is 80 MHz 

(over 6 times slower than the required pixel rate). Even for confocal microscopy which does not 

require pulsed laser sources, image scanning is performed via two orthogonally-scanning galvo-

mirrors translating the beam along a fast and slow axes respectively. The faster scanner would 

need to achieve a line rate of 500*200 = 100 kHz (close to an order of magnitude faster than 

high-speed resonant scanners available today) in order to achieve the imaging speeds high-

lighted above. Scanning along the axial dimension (Z) is even further complicated by the need to 

account for the inertia of moving heavy lenses or sample rigs. Finally, even if a technical 

solution to each of these image-scanning bottlenecks is found, single-photon excitation processes 

are ultimately limited by the fluorescent lifetimes of available fluorophores (0.1 ï 10 ns); the 

exposure time of a scanner operating at a 500 MHz pixel rate is 2 ns (Berezin and Achilefu 

2010).   

Parallelized Illumination Schemes 

Over the past decade, a number of techniques have emerged that alter the excitation 

optics and scan patterns of conventional point-scanning modalities in order to address this 

limitation. Random-access-pattern scanning, for example, reduces the total number of voxels that 

need to be acquired by the system by only imaging pre-selected regions of interest within the 

sample (Grewe, Langer et al. 2010, Nadella, Ros et al. 2016). While this approach can permit 



25 

 

sub-cellular imaging at kilohertz rates, it also relies a priori information and is therefore 

susceptible to motion artefacts in living samples. Furthermore, one may also miss important 

regions of interest during pre-selection especially with the development of low-background 

fluorescent calcium indicators such as GCaMP6 (Grewe, Langer et al. 2010, Chen, Wardill et al. 

2013). Other methods create multiple foci in the sample (Watson, Nikolenko et al. 2009) or 

temporally multiplex laser pulses to image from multiple brain regions simultaneously (Cheng, 

Goncalves et al. 2011). Such multiplexing significantly increases the complexity of the imaging 

system. Furthermore, minimum pixel dwell times of approximately 0.1-1.0 µs per pixel (1.0ï10 

MHz) are required to achieve adequate SNR in most experiments (Ji, Freeman et al. 2016). 

Single point-scanning techniques, therefore, are presently an untenable solution for high-speed 

volumetric imaging of large volumes of tissue.  

In order to reach the rates needed to ï for example ï image calcium activity in neuronal 

tissue (>5-10 Hz), optical imaging technologies have opted to sacrifice the high levels of 

sectioning achieved by single point-scanning methodologies in order to excite larger areas of 

tissue simultaneously. Spinning disk confocal microscopy, for example, simultaneously excites 

thousands of points within the sample and images the generated fluorescence onto a high-speed 

camera. Here, the acquisition time for a single plane is dictated by the camera frame rate. 

Similarly, line-scanning (or swept-field) confocal microscopes excite fluorescence over a line 

within the focal plane instead of just at a single point, de-scanning the fluorescence onto a line-

detector. The overall acquisition speed of a line-scanning confocal microscope is dictated by the 

sampling rate of the line detector. In both of these systems, 3D imaging is again achieved via 

piezo-scanning the objective lens. While these systems are capable of providing diffraction 

limited resolution in thin samples, they suffer from two main drawbacks when applied to 
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volumetric imaging. The first is that cross-talk between multiple points decreases contrast when 

imaging deeper within scattering tissue. The second is that these systems all excite fluorescence 

above and below the focal plane, and rely on occluding apertures in order to block unwanted 

fluorescence. As a result, when acquiring a volume with N depth planes, each plane is 

illuminated N times while only being imaged once. Remember that individual fluorescent 

molecules only emit a finite number of photons before entering a permanent dark state. The 

illumination paradigms of all confocal microscopes (single-point, spinning disk, line-scanning) 

needlessly waste this photon budget while risking damage to samples that are sensitive to high 

levels of laser light (eg. C. Elegans embryos, Schmidtea mediterranea, etc). See (Hillman, Voleti 

et al. 2018) for a more thorough discussion about the effects of scanning and illumination 

strategies on sample photobleaching.   

Certain multi-photon techniques use axially extended beams to simultaneously image 

multiple depths at once (Lu, Sun et al. 2017) or use stereoscopic illumination strategies in order 

to infer depth information from 2D projections of the sample (Song, Charles et al. 2017). 

However, like random access pattern scanning approaches, these techniques assume that the 

sample has a degree of sparsity.  Imaging of 3D activity along biological structures that exist 

along a continuum is therefore going to be challenging for these techniques. 

Single Shot Volumetric Imaging Techniques 

The examples discussed previously have used increasingly faster scanners or beamlet 

parallelization in order to improve imaging speed. In contrast, single-shot volumetric imaging 

techniques illuminate the entire sample and reconstruct an entire volume of data from a single 

camera frame. As a result, the volumetric acquisition speed is equivalent to the camera frame 

rate, and is not reliant on the inertial limitations of mechanical scanners. In principle, this is 
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accomplished by introducing some optical element into the system that alters spatial intensity 

distribution of light on the sensor as a function of the objectôs position within the sample.  

For example, light field microscopy places a lenslet array between the camera sensor and 

tube lens in order to acquire an extra dimension of information about the sample  (Broxton, 

Grosenick et al. 2013, Prevedel, Yoon et al. 2014, Cong, Wang et al. 2017). Whereas 

conventional imaging systems only relay spatial information (i.e. where a feature is within the 

field of view), the lenslet array serves to project a mixture of spatial and angular information on 

the camera (i.e. where a feature is within the sample and the direction that the light takes when 

exiting the sample and impinging upon the sensor). However, it is important to note that the 

volume must be reconstructed from the raw data via computationally-intensive algorithms which 

can take hours to days in order to run. For example, the most recent implementation of a 

modified light-field microscope by (Cong, Wang et al. 2017) required 4 minutes to reconstruct a 

single 3D volume using a custom deconvolution algorithm with GPU-acceleration. The 

resolution achieved by this reconstruction is also dependent on the algorithms and structures 

being imaged. These reconstruction algorithms and the resolution of existing camera sensors are 

the key bottlenecks to such light-field techniques.  

Light Sheet Microscopy 

The first demonstration of light sheet-based illumination strategies was by Siedentopf and 

Zigmondy who develop the technique named Ultramicroscopy to analyze nanoparticles in glass 

and, later, in colloidal solutions (Siedentopf and Zsigmondy 1902). These particles did not 

absorb significant quantities of light and were only capable of being imaged through darkfield 

microscopy. By imaging the at an angle orthogonal to the direction of illumination, it became 
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possible to reduce the amount of un-reflected illumination contributing to the image and 

visualize the particles with high levels of contrast.   

The de-coupling of the excitation and detection subsystems introduced by the 

ultramicroscope did not make its way into biological research until the increased adoption of 

fluorescent indicators in the early 1990ôs and 2000ôs (Voie, Burns et al. 1993, Huisken, Swoger 

et al. 2004). Conventional light sheet fluorescence microscopes (LSFMs) consist of two 

orthogonally aligned optical trains: one which generates a sheet of laser light within the sample, 

and another which images fluorescence generated by this sheet onto a detector using a well 

corrected microscope objective. Because fluorescence is only generated at the focal plane of the 

objective lens, light sheet illumination is inherently depth-sectioning. A 3D volume is then 

formed by physically translating or rotating the sample through the co-aligned light sheet, or by 

translating the sheet through the sample and tracking its motion with the detection telescope. As 

a result of this volume acquisition strategy, biological tissue can be imaged in toto without an 

implicit need for sample sparsity. 

By parallelizing the acquisition of every pixel within a single plane, sheet-based 

illumination strategies can achieve pixel-rates that are orders of magnitude higher than point-

scanning methodologies over the same fields of view while using exposure times that are orders 

of magnitude longer than conventional point-scanning techniques (1-100 ms vs 1-10 µs). Lower 

laser irradiance densities can therefore be used to illuminate the sample. As a result, light sheet 

microscopes can not only image the sample at higher frame rates than point-scanning 

methodologies with nearly equivalent SNR, but also subject delicate samples to lower levels of 

photobleaching and phototoxicity (Hillman, Voleti et al. 2018).  
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However, the orthogonality requirement of conventional LSFMs means that sample 

geometries are highly restrictive, often requiring embedding or specialized sample mounting 

procedures to enable proper illumination, immersion and repositioning of the sample (Schmied 

and Tomancak 2016). As a result, early implementations of light-sheet microscopy have either 

focused on imaging small, cylindrical samples that can be embedded in agarose, or large 

volumes of cleared tissue through which laser excitation can deeply penetrate. Examples of such 

implementations are shown in Figure 1.5. Switching between different samples or experimental 

preparations in these systems would require one to use completely different light sheet systems. 

Furthermore, 3D imaging in many of these systems involved moving the sample through a 

stationary light sheet requiring seconds to minutes in order to acquire a single volume. 

Functional imaging with early light-sheet microscopes focused on long-term developmental 

imaging, or restricted high-speed functional experiments to single plane acquisitions (Holekamp, 

Turaga et al. 2008, Keller, Schmidt et al. 2008, Tomer, Khairy et al. 2011). More recent systems 

translate the sheet through a stationary sample using galvo-scanning and track the motion of the 

sheet by piezo-scanning the detection objective achieving volume rates on the order of 1-5 Hz, 

however even these systems are ultimately limited by the inertia of large, heavy objective lenses 

(Ahrens, Orger et al. 2013, Lemon, Pulver et al. 2015).  
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There exist a wide range of applications that could benefit from the low phototoxicity and 

high throughput of light-sheet imaging. Understanding the influence of cellular processes on 

organ/organism-wide behavior requires increasingly sophisticated experimental setups. For 

example, additional equipment such as cameras can monitor animal position, health and 

reactions to stimuli in real-time; a number of research groups have made a great deal of progress 

in this direction in recent years (Robie, Seagraves et al. 2017, Thouvenin and Wyart 2017). As 

the scope and complexity of these experiments steadily increase to involve not only monitoring 

biological systems - but the real time manipulation of the same ï imaging systems need to be 

capable of sharing the area surrounding the sample with other instrumentation such as electrodes, 

VR rigs, stimuli, behavioral tasks and more. However, many of the systems shown in Figure 1.5 

 
Figure 1.5: Different variants of light sheet microscope geometries 

These systems accommodate a number of different sample geometries. Blue arrows represent incoming laser excitation 

(conventionally ~488 nm to excite GFP-based fluorophores) and green arrows represent collected fluorescence. Figure 

adapted from (Huisken and Stainier 2009) 
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would be unable to image something as commonplace as a piece of tissue resting on a 

microscope slide.  

Microscopy techniques such as point-scanning or bright-field microscopy perform all of 

their imaging through a single objective lens, and in so doing afford the experimentalist a great 

deal more flexibility in this regard. Over the past decade, a small subfamily of imaging 

techniques has formed which utilize light sheet illumination strategies while both illuminating 

and imaging the sample through the same objective lens. I have attached a review of these 

techniques at the end of this thesis (see Appendix F) cataloging the members of this family, their 

general design principles and the applications they have thus far addressed. SCAPE is one 

among that family. 
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Chapter 2 - Development of Swept 
Confocally Aligned Planar Excitation 
Microscopy 

During my graduate work, I developed SCAPE microscopy in several stages iterating 

over at least 6 separate physical systems constructed over a 5-year period. The work presented 

within this chapter describes the lifetime of that development. I take the reader through major 

optical engineering and system parameter questions that were addressed between the first 

generation of SCAPE (SCAPE1) to the second (SCAPE2) which allowed the latter to become a 

workhorse system within our lab. Some examples in the zebrafish brain, drosophila and mouse 

brain resulting from this work are presented. 

First Generation SCAPE Microscopy (SCAPE1.0) 

Swept, confocally-aligned planar excitation microscopy is a high-speed fluorescence imaging 

technique capable of acquiring 3-dimensional images of large fields of view (~0.5 ï 1 mm) at 

rates exceeding 20 volumes/second. By inserting a beam of laser light off-axis onto the back 

aperture of a high-NA objective lens, an angled sheet of laser excitation is produced within the 

sample. Fluorescence generated by this sheet within the sample is then collected by the same 

objective lens and then relayed onto a conjugate image plane, which is then imaged onto a 

camera chip. SCAPE merges the excitation and detection pathways of the system through a 

single objective lens, providing the benefits of sheet-based illumination strategies discussed in 

the previous section while maintaining an en face imaging geometry similar to confocal or two-

photon microscopy. This innovation addresses the access problem faced by most light-sheet  
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microscopes and provides a workspace surrounding the primary objective lens that allows for far 

more versatile experimental design.  

In its initial implementation, volumetric imaging on SCAPE1 was achieved by bi-

directionally scanning laser light off of one facet of a 12-sided polygonal mirror, which in turn 

swept the angled light sheet through the sample  (Bouchard, Voleti et al. 2015). Fluorescence 

generated by the sheet traveled back through the same optical path and was then de-scanned off 

of the adjacent facet of the polygonal mirror (Figure 2.1). Because the same polygonal mirror 

both scanned excitation and de-scanned the generated fluorescence, any fluorescent intermediate 

image planes generated after the polygonal mirror would be stationary. In SCAPE1, the scan 

telescope (scan lens, tube lens, objective lens) and detection telescope (detection lens 1, 2 and 

rotation lens) had identical magnifications. The scan lens and detection lens 1 were 1ôô diameter, 

 
Figure 2.1: Explanation of SCAPE1  

a. Scanning a laser beam off facets of a polygonal mirror scans the beam within the sample. An adjacent facet of the mirror 

de-scans fluorescence onto a conjugate image plane b. Full system schematic of SCAPE1 consisting of three telescopes. 

The scan telescope (scan lens, tube lens, objective lens) and detection telescope (detection lens 1, 2 and rotation lens) work 

together to create a conjugate image of the light sheet within the sample. An obliquely aligned camera telescope maps this 

conjugate image plane onto a camera sensor c. (Left) Close up of the imaging geometry defining the axis of the coordinate 

space. The y-axis travels laterally along the length of the sheet, the zô-axis travels along the propagation direction of the 

sheet, and the xô-axis is the axis along which the sheet sweeps through the sample (Right) Orientation between the light 

sheet shown in blue and the cone of detection shown in green defines the overall point spread function of the system.  
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50 mm focal length achromatic lenses (Thorlabs, AC254-050-A), while the tube lens and 

detection lens 2 were 2ôô diameter, 100 mm focal length achromatic lenses (Thorlabs, AC508-

100-A). The objective lens and relay lens were an Olympus 20x/1.0NA water immersion and 

Olympus 20x/0.75NA dry lens respectively. A conjugate image of the angled light sheet was 

then mapped using an obliquely aligned camera consisting ï at minimum ï of an objective lens 

(Olympus 10x/0.30NA) and tube lens (Thorlabs, AC254-075-A) onto the camera (Figure 2.1b).  

By synchronizing the acquisition of the camera to the polygonal mirrorôs motion, 

sequential frames capture planes in an oblique X-Z dimension (see Figure 2.1c for the imaging 

geometry). Reconstruction of a fully depth-resolved volume is achieved simply by reshaping the 

sequence of frames collected in the proper order. Because frames are acquired both on the 

forward and backwards sweep of the scanner, the volume rate of the system is equivalent to 

twice the line-rate of the scanner. If the galvo scans at 10 Hz, the volume rate of the system is 20 

volumes/sec.  

SCAPE1 used the Andor Zyla 5.5, a high-speed, high-sensitivity scientific CMOS 

(sCMOS) camera for its acquisitions. The sheet dimension that encodes depth into the sample 

(Z) corresponds to rows on the camera while the length of the sheet (Y) corresponds to columns. 

Commercially available sCMOS cameras achieve their high frame-rates via a rolling shutter 

coupled with an ñoverlap read-outò exposure. What this means is that each frame acquisition 

begins by exposing the rows in the center of the camera chip, followed by the rows adjacent and 

so on until the outer-most rows have finished exposing. Acquiring fewer rows or depths on the 

camera allows one to acquire at higher frame rates. Therefore, the camera frame rate, the field of 

view over which the polygonal mirror scans and the sampling density along that field of view 

determine the achievable volumetric imaging speed of the system: 
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Second Generation SCAPE Microscopy (SCAPE2) 

The first generation SCAPE system published by (Bouchard, Voleti et al. 2015) served as 

a proof-of-principle for the potential applications of light-sheet based illumination strategies to 

imaging challenges facing the neuroscience community. Its en-face geometry allowed access to a 

wider variety of samples of samples than conventional light sheet microscopes, while the 

confocal scanning-descanning paradigm elegantly addressed bottle-necks in volumetric imaging 

speed faced by systems reliant on piezo-scanning or sample translation.  

However, a number of key issues needed to be addressed in order to turn SCAPE into a 

workhorse system for daily use within the lab:   

1. Optimize the scanning and de-scanning volume acquisition paradigm for SCAPE 

2. Improve the light sheet parameters within the sample 

3. Improve system uniformity over the field of view 

4. Improve light collection efficiency 

5. Create metrics for system characterization 

6. Create a formalized alignment protocol  

In this chapter, I will describe my work in addressing each of these issues and present the 

resulting systems. Note that this work actually spanned the construction of two separate designs 

systems. I will use the term SCAPE2 when referring to them collectively, SCAPE2a when 

referring to the first system and SCAPE2b when referring to the second, more advanced system.  
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Volume Acquisition via Confocal Scanning/Descanning 

One of the key ideas driving SCAPE microscopy is that confocal scanning and de-

scanning can be extended beyond simple point-by-point imaging. Previous implementations of 

confocal scanning and de-scanning paradigms that image areas larger than a single point at a 

time do exist, but are regardless invested in fluorescence generated at the focal plane of the 

primary objective lens. For example, both swept-field confocal microscopy or confocal theta 

line-scanning microscopy excite and scan a line of fluorescence across the objective lensô focal 

plane, subsequently de-scanning the resultant fluorescence onto a line-detector (Dwyer, 

DiMarzio et al. 2006, Dwyer, DiMarzio et al. 2007). Laminar optical tomography excites and 

scans a point of laser excitation across the lensô focal plane, and de-scans a linear field of view 

surrounding that point onto a linear or planar detector. This linear/planar detection provides 

information about diffuse backscattering and absorption events within tissue that then facilitates 

reconstruction of structures across a range of depths into the sample (Hillman, Boas et al. 2004, 

Burgess, Bouchard et al. 2008).  

However, in order to truly benefit from light-sheet illumination strategies, SCAPE 

needed to collect fluorescence from planes above and below the focal plane, as well as the focal 

plane of the lens itself. The design for the scan-engine of SCAPE1.0 was modeled closely on that 

of line-scanning, confocal-theta microscopy (Dwyer, DiMarzio et al. 2006, Dwyer, DiMarzio et 

al. 2007, Bouchard 2014). Here, one facet of a polygonal mirror surface is used to scan the 

excitation laser beam through the sample while an adjacent facet de-scans the fluorescence 

generated by the sample onto a stationary conjugate image plane. As a result, the reflective 

surface did not lie on scannerôs axis of rotation. Only a fraction of the primary objective lensô 
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back pupil was utilized for imaging and two separate fractions of the back pupil were utilized for 

excitation and detection respectively.  

Scanning with a Polygonal Mirror 

I created two system models of SCAPE1.0 using Optalix-PRO, an optical design 

software, in order to validate whether the polygon-based scan engine was capable of scanning 

and de-scanning a sheet that spanned an extended z-range within the sample. Note that this initial 

validation occurred on models describing SCAPE1.0 and the results were published in the 

supplementary methods of (Bouchard, Voleti et al. 2015). The two models described the 

systemôs excitation and detection paths respectively shared the polygonal scanner and scan 

telescope (i.e. the primary scan (S1), tube (T1) and objective (O1) lenses). Figure 2.2a,d 

combine the excitation and detection models into a joint schematic.  

The excitation path consisted of a 488/532/635 nm laser passing through a 3-part 

cylindrical lens telescope (CL1, CL2 and CL3), reflecting off of the left-hand facet of the 

polygonal mirror, entering the scan telescope and passing through the primary objective lens 

(O1) into the sample. The polygonal mirror was rotated through a range of angles about its axis 

of rotation to simulate scanning the laser beam through the sample. The excitation model 

outputted ray-tracing information containing the lateral position, xi, of the laser at the objective 

lensô focal plane and sheet angles, Ŭi, for the central ray within the sample at each of the 

polygonal angles, ɗi. Figure 2.2b shows the central ray of the laser beam scanning over a 5 mm 

range in x. The angle of sheet, Ŭ, depicted through color. The focal plane of the objective lens 

rests at z = 0 mm and the optical axis of the scan telescope lies at x = 0 mm.  

The detection path modeled fluorescence emitted from a point source within the sample 

traveling back through the scan telescope (S1, T1 and O1), reflecting off of the opposing facet of 



38 

 

the polygonal mirror, entering the detection telescope (consisting of secondary scan (S1), tube 

(T2) and objective (O2) lenses) and creating a conjugate image of the emitter near the focal plane 

of the secondary objective lens (O2). The fluorescence was modeled using the same laser lines in 

the excitation path, which broadly sampled the emission spectra of green and red fluorophores 

and the location of the conjugate image was determined by minimizing the spot size of the point 

emitter.  

The distance between S1 and T1, S2 and T2, and CL1 and CL2 were set to the sum of the 

focal lengths of each lens pair. If the resting position of the polygonal mirror existed at ɗi = 0ę, 

then the scan telescope was positioned such that its optical axis lay directly on the line 

connecting the scannerôs rotational center to one of the polygonôs vertices. The cylindrical lens 

and detection telescopes were positioned such that they were perpendicular to the polygonal 

mirrorôs facets. When using a 12-sided polygonal mirror, the 3 telescopes are oriented 30 degrees 

from one another.  
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Figure 2.2:  Scanning and de-scanning with a polygonal mirror in SCAPE1.0.  

The excitation pathway consisting of a low-numerical aperture laser beam is shown in blue while the detection pathway is shown 

in red a. Layout of optical pathway containing the ideal or thin lenses used in SCAPE1.0. b. Simulation of the scan pattern made 

by the light sheet within the sample c. Points remapped from the light sheet shown in (b) into the conjugate image space 

referenced in (a) d-f. The same model as shown in (a-c) except that the thin lenses are replaced with the achromats specified in 

Appendix E. Figure is adapted from (Bouchard, Voleti et al. 2015) 
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 The excitation and detection models were coupled together using a custom macros 

written in Optalix-PRO and Matlab. The excitation model iterated over a range of polygonal 

rotation angles, ɗi, and extracted the position, xi, of the sheet at each of these angles at various 

depths, zi, within the sample spanning +/- 500 µm around the focal plane of the objective lens. 

The grey dots in Figure 2.2b correspond to equidistant points along the extent of the sheet 

whereas the red dots correspond to the z-plane at which the sheet achieved its best focus for a 

particular polygon position. The set of locations, xi and zi, and their corresponding polygon 

angles, ɗi, were fed into the detection model and corresponding positions of best focus found 

within the conjugate image space. The rotation of these angles within the excitation model, and 

subsequent usage of the same angles within the detection model is, in practice, equivalent 

simulating confocal scanning and de-scanning with SCAPE.   Figure 2.2c shows to the 

remapped positions of all points, xi and zi, into the conjugate image space. As can be seen, the 

lateral or ñxò positions of the sheet at any polygonal rotation angle (shown in Figure 2.2b) are all 

mapped to the same lateral position within the conjugate image space. This re-mapping is valid 

over the full range of depths investigated, proving that confocal scanning and de-scanning is 

achieved a) over complete volumes, b) using a polygonal scanner, and c) while the excitation and 

detection paths utilize different fractions of the objective lensô back pupil. 

 I repeated this modeling replacing the thin lenses shown in Figure 2.2a with the real 

achromatic lenses used to construct the SCAPE1.0 system in (Bouchard, Voleti et al. 2015). The 

lenses used for this system are found in Appendix E. The primary objective lens was an Olympus 

XLUMPlanFl N 20x/1.0NA with a working distance of 2 mm and a back focal diameter of 18 

mm (Kasahara 2002). The scan telescope was set to a magnification of 2x. The relative locations 

of the polygonal mirror and cylindrical lens telescope was adjusted in order to position the laser 
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beam at the edge of the primary objective lensô back aperture. The detection telescope was 

replicated to match the scan telescope exactly. The distance between each of the scan lenses (S1, 

S2) and the objective lenses (O1, O2) were adjusted such that the polygonal mirror scanned onto 

the back aperture of the objective lens using the following equation (Tsai, Nishimura et al. 

2002): 

Ὠ  
Ὢ

Ὢ
Ὢ  Ὠ

Ὢ

Ὢ
 

In which f1 and f2 were the focal lengths of the scan (S1, S2) and tube (T1, T2) lenses, d1 is the 

distance from the scan lens to the scanning face of the polygonal scanner, and d3 is the distance 

between the tube lens and objective lens back aperture. Here it is assumed that the distance 

between the scan and tube lenses is equal to the sum of their focal lengths. This equation 

effectively maps the scanner onto the back focal plane of the objective lens. As can be seen in 

Figure 2.2e, rotating the polygonal scanner still translates the sheet through the sample, with the 

sheet angle, Ŭ, steadily changing as a function of scan position. De-scanning points along the 

sheet as described previously also results in a relatively stationary de-scanned plane (Figure 

2.2f). This model further validates that the confocal scanning and de-scanning imaging paradigm 

is valid over the conditions previously described, even when using real lenses.  

However, there are a number of caveats that need to be addressed here. The first is that in 

addition to sheet angle variation over the scan range, the location of the sheetôs best focus ï as 

indicated by the red dots in Figure 2.2e  ï is far less variable when using thin lenses (Figure 

2.2b). This is indicative of the presence of field curvature within the scanning system. Secondly, 

the re-mapping of scanned points into conjugate image space degrades as a function of distance 

from the focal plane which is indicative of distortion within the optical system. Finally, the 
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magnification of the scan telescope from the polygon to the back aperture of the primary 

objective lens was set to be 2x in order to translate a narrower angular rotation of the polygon 

into a proportionally larger scan range within the sample. As a result of this 2x magnification, the 

back aperture of the Olympus 20x/1.0NA lens was mapping back onto the galvo mirror as a 9 

mm pupil. Half of this pupil was lost to the polygonal facet facing the cylindrical lens.  

Moving from a Polygon to Planar Mirror 

The move from polygonal scanning to planar mirror scanning was in large part motivated 

by practical difficulties in system construction. SCAPE1.0 consisted of 3 co-aligned optical 

telescopes that radiated outwards from the rotational axis of the 12-sided polygonal scanner. 

Each of these telescopes needed to point precisely at the scannerôs center of rotation and be 

offset by 30 degrees from one another in order to be co-aligned to one another. Not only did this 

significantly complicate the alignment of the system, but it unnecessarily placed limitations on 

the size of optomechanical components placed closest to the scanner. For example, the scan lens 

and detection lens 1 in Figure 2.2a could not be placed closer to the scanner or be replaced with 

2ôô diameter lenses because they would collide with one another. Furthermore, the usable height 

of the polygonal mirror facet was only ~9.4 mm. As a result, the height of the 9 mm image of the 

primary objective lensô back pupil needed to be very precisely aligned to the height of the mirror, 

further complicating system construction.  

In order to simplify system design, SCAPE2ôs scan engine was based more closely on 

that of a standard confocal microscope (Figure 2.3a). The multi-faceted polygonal mirror was 

replaced by a single planar front-facing mirror with a 14 mm face. This allowed the scan and 

detection telescopes to be oriented at 90 degrees from one another. The excitation and detection 

paths were separated by a dichroic mirror, though were technically also at 90 degrees from the 
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other telescopes. This new orientation allowed for each telescope to be designed independently 

of the other two without needing to account for spatial limitations between optical components.  

Furthermore, the polygonal mirror was heavy and could only be scanned at a maximum 

line rate of 100 Hz, though in practice this line rate was limited to 10-20 Hz. In comparison, the 

planar mirror could be easily be scanned at line rates upwards of 1 kHz, opening up the 

possibility of performing volumetric imaging 10-100x faster faster than SCAPE1.0.  

The excitation and detection models in Optalix-PRO were re-created for the 

orthogonally-aligned, planar-mirror based geometry using thin lenses. Results confirmed that 

confocal scanning and de-scanning would also work when using planar mirrors (Figure 2.3b). 

Improving Scan Uniformity 

As can be seen in Figure 2.2e, the scan angle of the light sheet changes as a function of 

its position within the sample. This is a major problem when trying to do quantitative analysis of 

any kind as it implies that the sampling density along the X direction changes over the field of 

view, and does so in a way that varies with the depth plane being imaged. This can result in 

erroneous results when attempting to measure the distance between two samples, or even distort 

the signal emitted by a continuous structures such as dendrites or cell bodies.  

 
Figure 2.3: Scanning and de-scanning with a planar mirror in SCAPE2 

a. Schematic of SCAPE2 built with galvo mirror and dichroic mirror based on confocal microscopy b. Theoretical model of sheet 

being scanned in the object and de-scanned in the conjugate image space, modeled with Optalix-PRO 


















































































































































































































































































































































