Optimal Correction of The Slice Timing Problem and Subject Motion Artifacts in fMRI

David Parker

Submitted in partial fulfillment of the requirements for the degree of Doctor of Philosophy in the Graduate School of Arts and Sciences

COLUMBIA UNIVERSITY

2019
ABSTRACT
Optimal Correction of The Slice Timing Problem and Subject Motion Artifacts in fMRI

David Parker

Functional magnetic resonance imaging (fMRI) is an extremely popular investigative and clinical imaging tool that allows safe and noninvasive study of the functional living brain. Fundamentally, fMRI measures a physiological signal as it changes over time. The manner in which this spatio-temporal signal is acquired can create technical challenges during image reconstruction that must be corrected for if any meaningful information is to be extracted from the data. Two particular challenges that are fundamentally intertwined with each other are temporal misalignment and spatial misalignment. Temporal misalignment is due to the nature of fMRI acquisition protocols themselves: a 3D volume is created by sampling and stacking multiple 2D slices. However, these slices are not acquired simultaneously or sequentially, and therefore will always be temporally misaligned with each other. Spatial misalignment arises when subject motion is present during the scan, resulting in individual volumes being spatially misaligned with each other. Spatial and temporal misalignment are not independent from each other, and their interaction can cause additional artifacts and reconstruction challenges if not addressed properly.

The purpose of this thesis is to critically examine the problem of both spatial and temporal misalignment from a signal processing perspective, while considering the physical nature and origin of the signal itself, and develop optimal correction routines for spatial and temporal misalignment and their associated artifacts.

One of the most immediate problems associated with temporal misalignment is that the order in which the slices are acquired must be known in order for correction to be possible. Surprisingly, this information is rarely provided with old or shared data, meaning that this critical preprocessing step must be skipped, significantly lowering the value of the data. We use the spatio-temporal properties of the fMRI signal to develop a robust and accurate algorithm to infer the slice acquisition order retrospectively from any fMRI scan. The ability to extract the interleave parameter from any data set allows us to perform slice timing correction even if this information had been lost, or was not provided with the scan.
In the next section of this work, we develop a new optimal method of slice timing correction (Filter-Shift) based on the fundamental properties of sampling theory in digital signal processing. By examining the properties of the signal of interest (The blood oxygen level depended signal: BOLD signal), we are able to design and implement an effective FIR filter to simultaneously remove noise and reconstruct the signal of interest at any shifted offset, without the need for sub-optimal interpolation.

In the final section, we investigate the effects of different motion types on the MR signal based on the Bloch equation, in order to develop a theoretical foundation from which we can create an optimal correction method. We devise a novel method to remove these artifacts: Discrete reconstruction of irregular fMRI trajectory (DRIFT). Our method calculates the exact displacement of the k-space samples due to motion at each dwell time and retrospectively corrects each slice of the fMRI volume using an inverse nonuniform Fourier transform. We conclude that a hybrid approach with both prospective and retrospective components are essentially required for optimal removal of motion artifacts from the fMRI data.

The combined work of this thesis provides two theoretically sound and extremely effective correction routines, that both remove artifacts and restore the underlying sampled signal. Motion correction and slice timing correction are typically the first two preprocessing steps to be applied to any fMRI data, and thus provide the foundation for any further analysis. While many other preprocessing steps can be omitted or included depending on the analysis, motion correction and slice timing correction are unequivocally beneficial and necessary for accurate and reliable results. This work provides a theoretical and quantitative framework that describes the optimal removal of artifacts associated with motion and slice timing.
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1 Introduction & Thesis Overview

1.1 Background

1.1.1 Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) describes the phenomena that occurs when charged nuclei are placed in a strong magnetic field. The most common example of this, and indeed the principle behind medical MRI, is the hydrogen proton. When placed in a strong magnetic field, protons will 1) align themselves with the main magnetic field, and 2) undergo precession at a resonance frequency which is determined by physical factors such as the mass and electrical properties of the proton, as well as the strength of the magnetic field. This is illustrated in Figure 1.1, where the proton is represented as its magnetic moment vector $\mu$.

![Figure 1.1 The fundamental behavior of a charged particle in an external magnetic field.](image)

The charged nuclei (Most commonly a hydrogen proton) has a magnetic moment vector $\mu$. When placed in a strong external magnetic field $B_0$, the proton begins to precess around the main magnetic field with differential motion $d\mu$ at an angle $\theta$. The differential angle determines the precession frequency, defined as $|d\phi/dt|$. Reproduced from Magnetic Resonance Imaging.
The proton precesses around the main magnetic field $\mathbf{B}$ with angular velocity described by $d\mu$. The angle covered by this precession over a period of time is given by $d\phi$. The exact frequency at which a given proton will precess is determined by:

$$\omega_0 = \frac{d\phi}{dt} = \gamma B_0 \quad (1.1)$$

Where $\omega_0$ is the angular frequency (known as the Larmor frequency), $B_0$ is the strength of the external magnetic field, and $\gamma$ is the gyromagnetic ratio of the proton. Any volume of tissue will have an enormous amount of protons, all of which have their own magnetization vector precessing around the magnetic field. Despite the large number of protons, these spins are undetectable due to the unsynchronized phase of their precession. Using a radio frequency (RF) pulse tuned to the larmor frequency, these protons can be “excited”, which synchronizes all the spins and generates a measureable signal. This is the basis of all MR imaging.

1.1.2 The fMRI Signal

fMRI uses a fast pulse sequence known as Echo planar imaging (EPI) to acquire the MR signal. EPI, and indeed all MRI modalities, acquire a signal created by the synchronization of protons spinning in a large magnetic field. The magnitude of this signal will fundamentally depend on the density of excitable protons in any given unit volume. The primary frequency of these spins, $\omega_0$, can be demodulated, meaning we only detect any deviations from this frequency. These spins are picked up by receiver coils and digitally sampled. The detection and sampling of the signal all contribute to the resulting signal equation. This equation is usually simplified to include the effects from all these processes in an “effective spin density” term, $\rho(r)$, which describes the magnitude of a signal generated at spatial location $r$ given the proton density of the tissue and detection properties of the MRI machine. With a few assumptions that neglect signal decay over time, a simplified signal equation can be expressed as:

$$s(t) = \iiint \rho(r) e^{i(\phi(r,t))} dr \quad (1.2)$$
where $\phi(r, t)$ is the phase offset accumulated at point $r$ and time $t$. This represents any additional phase the spins gained (or lost), beyond what would be accumulated from spinning at its Larmor frequency $\omega_0$ alone. Occurring naturally, these phase offsets are not useful. However they can be artificially manipulated by applying magnetic gradients to the volume. When a gradient is applied along an axis, the resonance frequency will deviate from the Larmor frequency. For example, a gradient along the $z$ axis will result in the following deviation:

$$\omega_G(z, t) = \gamma z G_z(t) \quad (1.3)$$

where $G$ is the gradient strength in Tesla/meter, and $z$ is the position on the $z$ axis. The amount of phase accumulated from this offset depends on the duration that the gradient was applied:

$$\phi_G(z, t) = -\int_0^t \omega_G(z, t') dt' = \gamma z \int_0^t G_z(t') dt' \quad (1.4)$$

It is convenient to move the integration of the gradient into a time dependent variable $k$:

$$k_z(t) = \frac{\gamma}{2\pi} \int_0^t G_z(t') dt' \quad (1.5)$$

This can be generalized to all axis as the dot product of the spatial location vector $r$ with the 3D gradient vector $G$, which results in a 3D $k$-space vector, $k$. Putting the signal equation in terms of $k$ reveals that the signal equation $s(k)$ is the Fourier transform of the object’s proton density:

$$s(k) = \iiint \rho(r) e^{-i2\pi kr} dr \quad (1.6)$$

By manipulating the gradients in a precise manner, a 1, 2, or even 3 dimensional $k$-space can be sampled, and the image can be reconstructed with a simple inverse Fourier transform (IFT).

1.1.3 Origins of The BOLD Signal

fMRI is a fast imaging technique sensitive to changes in blood oxygenation levels. Changes in signal intensity due to blood oxygenation is called the blood oxygenation level dependent signal (BOLD signal). The discovery of the phenomena on which the BOLD signal is based was first noticed as a curiosity
by Linus Pauling when he found that deoxygenated hemoglobin (dHb) has different magnetic properties than oxygenated hemoglobin [1]. Oxygenated hemoglobin is diamagnetic, and largely unaffected by the magnetic fields of an MRI scanner. dHb, on the other hand, is paramagnetic. Because of this, it distorts the surrounding magnetic field. It was first shown definitively that oxygenated vs dHb gave different MRI signals by Ogowa et. al. [2] by imaging two identical tubes; one filled with oxygenated blood, and the other deoxygenated blood. This demonstration is shown in Figure 1.2. The distortions in the magnetic field caused by the dHb cause protons in the tissue to precess at slightly different frequencies. After excitation, this will result in the protons de-phasing faster, making the tissue appear darker. However, when a brain region becomes active, the signal recorded by fMRI shows a measureable increase in signal intensity when there is activation. This is due to a phenomenon known as neurovascular coupling.

When a network or region is actively working, it sees a substantial increase in activity in the form of action potentials. Neurons have no way of storing metabolites for consumption, and so they rely on arterial blood to provide a continuous supply of metabolic materials [3], implying that the consumption of
metabolites from the blood is directly proportional to the demand [4]. In order to meet these demands, the brain has an intricate and sensitive blood-delivery compensation mechanism called neurovascular coupling [5]. Neurovascular coupling works by increasing the amount of blood flowing through an activated region. An example of this process is illustrated in Figure 1.3. At rest, a steady amount of oxygen is extracted from oxygenated hemoglobin in the blood. Neuronal firing increases the demand for oxygen, causing more to be extracted. The mechanisms of neurovascular coupling detects this activity, and respond with a large increase in blood flow and blood volume to the area, providing more metabolites to the region. The amount of blood sent to the region vastly overcompensates for the increase in activity [6]–[10],[3]. This essentially “washes out” the deoxygenated hemoglobin in the area, leading to smaller magnetic field distortions. In BOLD fMRI this will result in higher signal intensity in that region. This principle is the foundation of the BOLD signal in fMRI. Although blood flow is an indirect, and therefore imperfect measure of neural activity, studies have shown good correspondence between the BOLD signal, multi-unit activity, and local field

![Figure 1.3: Changes in blood volume and flow due to neurovascular coupling.](image)

At rest, neurons consume a “baseline” level of oxygen (Left). When neurons are activated, their oxygen consumption increases (Right). The body compensates for this by greatly increasing the flow and volume of blood present, increasing the number of available oxygenated hemoglobin. This is done through the mechanism of neurovascular coupling. Reproduced from Clare, 1997 [93].
potential recordings [11]–[13]. In fMRI, the BOLD signal is relatively small compared to the average voxel intensity in the brain, about 2% of the mean.

1.1.4 fMRI Image Acquisition

Because changes in blood oxygenation happen relatively quickly, there is a need to acquire multiple images in a short period of time in order to track the temporal transients in the brain. In order to achieve this, fMRI does not image at the high-resolution capabilities of a structural MRI scan. Further, it employs EPI to rapidly sample 2D slices with a single RF pulse. Each 2D slice is made up of a grid of “Voxels”. A voxel is a sample of the average fMRI signal in a given volume of tissue (usually on the order of 2x2x2mm). The physical size and location of these voxels is determined by the scan parameters. Once these parameters are set, each voxel is spatially fixed for the duration of the scan. To form a full brain image, multiple 2D slices are acquired and stacked to form a single volume, which can typically be acquired between 1-3s, depending on the resolution and the number of slices being acquired. The time it takes to acquire one volume is known as the repetition time (or TR). In a typical fMRI scan, multiple volumes are acquired during a task or at rest to investigate activation. Changes in blood flow (and therefore neural activity) are tracked over time as a brightening or darkening of the voxel intensity. Visually, it is not possible to see which areas are being activated without the aid of a statistical analysis. Typically the general linear model (GLM) is used to match voxel time-series with an expected activation time-series. Another common analysis in the field is functional connectivity, which essentially compares the time-series of all voxels in the brain to each other, and identifies which voxels temporally fluctuate in a similar fashion. These statistical analysis are very sensitive to anything that may corrupt the bold signal, such as temporal offsets between voxels, or any number of possible acquisition artifacts, such as motion, physiological noise, or magnetic field inhomogeneities.

1.1.5 K-space in fMRI

As explained in section 1.1.2, fMRI images are acquired in the frequency domain, referred to as k-space. The k-space of an image describes the image in terms of a set of planar waves oscillating at different frequencies. When these planar waves are summed together using an inverse Fast Fourier Transform
(IFFT) (which is a fast and computationally efficient algorithm to perform the otherwise slow inverse Fourier transform), they form an exact replication of the image. A single point in k-space describes the magnitude of a plane wave at a specific frequency and phase, encoded by the location of that point. Therefore, altering a single point in k-space will have an effect that is broadcast to the entire image.

The pattern in which consecutive points of k-space are sampled during fMRI is called the k-space “trajectory”. The k-space trajectory traces a path along k-space by applying specific gradients in a specific order, and sampling the fMRI signal at designated points until a complete image can be reconstructed. This happens over a very short period of time, typically 60ms, which is twice the TE of the pulse sequence (The TE is half the time it takes to acquire a full slice of k-space). As the trajectory is traced, the signal from the receiver coils is sampled at a uniform rate, which collects evenly distributed k-space values. The time between two consecutive sampled k-space points is called the dwell time, typically around 5$\mu$s. Some typical MRI trajectories are shown in Figure 1.4.

![Figure 1.4: Common K-space sampling trajectories.](image)

Four examples of k-space sampling trajectories. A) Line-By-Line, where each line is acquired in the same direction, one at a time. B) Partial acquisition. By taking advantage of symmetry properties in fMRI, partial acquisitions can be used to minimize acquisition time. C) The most common fMRI trajectory, in which the entire k-space is sampled by rapidly tracing a single zig-zag path. D) Spiral imaging, which can also be used for fMRI, where a spiral trajectory is traced out from the center of k-space in a single acquisition. Reproduced from Chase, 2019. [94]

The most common way to sample k-space in fMRI is by tracing a Cartesian grid as in Figure 1.4(C). This grid has uniformly spaced samples, which is a necessary condition in order to perform an IFFT. However, other non-Cartesian sampling strategies do exist, such as radial EPI, shown in Figure 1.4(D) [14].
These other methods require some form of regridding to perform image reconstruction using an IFFT. Regridding is the process of using the sampled points of k-space to estimate the values at gridded Cartesian coordinates using interpolation or some similar method. This is a fairly well understood problem in the field, and there are many available regridding algorithms [15], [16].

An illustration of a full EPI pulse sequence is shown in Figure 1.5. The RF pulse is applied at the beginning of the sequence. The $G_{\text{slice}}$ gradient is applied at the same time as the RF pulse to determine which slice will be excited. In a typical EPI pulse sequence, slice selection is done along the $z$ axis. $G_{\text{phase}}$ and $G_{\text{read}}$ are used to “trace” the k-space trajectory. This particular pulse sequence would trace a zig-zag trajectory as shown in Figure 1.4(C). The TE and TR are illustrated in this figure, however the dwell time cannot be shown on this scale in any meaningful way, as there are typically around 100 samples taken along each positive and negative segment of the $G_{\text{read}}$ gradient.

![Figure 1.5: A typical EPI pulse sequence.](image)

A typical EPI pulse sequence tracing a zig-zag k-space trajectory. Slice selection is done by applying a $G_{\text{slice}}$ gradient at the time of RF excitation. K-space readout is achieved by applying precise $G_{\text{phase}}$ and $G_{\text{read}}$ gradients. This pulse sequence creates a k-space trajectory similar to the one shown in Figure 1.4 C. Reproduced from Gebker, 2007 [95].
1.1.6 fMRI Preprocessing

Because of the small size of the BOLD signal, the sensitivity of the statistical analysis, and the presence of artifacts and noise, fMRI data must undergo extensive preprocessing to remove noise and prepare the data for any meaningful analysis. Typical preprocessing steps can include slice timing correction, motion correction, spatial smoothing, prewhitening, spatial normalization, confound regression, and physiological noise correction. The order in which these steps are applied, and whether a step is even applied at all, varies from study to study with little investigation into their interaction with each other. Two specific processes that are inexorably intertwined with each other are slice timing correction and motion correction. The focus of this thesis is on these two preprocessing methods, both on how they interact, as well as how to correct for them in the optimal manner.

1.2 Slice Timing, Motion, and their interaction

1.2.1 The Slice Timing Problem

Because an fMRI volume is made of multiple 2D slices, such sequential acquisition results in an accumulating offset delay between the first slice and all following slices. Furthermore, to eliminate or attenuate leakages of a RF pulse excitation to adjacent slices, interleaved slice acquisition techniques are performed regularly in fMRI scanners. In interleaved slice acquisition, slices are not acquired sequentially, which imposes non-monotonic acquisition delay to the adjacent slices. Even-odd interleave is the most common interleaved slice acquisition in fMRI scanning although other kinds of interleaved sequences are also used, with different numbers of slices being skipped between two consecutive slice acquisitions [17]. No matter what kind of interleave is being used, they all give rise to the same issue, which is the non-monotonic offset delay in their acquisition timing. This processes can be described by a sampling function with a temporal offset that is dependent on the slice (or, spatial location $z$). If $f(r, t)$ is the underlying true fMRI signal at location $r$ ($r = (x, y, z)$ in Cartesian coordinate system) and time instant $t$, then the sampled version of the true signal will be

$$F[r, n] = f(r, nTR + \varphi(z))$$  \hspace{1cm} (1.7)
where \( z \) is the slice number, and \( \varphi(z) \) is the offset delay imposed for each slice by interleaved acquisition. The effect of this is illustrated in Figure 1.6. The same underlying signal is sampled at 4 different offsets (Figure 1.6 (A)). If these sampled values are plotted atop each other, they create 4 signals that appear completely different (Figure 1.6 (B)). The preprocessing step that corrects for these temporal offsets is referred to as Slice Timing Correction (STC).

![Image of slice-timing problem](image)

**Figure 1.6: The slice-timing problem.**

the same signal sampled at different offsets yields signals that do not look the same (A) four adjacent slices acquired with interleaved acquisition all sample the same underlying bold signal. (B) Without correction, reconstruction yields four different signals despite having the same underlying shape.

1.2.2 **Interleave Parameters**

While almost all studies use interleaved slice acquisition, the order in which interleaved slices are acquired might be different across manufacturers and pulse sequences. In other words, the interleave parameter may vary from image to image even when acquired with the same scanner. To correct for interleaved slice acquisition, it’s necessary to know the order in which the slices were acquired (Called the “interleave
parameter"). Without this parameter, it is impossible to perform STC. This parameter should be stored in the fMRI file’s header during data acquisition, however, it is surprising how often such an important parameter is missing. Currently, no methods exist to retrospectively detect the interleave parameter from the fMRI data itself. This issue has become more pressing with the recent demands for sharing fMRI data collected with NIH/NSF funds. Sharing data without this parameter, as it is done in one of the largest online resting-state fMRI datasets (fcon_1000 [18]), reduces the validity of the results obtained with this data.

1.2.3 The Motion Problem

Numerous studies reported motion as the most detrimental source of noise and artifacts in functional magnetic resonance imaging (fMRI). Three major kinds of motion-induced artifacts are: 1) Misalignment, 2) Spin-history artifacts, and 3) k-space sampling artifacts. Different approaches have been proposed and used to attenuate the effect of motion on fMRI data, including both prospective and retrospective (post-processing) techniques. However, each type of motion (i.e. translation versus rotation or in-plane versus out-of-plane) has a distinct effect on the MR signal, which is not fully understood nor appropriately modeled in the field. In addition, effects of the same motion can be substantially different depending on when it occurs during the pulse sequence (e.g. RF excitation, gradient encoding, or k-space read-out). Thus, each distinct kind of motion and the time of its occurrence may require a unique approach to be optimally corrected. For example, retrospective techniques such as spatial realignment can correct for between-volume misalignment, but fails to address within volume contamination and spin-history artifacts. Because of the steady-state nature of the fMRI acquisition, spin-history artifacts rising from over/under excitation during slice-selection contaminate the MR signal even after cessation of motion, which makes it challenging to be corrected retrospectively. Prospective motion correction has been proposed to prevent these artifacts, but fails to address motion artifacts during k-space filling.

In an fMRI scan with a stationary subject, a given voxel samples the signal from one location in the brain throughout the entire scan. This is an important requirement in all fMRI statistical analysis. In general, any analysis will attempt to compare the time-series of each voxel to a reference time-series, under the assumption that the voxel is sampling the same location in the brain for the entire duration of the scan. However, if the subject moves part-way through the scan, a continuous signal from a single brain region
can be sampled by different voxels over time. In order to view the BOLD signal from a single region, you must reposition the brain so that the same region falls on the same voxel for all volumes. This is typically done with a common motion correction routine known as “realignment”. Realignment applies rigid body registration of each volume to a reference, to make sure all acquired volumes spatially align with each other. If done properly, this will effectively realign each brain region with the same voxels over the entire scan.

Unfortunately, this does not completely solve the problem of motion. While it’s possible to correct for misalignment between volumes, it’s also possible for motion to cause misalignment within a single volume. Due to the slice-by-slice acquisition of fMRI, scanners acquire individual slices that remain fixed in space, even if the object is moving. If the object moves during the acquisition of a volume, stacking the slices for reconstruction results in a distorted brain volume, which creates a serious problem for most motion correction techniques today. This problem is demonstrated in Figure 1.7. When a stationary volume is acquired, parallel slices of the volume are sequentially excited and can be reconstructed accurately, as

![Figure 1.7: Motion-induced slice-misalignment artifacts in a single volume.](image)

Motion that occurs during the acquisition of a volume will cause slice misalignment. a) A stationary object has parallel slices excited and acquired, which can be stacked into an accurate representation of the object. b) If the object moves during acquisition of the slices, the acquisition will no longer be parallel slices. When stacked for reconstruction, these slices will yield a distorted image. This is shown in real data in c and d, where c shows a stationary volume, and d shows a volume acquired when the subject underwent a nodding motion.
shown in Figure 1.7(a). However, if motion occurs during acquisition, the slices excited in the volume are no longer parallel to each other, and the reconstructed image is a distorted version of the true volume. The two volumes can no longer be registered using rigid body registration. Additionally, certain regions of the brain will have been over-acquired (Where slice lines intersect in Figure 1.7(b)), while other regions will have been completely skipped (Gaps between diverging slice lines in Figure 1.7(b)). This leaves a permanent, uncorrectable artifact in the fMRI image. This is shown with real data as well: In Figure 1.7(c), the subject is stationary for the acquisition of a volume. For Figure 1.7(d), the subject undergoes a nodding motion, and a banding pattern appears.

Currently, the recommended way to handle high-motion volumes is to simply remove, or “scrub” all motion contaminated volumes from a study. For studies in high motion subjects, such as children, this technique on average removes 25% of the data per scan, with some subjects having as much as 39% of their data scrubbed [19]. While this is bad for both resting state and task related fMRI, task based fMRI has yet another concern. Motion that's even slightly correlated with the task can cause a statistical analysis to erroneously identify motion-contaminated regions as being neurologically active during the task[20], [21]. It’s evident that the effect of motion on fMRI, both task and resting, is extremely harmful, and the artifacts must be accounted for and removed. However, even under ideal conditions, if realignment is able to perfectly remove all motion from the scan, there is still a temporal misalignment that will cause problems for STC.

### 1.2.4 Interaction of STC and MC.

STC and MC are heavily intertwined processes. Surprisingly, there exists no consensus on the order in which these preprocessing steps should occur [22], [23]. In some ways, this is understandable, as STC and MC interact negatively regardless of the order they're applied in. If motion correction is applied before slice timing correction, each volume will be rotated and translated into a reference position. Depending on the motion present, a single slice after realignment may have values interpolated from adjacent slices as a consequence of motion correction. Since each slice is sampled at a slightly different offset during the TR, the sampling rate of a voxel’s time-series after MC is not guaranteed to be uniform. STC applies a single timeshift to every voxel’s time-series in a given slice. Intuitively, this will be unable to address the slice
timing problem on a non-uniformly sampled signal. Furthermore, even if the nonuniform sampling of these time-series could be accounted for, there would still be motion related artifacts in the image due to disrupted k-space sampling and spin-history artifacts. An illustration of this process is shown in Figure 1.8.

Figure 1.8: The Interaction of slice timing and motion.

Three slices are acquired sequentially, where the color indicates the temporal delay of the sample (First red, then green, then blue). (a) A stationary subject is scanned. A region of interest (ROI) in the brain, marked with a crosshair, has an underlying BOLD signal (The magenta line shown in (b)). Three volumes are acquired, and the signal sampled at the crosshair is plotted with black circles. These samples are uniformly spaced with a period of 1 TR. (c) A subject moves during scanning. In volume 1, the subject is in the same orientation as the subject in (a). In volume 2, the subject tilts their head back, causing the region of interest to move down into the blue slice. In volume 3, the subject tilts their head forward, causing the region of interest to move up into the red slice. (d) Realignment is then performed using rigid body registration, so that the subject appears stationary from volume to volume. However this does not fix the temporal delay of each sampled region, as indicated by the colored bars. Now, each slice has brain regions that were sampled at different temporal offsets. By examining the ROI, it can be seen that the same brain region has three different temporal delays over the course of three volumes (indicated by the changing color from volume 1 to 3). (e) The true sample times of this signal are plotted, and it can be seen that samples 2 and 3 are shifted from their intended sample times (which are indicated by the dashed circles), and do not follow a regular sampling interval, which is necessary for STC, or any signal processing step to be performed.
Conversely, applying STC before MC avoids the problem described above, but it introduces an entirely new kind of challenge. STC before MC shifts the time-series of each voxel with interpolation. However, if there’s motion present, then different samples in the time-series may be from different brain regions, essentially concatenated together. Temporally interpolating potentially unrelated signals together is intuitively flawed. Essentially, STC and MC address two separate problems that arise in completely different domains. STC operates temporally and requires a full fMRI time-series which spans across multiple acquisitions, each of which will have unique motion profiles/artifacts, while MC operates spatially and can be applied to slices/volumes individually. This clearly demonstrates three important points: 1) There is no optimal order in which all artifacts caused by the interaction of motion and slice-based acquisition can be removed with current STC and MC routines. 2) The distinct nature of STC and MC require that each problem be addressed separately. 3) For optimal removal of STC and MC artifacts, a new MC routine must be developed that corrects for artifacts due to spin-history and disrupted k-space sampling in order to be effective.

1.3 Specific Aims

MRI samples a relatively weak signal that is easily overpowered by sources of noise. On top of this, fMRI measures extremely small fluctuations in voxel intensity. This means that the ability to remove artifacts from the signal is critically important to maximize the validity and power of any statistical findings. To this end, a vast array of preprocessing tools have been developed in the field that attempt to remove as many confounds as possible. However, many of the algorithms used in these steps, particularly in STC and MC, are not derived from the principles of signal processing and sampling theory.

The purpose of this thesis is to enhance our understanding of the fMRI signal, STC, MC, and their interaction with each other. Using these observations, novel processing algorithms are developed to correct for slice timing and motion, based in a foundation of signal sampling theory. These novel STC and MC routines are developed in context of a full preprocessing pipeline, and so their order of application can no
longer be arbitrary. The development and testing of these algorithms was carried out on both real and simulated data. To this end, the work was divided into three specific aims:

1) To maximize the utility of a novel STC routine, the interleave parameter must be known for any fMRI data set. A method to detect the interleave parameter from the unprocessed fMRI time-series is developed and evaluated across multiple data sets from numerous study sites.

2) To optimize the STC preprocessing step, the BOLD signal and fMRI time-series is examined from a physiological and signal processing standpoint. From this, we develop a STC routine that will optimally reconstruct the BOLD signal at any offset using signal sampling theory. Our routine is validated using real and simulated fMRI data.

3) To create an optimal motion correction routine, the physical origin of the fMRI signal, and the effect motion has on it, is examined using the Bloch equations. The conclusions reached from this analysis are used to develop a novel motion correction algorithm which operates directly on the raw data and effectively removes all motion artifacts from the reconstructed signal. This method is tested in physics-based fMRI simulations, as well as real data.

1.4 Significance

Magnetic resonance imaging is an extremely powerful diagnostic and investigative tool to both the medical and research fields alike. Before the commercial availability of the modern MRI machine, internal anatomy could be viewed with comparable resolution using a CT scanner, but with the absence of any functional information. On the other hand, PET scanners allowed scientists to take functional images of the body, in the absence of any structural information, and at relatively low resolution. MRI allows us to image both structure and function from the same machine, without the need for exogenous contrast.

An important fundamental difference between MRI and CT or PET is that MRI uses no ionizing radiation for imaging. CT uses multiple X-rays to construct an image, and so the amount of radiation absorbed during a typical chest CT scan is equivalent to what you would absorb naturally over 2 years from background radiation. PET scans also require some form of radioactive tracer to be injected into the body, and the radiation in a typical FDG PET scan is of a similar level to that of a chest CT [24]. On the other hand, MRI uses only magnetic fields and RF excitation pulses. Aside from the presence of metallic or
conductive objects, the primary safety concern of MRI is tissue heating due to repeated exposure to high energy RF pulses [25]. As field strength on MRI machines increase, this concern becomes larger, as the pulse sequences require more and more power to achieve the same images [26]. Injuries due to RF heating do still occur, and are typically related to some kind of device, implant, or lead on the patient. Of the millions of MRI scans performed in the US each year, the FDA receives only around 300 adverse event reports, the majority of which are heating or burns, making it an extremely safe imaging modality [27].

fMRI is not just a tool used to study human cognition. In fact, fMRI (and MRI in general) is extremely versatile in its application. fMRI can be used in drug therapy, to examine how different substances alter the response in the brain [28]. fMRI can be used to study functional changes in the brain when effected by neurological diseases such as parkinsons, depression, type 2 diabetes, insomnia, alzheimers, autism, and more [29]–[35]. By studying these changes, scientists can develop a greater understanding of the disease, which can lead to more effective treatments, and can help direct future research in a more focused direction.

Because MRI has the unique ability to see both structure and function, it is an extremely attractive tool for researchers studying the human brain. A high resolution structural image can be acquired immediately before a functional scan, providing an accurate template to align the functional image to. Because of the safety of fMRI and no requirement for external contrast, brain function can be scanned for any length of time, limited only by the subject’s comfort in the scanner. This means that more functional scans can be taken without risk of harming the subject. This has allowed an explosion in large-cohort brain studies of both healthy and diseased populations. These large cohorts allow researchers to examine numerous aspects of the human brain in exquisite detail, such as network connectivity and precursors of disease onset. This allows researchers to better identify subjects with a larger risk for diseases before clinical onset. Such analysis would be difficult to do with smaller numbers of subjects, and the results would not be nearly as robust. Massive scanning projects such as the Human Connectome Project [36] have helped push forward in these areas, leading to a better general understanding of cognition and development [37].

However, the relative safety of MRI does not mean that an arbitrary number of scans can be given to collect large amounts of data. Given the cost of scan time, and the comfort of the subject, it's important to be as efficient as possible during scanning. Most task based scans are usually between 100 to 300
volumes, and resting state scans are rarely more than 15 min long, giving them potentially up to 900 volumes for a typical scan. However, the analysis done on resting state scans requires these additional volume for better accuracy [38]. In a clinical population, an average of 25% of these scan volumes will have sufficient motion contamination to be rendered useless, and are discarded. This significantly reduces the statistical and diagnostic power of these scans, resulting in longer scans or inconclusive analysis.

For clinical studies where thousands of subjects need to be scanned, potentially multiple times, losing 25% of all fMRI scans is an enormous scientific and financial loss. Even if these volumes are recovered, improper preprocessing can hurt the resulting analysis. By developing preprocessing tools that eliminate artifacts as completely as possible, and adhere to sound signal processing theory, many of these losses can be eliminated, and the overall strength of the study can be enhanced. The methods developed in this dissertation are directly applicable to any fMRI scan acquisition, and indeed for any MRI imaging modality that is sensitive to motion.
2 Recovery of Interleave Parameter From fMRI Data

2.1 Introduction

Without knowledge of the slice acquisition order, the critical preprocessing step of STC cannot be applied. Developing an optimal STC method is useless in practice if a data set is missing information on its slice acquisition. As fMRI data are typically acquired with interleave acquisition, it's common to summarize the acquisition order with a single “interleave parameter”, which describes how many slices are skipped between acquisitions. For example, an interleave parameter of “2” means that every 2nd slice is acquired. Most interleave routines are standardized in a way that an entire acquisition order can be reconstructed from this single parameter. This chapter focuses on the development of a method to retrospectively extract the interleave parameter using only the 4D fMRI time-series.

2.1.1 Temporal Correlations in fMRI

The spatiotemporal fMRI signal, $f(r, t)$, is an inherently smooth but noisy signal (A smooth hemodynamic response with noise) which is sampled at a rate of $1/\text{TR}$ Hz. A conventional fMRI signal consists of four dimensions, three spatial Cartesian directions, $r = (x, y, z)$, and one time component $t$. One important measure used in many fMRI studies is the temporal correlation of the fMRI signal between different voxels. The temporal correlation function between two points, $r$ and $r'$, is given by the following equation:

$$
\rho(r, r') = \frac{1}{N} \sum_{t} \frac{(f(r, t) - \bar{f}(r, t))(f(r', t) - \bar{f}(r', t))}{\sigma_f(r, t)\sigma_f(r', t)}
$$

(2.1)

where $N$ is the number of samples in temporal domain, and $\bar{f}(r, t)$, and $\sigma_f(r, t)$ are the temporal mean and standard deviations of signal $f(r, t)$, respectively. Note that $\rho(r, r')$ is a six dimensional correlation function, giving a distinct 3 dimensional correlation map for each voxel. These correlation maps are the basis for many resting-state and functional connectivity fMRI data analyses.

2.1.2 Temporal Autocorrelation Function

Using the equation above, a voxel's correlation with itself (where $r = r'$) is 1. This is also the highest correlation a given voxel will have with any other voxel. The correlation of a signal to itself is referred to as
the temporal autocorrelation. However, as a signal’s correlation with itself is always 1, this measure is rather uninteresting until temporal shifts are considered. To calculate the autocorrelation of a signal with a shifted version of itself, we rewrite equation (2.1) as a cross correlation:

\[
\rho_r(t, t') = \frac{1}{N} \sum_{t} \frac{(f(r, t) - \bar{f}(r, t))(f(r, t') - \bar{f}(r, t'))}{\sigma_f(r, t)\sigma_f(r, t')}
\]  

(2.2)

Now the correlation between a single voxel at point \( r \) is being calculated for itself and a time-shifted version of itself, where \( t' = t - \tau \). One important observation about the temporal autocorrelation is that its maximum is when there is no offset, and \( t' = t \). Typically, the larger the offset \( \tau \) becomes, the lower the autocorrelation value is. There may be local minima and maxima as \( \tau \) increases, but a typical autocorrelation function for a BOLD fMRI signal is largely monotonically decreasing, as shown in Figure 2.1. A fundamental but important observation can be made from this: given a continuous signal, two samples taken close together in time are

![Figure 2.1: Typical fMRI autocorrelation.](image)

(Top) A typical fMRI time-series from a gray matter voxel, normalized. (Bottom) The autocorrelation of this signal given a temporal shift \( \tau \), described by equation (2.2).
likely going to be more similar than two samples taken further apart. Another way of saying this is that as temporal delay \( \tau \) increases, the correlation decreases.

2.1.3 Spatial Correlation Functions

Much like a temporal correlation, a spatial correlation can also be calculated. A spatial correlation compares the similarity of two regions in space. In fMRI, this can be the correlation of one slice to another within a given volume. Much like a temporal correlation, a given slice will have a maximum correlation with itself, and will have lower correlations with other slices. Given the spatially varying anatomy of the head, the further away two slices are, the lower their spatial correlation will be. Much like the temporal autocorrelation, this is a monotonically decreasing function. An example of a typical fMRI spatial correlation across slices is shown in Figure 2.2.

![Spatial correlation of slice 9 with all other slices](image)

**Figure 2.2: Spatial correlation of a typical fMRI volume.**

(Top) The spatial correlation of a reference slice (slice 9) to all other slices in a typical fMRI volume. (Bottom) The corresponding slices used for the correlation calculations.
2.2 Methods

2.2.1 Temporal Distance Correlation Function

Given the properties of the temporal and spatial autocorrelations, we can expect that the overall correlation between two voxels will depend on their distance, both spatially and temporally. The spatial distance refers to the Euclidean distance between two voxels. The temporal distance refers to the offset at which the time-series were sampled due to slice-sampling. We define a function to describe this called the “temporal-distance correlation function” of the fMRI signal. The temporal distance correlation function is the average of all temporal correlations of voxel pairs that are spatially located specific distances and directions from each other. In general, a temporal-distance correlation function is a two-dimensional function, with one axis indicating the absolute Euclidean distance, and another giving the direction in which the voxel pairs are located. In its most general formulation, it is given by following equation,

\[ \xi(\eta, d) = \frac{1}{m} \sum_{r, r'} \rho(r, r') \quad (2.3) \]

where \( m \) is the total number of voxel pairs found in the fMRI data that are located within a distance of \( \eta \) and direction of \( d \). In addition, \(|r - r'|\) is the length, and \( \angle(r - r') \) is the angle of the vector connecting \( r \) to \( r' \). In general, \( d \) needs to have more than one dimension to cover the entire 3D space of the fMRI volume. However, for the purpose of STC, we are only interested in the evolution of this function along the axes that the data are acquired in, being the Cartesian axes \((x, y, z)\). For instance, \( \xi(2, z) \) is the temporal-distance function for all the voxel pairs that are located exactly 2mm from each other along the \( z \) axis.

Due to the properties of spatial correlations, as the spatial distance between two points \((r, r')\) increases, the temporal-distance correlation function monotonically decreases. This simple characteristic of the temporal-distance correlation function should be observed across all three axes, as seen in Figure 2.3a. In this figure, the temporal distance correlation function decrease slowly and in a nearly identical manner along the \( x \) and \( y \) axis (Blue and green lines). This is because voxels along the \( x \) and \( y \) axis are sampled at the same instant in time, and so they only suffer from spatial decorrelation as their Euclidean distance...
increases. The temporal distance correlation function along the $z$ axis decreases much faster than along the $x$ and $y$. This is because the $z$ axis experiences both spatial and temporal decorrelation, due to the slice-based acquisition of fMRI.

In Figure 2.3a, the correlation along the $z$ axis has a monotonically decreasing value because the slices are acquired sequentially. However, with interleaved slice acquisition, this decreasing monotonic trend will be disrupted along the slice selection axis, as seen in Figure 2.3b. This disruption is due to the fact that neighboring voxels along the $z$ axis are not sampled immediately after each other in the interleaved slice acquisition protocols. It is clear from this that the temporal decorrelation is more detrimental than the spatial decorrelation. Based on this simple property of the temporal-distance correlation function, the interleave parameter can be recovered from the raw, unprocessed fMRI data.

![Figure 2.3](image-url)

Figure 2.3: fMRI temporal distance correlation function for sequential and interleaved data.
The temporal distance correlation function is calculated along all 3 axes for sequentially acquired data (a) and interleaved data (b). The temporal distance correlation function decreases faster along $z$ than it does for $x$ and $y$. This is because the $z$ axis is the slice selection axis, meaning that voxels along $z$ are offset both spatially and temporally. However, each slice is acquired instantaneously, so along $x$ and $y$ there is only spatial decorrelation. The effect of temporal decorrelation is even more dramatic in (b). The peaks along the $z$ axis line in (b) indicate slices that were acquired next in the sequence, which have higher correlations than their neighbors even though they’re spatially further away.
2.2.2 Interleave Parameter Extraction

In simulated data, the fMRI interleave parameter can be reliably extracted as the first local maximum of the temporal distance correlation function along the slice selection axis. Even though the temporal-distance correlation functions monotonically decrease by increasing the distance \( \eta \), there is a significant amount of variation in the temporal-correlations at each \( \eta \), as shown by the standard deviation bars in Figure 2.3. There are many sources contributing to these variations, such as local neuronal activity, involuntary head motion, and physiological noise. In the real data these variations are even larger and often obscure the clear peak along the \( z \) axis. To solve this issue, a dimensional reduction can be performed before computing the temporal correlations to help average out much of this noise.

One way to perform dimensional reduction would be to average the temporal distance correlation function across all voxels. However, computing the temporal distance correlation for all voxels in the first place is a computationally intensive process. It would be better to perform this reduction on the raw data itself before the temporal correlation function is calculated. Fortunately, averaging the data before computing a single correlation is equivalent to computing all the correlations and then averaging, save for a scaling offset. This is demonstrated in appendix A.

Dimensional reduction is performed on the data by averaging within each slice. Averaging the signals of all voxels within a slice will reduce the variations of the signals due to factors other than interleaved slice acquisition, while preserving the variation due to slice timing between two adjacent slice signals. For instance, given an fMRI signal \( f(x, y, z, t) \), a slice average over the \( x/y \) plane can be obtained with equation (2.4):

\[
f_{\text{slice}}(z, t) = \frac{1}{NM} \sum_x \sum_y f(x, y, z, t)
\]

where \( N \) and \( M \) are the number of voxels in the \( x \) and \( y \) axes, respectively. This is called a slice signal. Equation (2.4) can be re-formulated for the other two planes \((x/z, y/z)\) as well. In our \( x/y \) averaged signal, each slice along the \( z \) axis has an averaged slice signal, and their spatial correlation is given by \( \rho(f_{\text{slice}}(z, t), f_{\text{slice}}(z', t)) \). By plotting every possible pairwise correlation of the slice signals, a matrix of correlations can be created, as shown in Figure 2.4. This matrix is called a cross-correlogram.
An fMRI image sampled sequentially (no interleave) will have a correlation pattern similar to the one shown in Figure 2.4a. The series of “1’s” along the diagonal axis represent the correlation of a slice compared to itself, which is always the maximum. Moving away from the diagonal axis, we see a generally decreasing function as we compare a slice to slices further and further away.

In an interleaved fMRI image, we would expect slices to have a higher correlation with those slices sampled immediately before or after them, than with slices sampled at some later time. We see this in Figure 2.4b. In our analysis, this appears as additional diagonal “stripes” in the cross-correlogram. These stripes indicate an increase in the correlation of two spatially separated slices, which is consistent across the entire image. The distance between these stripes is the interleave value.

Even after dimension reduction, there are cases where the cross-correlogram is noisy, and not as clear as the one shown in Figure 2.4b. Because of this, a simple peak detection algorithm is insufficient to reliably extract the interleave parameter. In some images, the interleave slice is not always indicated by a sharp peak as shown in Figure 2.3b. Instead, the correlation may gradually increase until the interleave

Figure 2.4: Cross Correlogram of sequentially acquired and interleaved data.
The cross correlogram is calculated for two datasets. First, the slice signal is calculated for each slice. Then, the temporal distance correlation is computed for each slice signal to all other slice signals. This is done for sequentially acquired data (a) and interleave acquired data (b). For sequential data, there is a smooth decrease in the correlation function as you move away from the diagonal. For the interleaved data, there are clear peaks, evenly spaced every 6 slices as you move away from the diagonal. In this case, 6 is the interleave parameter of that data.
slice is reached, at which point it decreases rapidly. Through observation it was determined that the second
derivative of the signal, in those cases, provides a better indicator of where the first interleaved slice is
taken. This is shown in Figure 2.5. The average cross correlation over all slices is plotted in Figure 2.5(a).
The true interleave value in this example is 6, meaning there should be a peak 6 slices away from slice 1.
While there is technically a peak here, it is extremely small, and very similar to the surrounding values.
Figure 2.5(b) shows the averaged second derivative of this subject's cross correlation. We now see a
large drop at slice number 7. Though it is clear from Figure 2.5 that the second derivative easily picks out
the global maximum, there are still cases in which it also fails to do so; specifically in an even-odd interleave,
where many local minima may exist. In these cases, statistical inference can be used to provide a measure
of certainty in the detected interleave parameter.

![Figure 2.5: The average temporal distance correlation function and its second derivative.](image)
The average temporal distance correlation function over all slices in real data is plotted in (a). A peak in this plot
would indicate the interleave parameter of the scan. While there is an extremely small peak at slice 7, it's too similar
to its neighbors for an algorithm to reliably detect it. To aid this process, the second derivative of each slice's temporal
distance correlation function is taken, and averaged across all slices, shown in (b). In this plot, there is a much
clearer trough at slice 7, which is used as the primary feature for interleave parameter detection.

2.2.3 Statistical Inference

We perform a simple statistical analysis to detect the local minimum that is most significantly different from
its neighbors. We identify all local peaks in the original data, and all local troughs in the second derivative.
Each peak and trough is compared to its neighboring samples using a basic student t-test, giving two p-
values per peak/trough, describing the significant difference of the peak/trough to its neighbors. The
significance of each peak/trough is “averaged” as the geometric mean of the p-values. The peak with the most significant p-value is taken as the interleave estimate from the original data, while the trough with the most significant p-value is taken as the interleave estimate from the second derivative, which are not necessarily the same values. If both the temporal-distance function and its second derivative select the same interleave value as most significant, then that value is reported as the interleave parameter. Otherwise, the most significant minimum of the second derivative is selected unless the value from the original function is more significant by an order of $10^\alpha$. We biased our decision towards the second derivative, because it often gives more accurate results. We set $\alpha = 1.5$ in our examination, which gave the most accurate results overall. However, others might find that different values optimize their process. This statistical analysis helps detect the interleaved parameters in extremely noisy and hard-to-detect cases. Low certainty values may require a manual inspection of the data to verify the interleave value.

2.2.4 Validation on Real and Simulated data

We used both simulated and real data to examine the success rate of the detection method proposed in this paper. Using the method described in [39] to generate our simulated data, we generated 10 minutes of scan, with in-plane resolution of 112x112, and 37 slices with voxel size 2x2x3 mm$^3$ and a TR of 2 seconds. A neuronal stimulus sequence containing 20 pulses with random onset (at least 10s apart) and width (5 to 30 second) was independently created for each ROI. The neuronal stimulus sequences were convolved with the canonical hemodynamic impulse response function included in SPM to generate the underlying BOLD signal. Subsequently, cardiac ($f=1.005$ Hz) and respiratory ($f=0.25$ Hz) noises were added to the signal. To simulate the interleaved slice acquisition, the original high frequency sampled signals ($f_s=20$ Hz) were subsampled with $f_{ss}=0.5$ Hz and with a time-shift specifically set for each slice according to the interleaved parameter. Ten scans were generated each with 6 different interleave parameters, from one to six (one indicating no interleave). To simulate the head motion, we displaced each volume of the simulated fMRI data using different transformation matrices. The transformation matrices were obtained from real subjects’ involuntary movements in the scanner using typical re-alignment algorithms.

Real data were obtained from our group’s on-going studies of task-based and resting-state fMRI data as well as datasets collected outside our group. 56 resting-state and 300 task-based fMRI data with
interleave parameters of 6, as well as 205 task-based fMRI with even-odd interleave were examined. To expand the examination of our method to datasets collected outside our group, we examined 474 randomly selected fMRI images from the *fcon_1000* dataset [18], which is available online for public use.

### 2.3 Results

The developed algorithm detected the interleaved parameter in all 60 simulated images with 100% accuracy. For 356 on-site fMRI data images acquired with an interleaved parameter of 6, the detection accuracy dropped to 91%. For the 200 task-based fMRIs with even-odd interleave, the accuracy was 93%. For the 474 randomly selected resting-state fMRI scans from *fcon_1000* dataset, the accuracy was 97%. It is important to note that the *fcon_1000* dataset is collected in 23 sites, each with different scanner and acquisition pulse sequence. Some images were excluded from this group, as it was unclear whether the algorithm was correct or incorrect upon manual inspection.

### 2.4 Discussion

STC, as an important pre-processing step of fMRI data, cannot be implemented without knowledge of the interleave parameter. In the case of fMRI data header files, finding the correct interleave parameter is a nontrivial task- especially for old data shared online with minimal or no explanation. This was so problematic that some of the neuroimaging software packages suggested removing STC from their pre-processing pipeline, despite many studies emphasizing its necessity [3]. In this chapter we proposed and developed a technique which retrospectively detects the interleave parameter, using only fMRI data. We showed successful detection of the parameters on simulated data and a very high success rate on in-house and off-site fMRI data. Our technique is built upon a very simple property of temporal-distance correlation functions in spatiotemporal fMRI signals. In addition, we shared the developed Matlab function on our lab webpage as well as github for public use [5]. With this problem addressed, STC can now be applied on any data set even with missing slice order information. Now that STC can be applied to any fMRI scan, an optimal STC method can be developed for universal application to any dataset.
3 Optimal Slice Timing Correction

3.1 Introduction

STC is fundamentally a temporal process that requires a full time-series to operate on. Using the assumption that an fMRI scan has no motion, or has had motion optimally corrected for, STC can be thought of as a purely signal processing problem, outside of the context of fMRI. This chapter focuses on the derivation of an optimal STC routine, its development for use on fMRI images, and its validation in a wide range of scan conditions.

3.1.1 Existing Methods of STC

STC accounts for a given slice’s temporal offset by interpolating the signal in the reverse direction of the imposed offset delay. This is an important step in fMRI, as the benefits of STC have been shown in numerous studies [40], [41]. The slice-timing problem arises from the fact that the offset \( \varphi(z) \) changes across slices as a function of \( z \). Conventional interpolation-based techniques operate on the discrete signals and estimate the value between sample points. Mathematically this can be represented by the convolution of the sampled signal, \( f[r,n] \) with an interpolation kernel \( h \):

\[
\hat{f}[r,n] = \sum_{k=0}^{N-1} f[r,k] h(nT_s - k - \varphi(z))
\]  

(3.1)

where \( \hat{f} \) is the shifted/interpolated signal.

It should be emphasized that while all interpolation can be represented as upsampling, filtering, and downsampling, it is the shape of a kernel’s frequency response \( H(\omega) \) that determines the quality of the reconstructed signal. An ideal boxcar frequency response would perfectly reconstruct the sampled signal, reducing interpolation error when resampling at an offset. Therefore, the more an interpolation kernel resembles a boxcar, the better it does at reconstructing the signal. Two widely used fMRI data analysis software packages, statistical parametric mapping (SPM) [42] and FMRIB software library (FSL) [43], use different version of \textit{sinc} interpolation (SPM: \textit{sinc}, FSL: Hanning window \textit{sinc}) for their STC module. Figure 3.1 shows the time and frequency domain of these kernels, as well as the frequency domain of an ideal boxcar.
Sinc interpolation can be represented as convolution of the fMRI signal with the following kernel,

\[ h_s(t) = \frac{\sin(\pi t/T_s)}{\pi t/T_s} \]  

(3.2)

Figure 3.1 shows the time and frequency domain of this kernel. It should be emphasized that ripples in the pass band of the sinc kernel are due to truncation of the signal in the time domain, and become worse as the signal is truncated further. To attenuate the rippling artifact, a smooth window function is often applied so that the kernel reaches zero by the final time point with no discontinuities. FSL uses a Hanning window for this purpose, which is described as:

Figure 3.1: Time and frequency domain plots of kernels for sinc, Hanning window sinc and Kaiser window sinc.

(a) The time domain representation of a sinc function smoothed with a Hann and Kaiser window. (b) The frequency domain of these kernels, with an ideal boxcar filter outlined as a black dashed line. It is clear from this that the smoothing windows both prevent ringing in the pass band of the filter, which is seen in the truncated non-windowed sinc (Blue line). While both the Kaiser and Hann window appear to behave similarly, there are more obvious differences in the frequency domain of each window. (c) and (d) show the time domain and frequency response of a Kaiser window and Hann window respectively, with their fourier transform. It's clear from this image that the Kaiser window provides a steeper cutoff, as well as better stop-band suppression for all but the highest frequencies.
\[ w_{\text{hann}}(n) = 0.5 \left( 1 - \cos \left( \frac{2\pi n T_s}{T_s N - 1} \right) \right) \quad (3.3) \]

where \( N \) is the length of the sequence. By examining the frequency domain of this kernel we can see that much of the rippling has been removed, however some still remain.

### 3.2 Methods

#### 3.2.1 Sampling Theory

Shannon-Nyquist sampling theory states that a signal can be optimally reconstructed if the sampling rate is twice the maximum bandwidth of the original signal. In fMRI, the signal of interest is the underlying BOLD signal. If we assume that the canonical double gamma HRF curve (commonly used in linear modeling of hemodynamic responses) is realistically close to the shape of the real HRF, then spectral analysis of this curve reveals that the hemodynamic response function has 99.9% of its energy in the frequency range of [0, 0.21] Hz, as shown in Figure 3.2.

![Cannonical HRF and Frequency Response](image)

**Figure 3.2: The Cannonical double gamma HRF and its frequency domain.**

a) The canonical double gamma HRF, which was designed from experimentally derived data. b) The magnitude of the frequency domain of the HRF. The red dashed line indicates 0.21 Hz, marking the upper frequency that contains 99.9% of the signals energy.
According to the Shannon-Nyquist sampling theorem, this means that the BOLD signal can be fully recovered, no matter the sampling delay, if the signal is sampled faster than 0.41Hz. A typical fMRI sampled at 0.5 Hz (TR = 2 seconds), so this is sufficient to reconstruct the signal completely. This theoretical concept is the foundation of our proposed optimal method for STC.

3.2.2 Low-pass Filter Design

The optimal low-pass filter is a continuous sinc function, which extends infinitely in both directions away from the origin. Because a signal cannot be sampled infinitely, a truncated version of the sinc function is used in digital signal processing. The more truncated a sinc function becomes, the more ringing is present in its frequency domain. This ringing will lead to an inaccurate reconstruction, and is best to minimize. A simple solution to this problem is to simulate a longer sinc function. However, arbitrarily increasing the length of the sampled sinc function also has its drawbacks. Generally, every digital filter needs to operate on a certain number of initial time points before it can function properly. This is called the initialization period, which is $\frac{1}{2}$ the length of the filter. Thus, for any signal filtered with a filter of length N, the first N/2 and last N/2 time points of the filtered signal are not considered accurate. If the filter length is comparable to the length of the time-series being filtered, this can result in substantial loss of reliability for many of the time-points. Because of this, shorter filters are desirable, in order to minimize the initialization period. One final challenge with filter design is that any discontinuity will also result in ringing in the pass-band of the frequency domain. This means that if the final points in the sampled sinc function do not smoothly transition to zero, the reconstructed time-series may have errors.

We employ three strategies to mitigate these filter-design challenges, which are discussed in detail here: 1) A tradeoff between high filter order and pass-band ringing is established, choosing a slightly larger order than is found in most slice timing routines. 2) Odd-symmetric padding is applied to minimize errors in the initialization period. 3) A window function is applied to the sampled sinc function to ensure the filter gradually converges to zero.

Upsampling is the first step in image reconstruction. When STC is applied, the data must be resampled at a temporal offset to account for the sampling delay of a given slice. Even with temporal upsampling, if this offset is not a factor of the higher sampling rate, then additional interpolation will be
necessary. For this reason, it’s optimal to choose a frequency that is a multiple of $N_s/\text{TR}$ Hz, where $N_s$ is the number of slices. The simplest implementation of this is to just use $N_s/\text{TR}$ Hz as the upsampled frequency, which perfectly aligns the sampling times of the upsampled signal with the acquisition time of each slice. For example, an fMRI volume with a TR of 2 seconds and 30 slices would be upsampled to 15Hz. Thus, in 2 seconds, there are 30 samples, each corresponding perfectly with the acquisition time of a slice.

Even with upsampling, padding is necessary to reduce the artifacts in the initialization period of the filter. For our STC method we addressed this issue with the following tactic: Padding is applied using an “odd” reflection scheme, where the padding is carried out by reflecting the time-series, and subtracting the reflected values from 2x the edge values. This scheme prevents the introduction of high frequency artifacts that may be present when a simple mirror padding routine is applied. This is especially obvious in data with an increasing or decreasing linear trend, which is common in fMRI (Referred to as scanner drift). An

![Mirror reflection padding vs Odd reflection padding](image)

**Figure 3.3: Mirror padding vs Odd padding.**

A time-series is padded using two different techniques. The original time-series is shown in blue, within the pink box. Samples outside this range are shown in green, and are added by the respective padding routines. In mirror padding (top), the time-series is simply appended to itself in reverse order. This destroys linear trends, and introduces high frequencies not present in the original data. In odd padding (bottom), linear trends are preserved, and a more representative time-series is created.
example of this is shown in Figure 3.3, where mirror padding introduces abrupt changes in the time-series, while odd padding continues the linear trend. Only half of the time-series is reflected on the front and back of the signal, so the total length of the padded signal is twice the original. This allows us to use higher order filters with larger initialization periods.

For our STC method, a Kaiser window is added to the sinc interpolation kernel to help smooth the ends of the signal and remove any discontinuities, allowing for a shorter sampling of the sinc function, resulting in a lower order filter. A Kaiser multiplicative windowing function offers less pass-band rippling and faster stop-band drop off than a Hann window, as shown in Figure 3.1 (c) and (d). This window is created with equation (3.4)

\[
    w_{kaiser}(n) = \begin{cases} 
     I_0 \left( \frac{\pi \alpha}{\sqrt{1 - \left( \frac{2nT_s}{T_sN - 1} \right)^2}} \right) & 0 \leq n \leq N - 1 \\
     0 & \text{otherwise} 
    \end{cases} 
\]  (3.4)

where \( I_0 \) is the zero order modified Bessel function of the first kind, and \( \alpha \) is an arbitrary shaping coefficient. This kernel is plotted in Figure 3.1 (a) for the comparison purpose.

A simplified representation of our filter-shift (FS) method for optimal STC is presented in Figure 3.4 using simulated fMRI data for illustrative purposes. Figure 3.4a shows the underlying BOLD signal (light blue) as well as the contaminated fMRI signal (dashed-line) with simplified physiological noise. For simplicity and illustration purposes we only add exaggerated physiological noise and ignore the other fMRI artifacts, contaminants, and noise. Multiple fMRI signals with different offsets are then sampled with the same frequency, simulating the effect of irregular sampling of adjacent slices in fMRI data. Figure 3.4(b) shows those sampled signals separately, highlighting the apparent difference between them. Figure 3.4(c) shows the signal upsampled by padding with zeros between samples, and Figure 3.4(d) shows the upsampled signal after lowpass filtering with a delay that is equivalent to their offset in original sampling. By lowpass filtering, we band limit our signal to the frequencies of interest, which provides a significant
advantage over other STC techniques. Finally to obtain the recovered signal in the same sampling rate, we downsample the data to the scanner's sampling rate (TR=2 seconds, 0.5Hz) as shown in Figure 3.4(e).

![Figure 3.4: A visual description of the Filter Shift STC method.](image)

A visual description of the Filter Shift STC method showing high frequency simulated data, the effect of downsampling at various offsets, and how the original signal can be reconstructed with upsampling and low pass filtering regardless of offset. (A) An underlying bold signal (blue) is contaminated with physiological noise (black dashed) and sampled at 0.5Hz with different offsets (colored markers). (B) Each offset yields visually different low-frequency signals. (C & D) These signals are upsampled and LPF to remove noise. The result is a shifted version of the original bold signal. (E) By resampling the high frequency with the same offset results in identical low frequency signals.

Depending on the frequency the fMRI data is upsampled to, this process can significantly increase computation time. However, upsampling is achieved with zero padding and lowpass filtering, meaning that many of the values in the filtering step will be zero. This is shown in Figure 3.5. For a given BOLD time-series, shown in red, upsampling is achieved by zero-padding, shown as the blue circles between the
original red samples. Determining the value of the BOLD signal at an arbitrary time, $t_{off}$, is the summation of the signal multiplied with the sinc function, centered at that offset. It is apparent that the majority of the sinc function's timepoints are simply multiplied with a zero-value sample. Only the timepoints where the sinc function overlaps the red samples will contribute to the summation. Thus, to resample the BOLD signal at a shifted offset, zero padding can be skipped altogether by simply downsampling the high frequency sinc function at the desired offset, and convolving the two low frequency time-series. This greatly reduces the computations necessary, making the entire process fast and efficient.

Figure 3.5: Optimization of the lowpass filter step in STC.
A sampled BOLD signal (red) is upsampled with zero padding (blue circles). Lowpass filtering this signal with a windowed sinc function (green) results in a high temporal resolution BOLD signal. The value of the high resolution signal at any given point $t_{off}$ is given by the summation of the BOLD signal multiplied with the sinc function, centered at $t_{off}$. The majority of these points are multiplied with zeros. Only the timepoints of the sinc function that align with a red sample contribute to the actual value. Rather than convolving two high resolution signals where many of the computations are meaningless, and then downsampling at a given offset, the high frequency sinc function itself can be downsampled, with an offset equivalent to the desired time shift. The convolution of this downsampling sinc with the original BOLD signal produces results identical to the high-resolution method, but with significantly lower computational and memory requirements.
3.2.3 Simulated Data

Real fMRI data sets are problematic for evaluating the quality of one method over another because the true underlying BOLD signal is always unknown. Because of this, simulated datasets were used so that processed images could be compared to a known, true underlying BOLD signal. The generated simulated data in this chapter were used to: 1) evaluate the performance of our proposed FS method in comparison to existing STC methods with controlled levels of motion and noise, 2) examine the effect of different interleave acquisition sequences on STC, 3) examine the effect of short scan length on our proposed method, 4) to examine the effect of TR on STC, and 5) to examine the effect of spatial smoothing on STC.

The morphology of our simulated fMRI scans come from a real subject’s data by temporally averaging all its volumes. Processing the same subject’s structural image with FreeSurfer [44], [45] and using inter-modal rigid-body registration with FSL [46] gives us brain region masks in the fMRI space. Neuronal activity stimuli consisting of sequences of 20 boxcar pulses with jittered onsets (at least 10 s apart) and randomly generated durations (0.5 to 3.5 s) were created for each region. The neuronal stimulus for each voxel was convolved with the canonical double gamma HRF to generate the hemodynamic response. This signal was generated at a frequency high enough to simulate interleaved slice acquisition for a given TR and number of slices (upsampled to a frequency equal to \( N_S/\text{TR} \), where \( N_S \) is the total number of slices. This allows one sample for each slice, and eliminates any need for further interpolation.). Null data (random noise) were assigned to voxels that were not assigned a hemodynamic response. To simulate cardiac and respiratory variations in the fMRI signal, a simplified approach was taken, using a single sinusoid at \( f_c = 1.23 \) Hz for cardiac and another sinusoid at \( f_r = 0.25 \) Hz for respiratory noise. The magnitude of the cardiac signal is modulated with the inverse of the distance of the voxel from the nearest artery. Thermal noise was then added to the signal. The temporally averaged volume is used to obtain the mean value at each voxel, which was used to shift the mean of the hemodynamic signal and to scale the standard deviation of the signal to 1% of the mean value comparable to a robust signal in the visual cortex. We used the same averaged volume for all simulated data sets to control for the significant difference in the morphology of the brain, which eliminates the need for spatial normalization to compare the results.
To have the most realistic simulation of motion’s interaction with interleaved slice acquisition, we simultaneously simulated the motion and slice sampling. Motion parameters were extracted from real subjects by taking the inverse of their spatial realignment transformation matrices at the original sampling rate (TR). We then upsampled these motion parameters (6 parameters) using spline interpolation to the same sampling frequency as the BOLD signals generated for each region. By applying the upsampled parameters to the volume at each sample point we can specify the exact position of the volume at any fractional time between the two TRs. This results in the most realistic simulation of the interaction between slice timing and motion. Different interleave types can be simulated by sampling the slices in the appropriate order.

Twenty simulated scans were used for the evaluation of our proposed FS method and the effect of noise and motion on STC. Each fMRI scan was simulated with twelve different combinations of noise and motion levels. Three different thermal noise levels were used, consisting of white noise that made up 0, 20, and 40% of the signal’s energy. For each noise level, four different motion profiles were simulated: high, medium, low, and no motion. The motion levels were classified by a set of real subjects’ mean frame-wise displacement (mFWD) inside the scanner (low: mFWD < 0.1mm, med: 0.25mm < mFWD < 0.4mm, high: 0.6mm < mFWD < 0.7mm) [19]. Generated fMRI scans consisted of 10 minutes of scanning with an in-plane acquisition matrix of 112×112, and 37 slices. The voxel size was set to 2×2×3 mm³. Since our real data are acquired with a Philips scanner and with an interleave type in which every other √N slices are acquired, we also simulated the same interleave type by skipping 6 slices between any two consecutive slice acquisitions. The default TR was equal to 2 seconds for these experiments. Thus, with 20 scans each simulated under 12 different conditions, we created 240 unique fMRI scans. In addition, 13 more fMRI scans were simulated and resampled at 6 different TR’s ranging from 0.5s to 5s for an additional 78 fMRI scans. In total, 338 fMRI scans were simulated for this study.

3.2.4 Real Data

The ideal task for testing the effectiveness of STC should have high temporal sensitivity and a robust BOLD signal across all subjects. Higher level cognitive tasks are not robust enough across subjects, and it would
be difficult to say for certain whether any changes in the statistics are closer to the true underlying neuronal activity or not. Block design tasks are typically more robust, but lack the temporal sensitivity necessary and would be unsuitable for examining small temporal inaccuracies. Because the BOLD signal induced by visual stimuli generates robust activation in the primary visual cortex, an event related visual stimulus was used for evaluation of STC methods using real subjects’ fMRI data. Thirty right-handed healthy subjects (17/18 young/old; percent female: 0.53/0.61, age mean ± std: 25.5/64.9 ± 2.4/2.2 years) were presented with visual (flashing checker boards) stimuli with random onset and duration (event-related design) while undergoing functional magnetic resonance imaging. To ensure attention to the stimuli, subjects were asked to respond with a button press at the conclusion of each visual stimulus. Functional images were acquired using a 3.0 Tesla Achieva Philips scanner with a field echo echo-planar imaging (FE-EPI) sequence [TE/TR = 20ms/2000ms; flip angle = 72 degrees; 112x112 matrix size; in-plane voxel size = 2.0 mm x 2.0 mm; slice thickness = 3.0 mm (no gap); 41 transverse slices per volume, 6:1 Philips interleaved, in ascending order. Participants were scanned for 5.5 minutes with at least 37 events of visual stimuli. Subjects were stratified based on their mFWD over the entire scan period. Ten low motion (mFWD < 0.14 mm), ten medium motion (0.14mm ≤ mFWD < 0.2mm), and ten high motion (mFWD ≥ 0.2mm) subjects were selected for each group.

3.2.5 fMRI Data Processing and Statistical Analysis

Both simulated and real data underwent various preprocessing pipelines consisting of the following modules: rigid body spatial realignment (motion correction or MC) was applied with FSL (mcflirt [47]), performing registration of all volumes to the middle one. STC (temporal realignment) was performed using our in-house method FS, as well as the FSL and SPM default techniques. All STC methods temporally aligned the data to the first slice, acquired at the beginning of the TR. We also created a “gold standard” method to compare STC techniques by constructing a slice-dependent shifted regressor for each slice. These shifted regressors account for the slice dependent acquisition offset delay. This method only applied a low pass filter to the data, as most STC techniques inherently have a small amount of low pass filtering. For a reliable comparison, the same filter parameters used in our FS method were used for the Shifted Regressor (SR) technique. In theory, this method should produce the best results, if no 3D processing algorithm (e.g. 3D smoothing, or 3D spatial transformation) has been applied in the pre-processing, as
those methods combine data from different slices with different offset delays, which would alter the signals of each voxel.

In order to focus purely on the effect of different STC methods, only the specified preprocessing steps are applied to the data. We developed a standard generalized linear model (GLM) in Python and used it to model observed fMRI data $Y$ at each voxel as a linear combination of regressors $X$ which were created by convolving the double gamma HRF with the stimulus timing function. We used a standard GLM model shown below:

$$ Y = X : \beta + e $$ (3.5)

where $\beta$ coefficients were obtained using the least-square estimate and given by:

$$ \beta = (X^T X)^{-1} X^T Y $$ (3.6)

To obtain the significance level of the voxel’s activation associated with the stimuli of interest, standard GLM statistical inference was performed to obtain the $t$-statistics for each voxel independently [48]. We used voxel-wise $t$-statistics as the evaluation criteria for our method comparisons, as well as investigating the effect of different acquisition settings and artifacts on the effectiveness of STC. All statistics used in the results are from this native-space, subject-level analysis.

3.2.6 Voxel Selection

Assessing the effectiveness of STC methods is extremely challenging due to its interaction with motion [49], and the fact that its improvement is slice-dependent. The benefit of STC could appear absent if the majority of activation falls on a slice with low temporal delay due to the fact that very little temporal shifting is encountered in these slices. This is analogous to examining the effect of motion correction on data with extremely low motion. In most typical STC techniques, one slice is chosen as the “reference slice”, and all other slices are shifted temporally to match the time at which the reference slice was acquired. The effect we see due to STC is directly proportional to the size of this temporal shift. In fact, if the activation falls on the reference slice, then no shifting occurs, and we will see absolutely no difference between STC and uncorrected data. This could be mistaken as evidence that STC may not be required in the preprocessing pipeline.
We demonstrated this challenge by showing how the improvement due to STC is dependent on the acquisition offset delay in a typical real subject’s fMRI data. We selected two adjacent brain slices with maximum difference between offset delays. While both slices present the same level of activation, the low delay slice is shifted only slightly with STC, and so it sees minimal change. On the other hand, the high delay slice is shifted significantly, and so it experiences a more profound and measureable change. This is visible in the resulting analysis when comparing t-statistics from a pipeline with STC to a pipeline without STC. Figure 3.6 shows the difference in t-statistics before and after STC on two adjacent slices with maximum offset delay difference (slices 18 and 19 with 1.8 and 0.15 seconds offset delay respectively) in real data after being smoothed with a 5mm 2D Gaussian kernel. Areas of significant activation are outlined in green. Warm colored areas indicate an improvement in t-statistics compared to uncorrected data. This illustrates the challenges involved in evaluating STC methods using real fMRI data. Figure 3.6(a) shows that the t-statistics in slice 19 have very little benefit from performing STC, as the difference between the

![Figure 3.6: Difference in t-statistics between STC and uncorrected data on two adjacent slices with different acquisition delays in real data.](image)

The benefit of STC varies from slice to slice, depending on the acquisition delay. Significantly activated areas are outlined with a green line for both slices. A) Difference in t-statistics for uncorrected vs. STC data in two adjacent slices. Slice 18 (1.8s delay) has t-statistics significantly larger than those in uncorrected data with differences as large as 3. Slice 19 (0.15s delay) has very few differences from uncorrected data. Note that because this is a difference map, this simply indicates that all methods, including uncorrected, perform similarly well on low-delay slices. B) A 3D visualization of the difference between t-statistics in the FS STC data and uncorrected data. The stripes along the z axis are present at high acquisition delay slices in data collected with Phillips interleave 6 (top), and even-odd.
uncorrected statistics is small. However, their adjacent voxels in slice 18, even though they have the same level of activation (delineated by green lines in Figure 3.6(a)), have significant improvement over uncorrected data.

There’s also noticeable blue regions throughout the brain, indicating a decrease in t-statistics. This compared to uncorrected data does not indicate poorer performance on the part of the STC data. A decrease in t-statistics can be an improvement in the following ways: 1) An uncorrected time-series from a voxel unrelated to the task is erroneously correlating with a regressor (Type I error), and this correlation is removed or reduced after the time-series is shifted during STC, or 2) An uncorrected time-series from a voxel that is negatively correlated to the task is erroneously calculated to be uncorrelated (Type II error), and the correlation can be seen after the time-series is shifted during STC. An example of this would be with the default mode network, which has significant deactivations during task performance. STC is going to improve the t-statistics of the deactivation by making them more negative, which shows up as a reduction in t-statistics.

This clearly demonstrates the slice dependency of STC performance. Figure 3.6(b) visualizes the same concept in a 3D view of the brain with both Philips (top), as well as even-odd (bottom) interleave, where the color overlay represents the t-statistics difference between STC data and uncorrected data. Note that in regions of activation, this difference is significantly higher than the color bar’s maximum. In order to show whole-brain differences and capture the spatial pattern induced by interleaved acquisition, the threshold has been set artificially low. It is clear from this figure that slices acquired in the beginning of the TR benefit significantly less from STC compared to slices acquired later in the TR. The same phenomenon has been shown for sequentially acquired data in previous studies. This paper is primarily concerned with the effects of STC on fMRI data in different preprocessing pipelines. In order to evaluate this, we must examine voxels that are affected by the STC process. The evaluation of the STC methods and their interaction with other processing steps would be meaningless if it is done on slices with minimal or no time delay, just as evaluating motion correction technique on scans without motion would give invalid results. Because of this, we focused only on high delay slices to examine the effect of STC and its interaction with preprocessing steps where it’s most detectable, rather than comparing the effect of STC across all slices.
For real data, we selected slice 17, (1.46s delay from the beginning of the TR), and for simulated data we selected slice 18 (1.8s delay from the beginning of the TR). We selected the left superior frontal (LSF) region as our region of interest (ROI) for simulated data since the superior frontal region is one of the few regions that spans over 20 slices, thus including slices with various acquisition delays. Therefore, we can guarantee that some part of the region will fall in a high-delay slice regardless of motion and subject morphology. It also spans from the center of the brain to the frontal region, which will capture many different kinds of motion artifacts, as the same motion may produce different, even opposite signal changes in different locations in the brain [19]. Only voxels in the LSF ROI were used in all simulated data analysis, and the known underlying BOLD signal assigned to the LSF ROI was used as our regressor.

For real data, we created an ROI for each subject that included voxels where we expected significant visual activation. This ROI was created by transferring a group level activation mask for the visual stimulus back into each subject’s native space. This group level activation mask was created by running a full default FSL first level analysis, which consists of the following steps: a) spatial realignment, b) STC, c) 3D smoothing with FWHM=5mm, d) intensity normalization e) temporal filtering (125s cutoff) f) GLM with prewhitening, and a second level analysis including: a) spatial normalization, b) full Bayesian linear model [50], [51], and c) cluster-wise multiple comparison correction (z threshold 2.3, cluster significance threshold p = 0.05). Only voxels in the activated regions were used in our real data analysis. Region masks for real and simulated data can be seen in Figure 3.7. The large ROI from the group level is only used to confine voxel selection to an area that is neurophysiologically task-relevant, to avoid false positives. For instance, we want to prevent selecting a false-positive voxel in the motor cortex for visual stimulation. One could just replace these ROIs with an anatomical mask of the visual cortex without having a significant alteration on the results. For real data, the average size of this region across all subject’s native space was 8704.3 voxels (104.6 cm$^3$), with a standard deviation of 974.6 voxels. When confined to a slice of high delay, the average size of this mask was 514.0 voxels (6.2 cm$^3$), with a standard deviation of 83.4 voxels. Despite the fact that this ROI was identified using a pipeline that performs MC before STC, the spatial smoothing used in the group level analysis makes the resulting mask large enough so that it will not bias the results to favor MC before STC pipelines. The large ROI is necessary, as individual differences in head position and brain function do not guarantee that all subjects will have significant activity in a single anatomical
region if it’s too small. While it’s possible that this ROI may cover different anatomical regions over different subjects, the purpose of the group level analysis was to identify regions functionally and neurophysiologically associated with the task. This allows us to identify the regions that are most likely to have the same underlying BOLD signal. This region spans over multiple slices, giving us a good chance at identifying significant voxels within the functional region, on a slice of high temporal delay.

Only voxels in this ROI that intersected the chosen slices with high temporal acquisition delay were used. We used the SR technique to obtain the significantly activated voxels within the ROI without applying any spatial smoothing. In addition, the SR method does not require an extra STC step, thus making the choice of STC before or after re-alignment irrelevant. For any given subject, 20 voxels that had the highest t-statistics from the SR pipeline were identified. The t-statistics of these 20 voxels were used to compare all STC methods and scan parameters for that subject. We then use a one tail repeated measures t-test on these values to compare the effectiveness of each pipeline. While we are using 30 fMRI scans from real and 20 from simulated data, each scan provided us with 20 voxels, each of which provides a unique fMRI measurement from different locations in the brain. In other words, at each voxel location, we can establish

![Figure 3.7: Spatial maps for ROI's used in real and simulated data.](image)

A) Simulated data ROI map, which was identical for each simulated subject. This ROI was the anatomical region defined by Freesurfer as the left superior frontal region. B) Real data ROI map, which was generated from the significant activation in a standard group level analysis and transformed back into each subject's native space. The ROI varied slightly from subject to subject due to individual subject morphometry.
an independent but similar comparison between the STC methods. Because of this, we consider each voxel a degree of freedom (DoF), giving us 199 DoF for real data (10 subjects for each motion level), and 399 for simulated data. The SR method theoretically does the best job identifying the regions that truly match the expected signal. By using the voxels with the highest statistics from this method, we identify the 20 voxels that are most likely to be true positives, thus minimizing the possibility of type I error confounding our analysis, and allowing us to focus mostly on the effects of interpolation error from STC. It is important to note that these are not necessarily the 20 highest voxels for the other STC methods. Furthermore, from subject to subject, the location of these voxels is not constrained, as not every subject will exhibit the strongest response in the same location. Within each subject, we are comparing the same group of voxels across all different STC methods, so it is appropriate to use a repeated measures t-test to see if the preprocessing pipeline had any significant effect on the GLM, as done previously in the literature [39]. Our processing pipeline is illustrated in Figure 3.8.

The low number of voxels used in the comparison was chosen because certain real subjects only had 20 significant voxels present in both the region of interest and the high-delay slice. The reason this number is low is because we do not perform spatial smoothing, which greatly increases the number of significant voxels, at the cost of a lower maximum t-statistic. In order to perform a repeated measures t-test, we need to compare values from the same voxels across multiple datasets. To ensure that the voxels we were comparing were in fact statistically significant in every comparison, we use the highest 20 voxels.

3.2.7 Comparison of FS With the Existing STC Methods

The goal of this experiment is first to show the necessity of performing STC on fMRI data, and then to demonstrate the superiority of our proposed optimal STC technique (FS) in comparison to the existing ones, using simulated and real data. In addition, we investigated the effect of fMRI artifacts (involuntary head motion and noise) on the effectiveness of performing STC on fMRI data. For simulated data, three different levels of noise and four different levels of motion were simulated to contaminate the fMRI data, as explained in section 3.2.3, whereas in real data we stratified subjects based their head motion profile to three different levels as explained in section 3.2.4.
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For each combination of motion and noise level in simulated data we obtained the statistical parametric maps associated with one regressor. For simulated data, the regressor contained the underlying neuronal stimuli for the LSF ROI, while for real data the regressor contained the visual stimuli timecourse. Higher t-statistics indicates the superiority of a method as compared to the others since it could recover the original underlying BOLD signal with more accuracy.

The interaction between the effectiveness of STC and the level of motion/noise can also be examined using the voxel-wise t-statistics. We anticipate that increasing motion will reduce the benefit of STC, since motion has much higher destructive effect than the slice timing offset delay. If increasing the motion/noise level would result in smaller t-statistics, then we can conclude that there is a significant interaction between the STC gain and level of motion/noise.

Figure 3.8: A flowchart of the processing pipeline for real data.

- a) A default group level GLM is run on all subjects to obtain a region of activation, which is binarized into a mask and transformed back into each subject’s native space. This mask is used as an ROI to examine t-statistics from 5 different processing pipelines: b) No STC is applied, but the data is temporally lowpass filtered, and slice-dependent regressors shifted to account for the acquisition offset are used. c) Our in house FS STC method is used. d) FSL STC is used. e) SPM STC is used. f) No STC is used, and regressors are not shifted to account for slice offset. The statistics from pipeline b are used to identify 20 voxels with the highest t-statistics in the ROI. The standardized beta from these 20 voxels are then extracted from the other pipelines, and the values are compared in a pairwise t-test.
3.2.8 STC and Short fMRI Datasets

Because FS employs a higher order filter than other STC methods, there is an inherent initialization period that cannot be ignored. Our method is employed with substantial padding to avoid any such problems; however, scans with fewer time points may be more susceptible to initialization artifacts. If the data is not padded sufficiently, or is padded incorrectly, this initialization period may introduce artifacts into the data, reducing its accuracy. We examine the validity of our method as compared to FSL and SPM STC techniques, as they have a much smaller initialization period. Our goal then is to show that the statistics from our method remain in agreement with FSL and SPM, two of the most widely used software packages available, for all practical scan lengths.

As the number of samples in a scan decreases, the statistical power of the measurement also decreases. By reducing the number of time points in a scan, we expect to see the statistics gradually decrease. Because our method employs an FIR lowpass filter with a moderate initialization period, we would also expect that once the time-series is short enough that the half-length odd padding becomes shorter than the filter order, our method will begin to perform significantly poorer than the others. This was experimentally tested on a subset of 5 simulated subjects (no motion, no noise) as well as 5 real (low motion) subjects. Both the real and simulated data were truncated step-wise with decremental steps of 10 volumes, down to a length of 20 volumes. After each truncation, STC and a GLM regression were run, and the statistics were saved for further analysis. As described in section 3.2.6, the voxels with the top 20 t-statistics were extracted from SR method within the real/simulated ROIs in the full-length data case, and the same voxel’s t-statistics were used from each truncated data set.

3.2.9 STC on fMRI Data With Short TR

It has been suggested that for short (<2s) TRs, the benefit of STC is not worth the possible errors introduced by the process [52]. It is generally considered that with such short TR, STC is an unnecessary step with little value. This is based on the assumption that the BOLD signal is generally quite slow, and so any signal change due to temporal offsets is likely to also be small. However, the GLM is extremely sensitive to small shifts in signals, and to our knowledge no study has quantitatively demonstrated that STC is futile for short TR acquisitions. With the development of multiband EPI and improvements in the pulse sequence, whole
With the growing popularity of short-TR data, it is important to examine the benefits of STC on various TRs. To do this, we simulated 13 additional subjects with low motion and low noise, in the same manner as described in section 3.2.4 (10 minute scan with random event related stimuli). Each subject’s high-resolution BOLD signal was resampled at 2, 1, 0.5, 0.33, 0.25, and 0.2 Hz, to simulate TRs of 0.5, 1, 2, 3, 4, and 5 seconds. This resulted in 6 data sets per subject. The full 10 minutes were sampled at each TR value so that the length of the simulated scan varied as a function of TR. We then performed all 4 STC methods on each subject’s data. Each TR was separately evaluated by identifying the top 20 voxels from the SR method as described in section 3.2.6. The values of these voxels were then extracted across all other STC methods in the TR. This was repeated for all TRs, and the average t-statistics of each STC method were plotted as a function of sampling rate.

3.2.10 STC and Spatial Smoothing

STC is particularly sensitive to any sort of image processing/analysis that spans over multiple slices, the most common of such processes is 3D spatial smoothing. Smoothing is generally done to enhance the robustness of the statistical analysis results and reduce false positive rates [40]. Our goal in this experiment is to investigate the effect of 3D smoothing on the effectiveness of STC. Four different Gaussian non-linear smoothing kernels with FWHM = 3.5, 5, 6.5, and 8 mm were used to smooth simulated and real data using FSL’s smoothing method. Smoothing was applied by spatially convolving each 3D volume in the time-series with the appropriate 3D Gaussian kernel. For real data, the effect of smoothing was examined on high, medium, and low motion scans. For simulated data, low motion scans were used, and the effect of smoothing was examined for interleave 1, interleave 2, and interleave 6 acquisition methods. Each fMRI scan was first motion corrected and slice timing corrected before the various smoothing kernels were applied. We compared the relative performance of each STC method to all others within each level of smoothing, where higher t-statistics are considered better performance. For each motion/interleave case for real/simulated data respectively, the corresponding “unsmoothed/SR” image was used as the reference image for voxel selection.
3.3 Results

3.3.1 Performance of FilterShift Compared to Other STC Methods

Figure 3.9 shows the t-statistics from the parametric maps obtained from uncorrected and STC simulated data (interleave 6). The fact that for all conditions the mean t-statistic for STC data is always greater than the mean t-statistic for uncorrected data indicates that it is always beneficial to perform STC. Specifically, Figure 3.9 shows that FS STC outperforms all other methods, except for in high motion/high noise conditions. In the no motion, no noise case, which has the most optimal conditions for signal reconstruction, FS t-statistics were 415% higher than uncorrected data, while FSL and SPM were 51% and 47% higher respectively. FS yields significantly higher t-statistics than all other STC methods (p<0.001) for all levels of motion and noise, except for high motion with 20% and 40% noise levels. At high motion and no noise, FS still significantly outperforms FSL and SPM, where FS t-statistics were 51% higher than uncorrected data, and FSL and SPM were 32% and 33% higher respectively. Adding noise to this condition reduced all the t-statistics to a point where the differences were insignificant (p>0.05). Still, the high motion and high noise case shows that the application of any STC is still beneficial, and each method improved the t-statistics by on average 33%.
The twofold interaction of noise and motion on STC gain is also shown in Figure 3.9. The effect of adding noise to data is that the average t-statistics decrease linearly, but at different rates. This results in lower variance between methods, meaning all methods become more similar in performance. In reference to the no noise no motion case, mean FS t-statistics decrease 34% and 54% with the addition of 20% and
40% noise respectively (noise 20 and noise 40 in Figure 3.9). FSL and SPM both decrease 6% for the noise 20 case and 17% for the noise 40 case. Finally, uncorrected data reduces just 3% and 12% respectively.

Motion has a similar effect, in that it decreases the average t-statistics and reduces the variance; however, its overall effect is larger than the effect of noise. From the no noise no motion case, the addition of low, medium, and high motion reduces FS t-statistics by 44%, 75%, and 87% respectively. FSL’s t-statistics were reduced by 11%, 44%, and 61%, while SPM’s t-statistics were reduced by 9%, 43%, and 58%. Finally, uncorrected data was reduced by 6%, 36%, and 55%. The variance of the mean t-statistics for each method also decreased much faster with the addition of motion. It’s clear from these results that the presence of noise and motion both reduce the effectiveness of all STC techniques, however FS remains significantly better for most cases, and never performs worse than FSL or SPM, even in the high noise/high motion case. It should be emphasized that by using simulated data, these results were obtained while controlling for differences in baseline fMRI activity and brain morphology, both of which have a stronger deteriorating effect on the results than the offset delay in slice acquisition.

Figure 3.10 shows the t-statistics from the top 20 voxels in slice 17 from the SR (gold standard) case, extracted for all methods from real data. As with the simulated data, Figure 3.10 shows that STC is always beneficial in processing real fMRI data, regardless of the technique, even though the degree of its improvement significantly decreases with any increase in the level of motion. With low motion, t-statistics from FS were 33% greater than uncorrected, while FSL and SPM were 31% and 28% greater, respectively. This illustrates the superiority of the proposed FS method as compared to the FSL and SPM methods, since the voxel-wise paired t test shows a significant increase in the t-statistics of the resulted parametric maps with FS (p<0.001). Higher levels of motion decrease these values and the differences between them, and in the medium level of motion the t-statistics from FS are only significantly higher than SPM and uncorrected data. Finally, in high motion subjects FS shows no significant improvement to the other STC techniques (p>0.05) whereas it still significantly improves the t-statistics in comparison to uncorrected data (p<0.001). The t-statistics from subjects with medium motion were on average 4% lower in FS, and 1% lower in FSL and SPM, as compared to the low motion subjects. High motion subjects had t-statistics 19% lower for FS, 14% lower for FSL, and 15% lower for SPM.
Figure 3.10 also presents the results of the gold standard (SR) STC method. In all levels of motion, FS performed closest to the SR method, indicating that it is more optimal than FSL and SPM. In real data, the contamination from thermal noise, motion, and physiological noise is much more complex than in the simulated data. It is also apparent from this that the effects of motion are not as obvious as in the simulated data due to the additional sources of contamination in real data.

![Diagram](image)

**Figure 3.10: Voxel-wise t-statistic comparison of STC methods on real data.**

STC data and uncorrected data in the visual ROI in real data for various motion levels with interleave 6. The top 20 voxels from the Shifted-Regressor method were identified from the slice with high delay (Slice 17) that intersected the region of significant activation. The values from these voxels were then extracted from all other STC methods for comparison. Methods that are significantly different than the proposed method (p < 0.001) are indicated with a star, pair-wise t-test.

### 3.3.2 Effect of Scan length on STC

Figure 3.11 shows the top 20 voxel’s mean t-statistics from five low-motion subjects plotted against the length of a truncated scan for both real and simulated data. As expected, our method performs better than both FSL and SPM for the majority of the scan lengths. In the simulated data, the fluctuations in the statistics from FSL and SPM appear to be exaggerated. This is likely due to the sensitive nature of the GLM on a very clean signal. Similar fluctuations are present in the FS data, however the amplitude is much lower. In the real data, we see a much better example of how all the statistical methods have similar slope at each point. This verifies the consistency and reliability of each method against the others. In both the simulated and real data, there is a critical scan length where the FS method no longer outperforms FSL and SPM. In
real data, this value is at approximately 30 time points, which is comparable to the calculated length of the filter's initialization period, 23 scans. For the simulated data, FS performs worse than FSL at 38 time points, and performs worse than SPM at 33. For all lengths greater than this, the statistics agree with our previous analyses, so we can assume that this divergence is due to the larger initialization period for the low pass filter in the FS method.

3.3.3 Effect of TR on STC

Figure 3.12 shows the mean t-statistics of each method from the experiment described in section 3.2.9 plotted as a function of TR. As the TR increases, the average t-statistic of the selected voxels decreases in all slice timing methods, including the SR and FS methods. T-statistics in uncorrected data also decrease significantly as the TR increases, due to an increasing temporal misalignment between the model-predicted signal and the observed fMRI signal, as well as the general effect of a lowering number of sample points. In addition, we see the difference between STC data and uncorrected data increase with TR, as an indication that STC is more and more critical at high TRs. However, at low TR's, the difference between FSL, SPM, and uncorrected data becomes insignificant. We do not see such behavior for SR and FS data,
which actually continue to improve exponentially as the TR shortens. This is in agreement with the sentiments from the literature that there is minimal benefit of STC for TRs less than 2s, as these studies would have used FSL or SPM STC methods. At a TR of 2, FSL and SPM are performing 15.6% better than uncorrected data, while SR and FS perform 85.6% better. These values gradually increase, to where TR=5, FSL and SPM perform 55.7% better than uncorrected, while SR and FS perform 101.1% better. For the lower TRs of 1.0 and 0.5 seconds, FSL and SPM converge to the uncorrected data, to where the difference becomes insignificant (a 5% and 2.2% difference respectively). However, SR and FS continue to outperform uncorrected data by 83.2% for a TR of 1s, and 88.0% for a TR of 0.5s. This is mainly due to the aliasing of the physiological signals in fMRI data into the frequency spectrum of the BOLD signal. By increasing the sampling rate, the aliased artifacts from physiological noise move outside the BOLD signal spectrum, and can be removed by filtering with same cutoff frequency (0.21 Hz).

![Figure 3.12: Effect of TR on STC in simulated data.](image)

T-statistics from LSF region in simulated data with TRs varying from 0.5 to 5 seconds extracted from a slice with maximal delay (slice 18). Error bars represent the 95% confidence interval, calculated from the extracted t-statistics for each method across all 13 subjects.
3.3.4 Effect of Spatial Smoothing on STC

We compared the effect of spatial smoothing on STC using both real and simulated data. Figure 3.13 shows the results across simulated subjects with low motion for various types of interleave acquisition. For simulated data, increasing the kernel size reduces the mean t-statistics monotonically as kernel size increases for all STC data under all interleave scenarios. Significant differences in statistics are marked with a star for \( p < 0.01 \), and a double star for \( p < 0.001 \). For interleave 6, FS’s mean t-statistics dropped 62% from the unsmoothed case when smoothed with the 8mm kernel, while FSL and SPM decreased 46%. Interestingly, mean t-statistics from uncorrected data only decreased monotonically for sequential (interleave 1) and even odd (interleave 2) acquisition. For interleave 6, the mean t value is 26% higher than the unsmoothed case at FWHB of 3.5 mm, and 8% higher than the unsmoothed case at FWHM of 5mm. Beyond 5mm, the smoothed uncorrected data no longer performs better than the unsmoothed data, dropping 9% below the unsmoothed case for 6.5mm, and 22% below for 8mm.

In sequential data (Interleave 1) the SR method performs significantly better than the proposed FS method in most smoothing cases. As the slice acquisition order increases, SR performs worse as compared to FS for any given kernel. For interleave 1, SR and FS are comparable until a smoothing kernel of 6.5mm. For 6.5 and 8mm, SR outperforms all other STC methods \( p < 0.001 \). This improvement is maximum at the 8mm smoothing kernel, where the average t-statistics for SR are 0.1% higher than FS. For interleave 2, SR no longer outperforms FS in any of the smoothed datasets, and in fact is significantly worse \( p < 0.001 \), with the largest difference occurring at the 3.5mm smoothing kernel, resulting in t-statistics 3.9% lower than FS. Finally, for interleave 6 the smoothing continues to lower the quality of the SR method, again making it perform significantly worse than FS in all smoothed datasets \( p < 0.001 \). This difference is largest at the 5mm and 6.5mm kernels, resulting in t-statistics 8.0% lower than FS. In all these cases, SR still outperformed all other STC methods, including uncorrected data \( p < 0.001 \).
3.4 Discussion

Reconstructing a true underlying signal from a sampled version by upsampling and lowpass filtering has been a common practice in digital signal processing field for quite some time. However, such a simple and optimal technique had not been fully utilized in fMRI data processing until we introduced our optimal STC method. We have demonstrated the benefit of STC on fMRI data in both real and simulated data which had
already been shown in the literature [39]–[41], [53]. However, the slice-timing problem is fundamentally intertwined with many confounding factors such as involuntary head motion during scanning. Because of all the interactions between these factors, it’s often difficult to intuitively say if slice-timing correction would provide any benefit to the analysis. We examined the effect of motion on the effectiveness of STC, and showed that even though the effectiveness of STC deteriorates with increasing levels of movement, it still remains beneficial to be executed as a preprocessing step. In addition, we showed that our proposed method (FS) outperformed both FSL and SPM’s STC in every case, aside from the highest level of motion.

Simulated data showed the absolute superiority of our proposed FS method in optimal and even noise/motion-contaminated conditions. In real data, FS still outperformed the existing method, however the gain was much smaller than in simulated data with the same level of motion contamination. This suggests that there are remaining harmful sources of error that we have not taken into account in our simulation. The differences in brain morphology or the disturbance in the homogeneity of the magnetic field due to other factors may be some of these sources. Despite this, our method generated results better than or comparable to the existing STC methods for all level of motions in real data. Studies may acquire subjects with higher levels of motion than those here, but we can gather from the simulated data that it’s unlikely FS will ever perform worse than FSL or SPM. In fact, the highest noise/motion level present in our subjects (mFWD > 0.6mm) has been shown to cause un-resolvable problems in functional connectivity analysis of resting state fMRI data, so it’s unlikely that data with significantly more noise/motion would be considered useable [19].

Although very short scan lengths did have a significant impact on the FS STC technique, there was no detectable effect on scans until the scan length is shortened to about 35 time points. Typically, fMRI scans are much longer than this, and it would be very rare for this case to present itself in a research or clinical study. However, if the initialization period is a concern, this filter length can be reduced significantly with a tolerable amount of inaccuracy. One can anticipate reducing the filter length by one order of magnitude would only introduce a 5% loss of accuracy. Another possibility is to use infinite impulse response (IIR) filter, which requires a much lower filter order to achieve the same level of accuracy.
However, one might face the non-linear phase issue of the IIR filter, which needs to be addressed before being able to utilize it for fMRI data.

The effectiveness of STC interacted in a complex and nonlinear fashion with the TR of the fMRI scan. For traditional interpolation techniques, we were able to show that the benefit of STC is indeed minimal and insignificant at very short TRs. It may seem unusual that SR and FS STC do not converge with the other methods as the TR decreases. In theory, the errors introduced by interpolation through FSL and SPM’s STC should become smaller and smaller, and approach the quality of the proposed FS method. Additionally, the sampling rate should not affect the quality of the shifted regressor or FS as long as the signal is band limited and the sampling rate is twice the Nyquist frequency. The inherent low pass filter present in our method is responsible for the significant increase in t-statistics at shorter TR. The BOLD signal contains high-frequency physiological noise, which can alias into the BOLD signal bandwidth, contaminating the signal in a way that cannot be removed by lowpass filtering. Increasing the sampling rate decreases the amount of aliased noise, until all the contaminants lie outside the pass-band. Once the noise is outside of the pass-band, the filter is significantly more effective, and is able to remove more noise from the signal.

When spatial smoothing is applied, the t-statistics from all methods reduce. For small smoothing kernels, it may appear that uncorrected data can actually outperform FSL and SPM, however it is important to remember that we examine a high delay slice, which is smoothed with the surrounding, low delay slices. If a low delay slice were examined, the uncorrected data would be smoothed with the surrounding, high delay slices, and we would not see the same increase as we do here. This can be seen in the sequential data, where the surrounding slices have a delay similar to the slice we’re examining. In that case, we see no initial increase in correlation with the 3.5mm kernel, just a sharp drop. Even for interleave 2 and 6, as the kernel size increases, uncorrected data eventually performs worse than FSL or SPM. Importantly, our proposed method outperforms the SR method for smoothing kernels greater than 3.5mm. Based on the other experiments in this study, it may appear that the SR method is an optimal solution for the slice timing problem. In these other experiments, we presented a minimal preprocessing pipeline that is extremely uncommon in modern fMRI studies. The vast majority of fMRI preprocessing pipelines contain many other
steps, including some sort of 3D spatial smoothing step. Any preprocessing step that involves a 3D operation (such as motion correction or spatial smoothing) will destroy all benefit of the SR technique. For example, spatial smoothing uses a Gaussian kernel to calculate a weighted average of a voxel with all its surrounding voxels. If this kernel spans across slices, it averages signals with different temporal delays. This distorts the signal, and removes all benefit of slice-based regressors. Applying STC before spatial smoothing will outperform any slice-based regressor method. Since smoothing is a desirable preprocessing step, slice-based regressors cannot be considered an optimal solution to the slice timing problem.

Our analysis showed that there are still many sources of error and artifacts in fMRI data that overshadow the benefit of STC. Motion proved to be the most destructive confound in our analysis. In simulated data, high motion reduced t-statistics to a fraction of their value in motionless scans. Additionally, it significantly reduced the effectiveness of all STC methods, including our proposed optimal method. This was surprising in simulated data, as only slice-wise rigid-body motion was simulated, omitting spin-history artifacts and k-space filling artifacts. This means that even small misalignments between slices can create artifacts that cannot be moved with traditional realignment techniques. Motion is even more destructive in real data, as it contains the full range of motion-associated artifacts not present in the simulation. In order for our STC routine (or any STC routine) to perform optimally, it must operate on a clean signal, with as few artifacts as possible. It is clear from these results that current realignment techniques are unable to fully address the motion problem, and remove motion related artifacts. This causes issues for any preprocessing step to be carried out, and will lower the statistical power of any analysis, which may result in inaccurate conclusions drawn from noisy data with false positives or false negatives. To address this issue, motion correction must be examined critically in the context of a typical fMRI preprocessing pipeline. Additionally, a novel motion correction routine operating on first-principles of the interaction of motion with the MR signal is necessary to remove the remaining artifacts, which realignment is unable to correct.
4 Developing an Optimal Motion Correction Routine

4.1 Introduction

Motion is one of the most prominent sources of noise and artifacts in fMRI. Significant amounts of work has been devoted to reduce the artifacts of motion in the fMRI signal [49], [54], [63], [55]–[62]. Presently, there are two major directions of research in the fMRI motion problem: One direction is to remove motion related variance from motion contaminated data (retrospective correction), while the other is to prevent motion artifacts from occurring in the first place (prospective correction).

Perhaps the most common retrospective correction technique used in the field is the correction of spatial misalignment. Spatial misalignment is a consequence of head movement inside the scanner from volume to volume. Misalignment causes voxels to sample different locations in the brain over time. Spatial realignment using rigid body registration is often utilized to correct for misalignment retrospectively as a preprocessing step [64]. While rigid-body registration operates based on the assumption that head motion only occurs between volumes, in reality, motion continuously contaminates entirely/partially the acquired slices, and/or volumes, and may cause artifacts that persist after motion has ceased. Therefore, the effectiveness of spatial realignment is limited only to the volumes acquired well before and after the occurrence of motion. Though some slice-based registration methods exist [49], [65], they still will be unable to recover signal from regions that are under-sampled due to motion (such as part of the head moving out of the field of view (FOV) of the scan).

Typically, spatial realignment is unable to remove all motion related variance from the time-series. Because of this, it’s also common for researchers to attempt to subtract motion-induced signals from the data. In theory, this could reduce some of the variance present in these partially acquired slices/volumes that rigid body realignment can’t correct for. A major challenge with removing motion related variance is that it’s difficult to summarize three dimensional motion, and more importantly its effect on the signal, with a single metric (such as framewise displacement). Often times motion is described with any number of signals derived any number of ways, from simply using the motion estimates (and often numerous related measures such as their derivatives, time-delayed versions, and their exponentials) [63], [64], taking average
signals from CSF or white matter voxels [66], [67], or by identifying motion related signals using ICA [68]. Additionally, advanced multi-echo pulse sequences have been used which allow researchers to separate BOLD (T2*) signal fluctuations from other sources of signal fluctuation, including those due to motion. By separating these signals, a more accurate regressor describing motion variance can be used to residualize the data [69], [70]. Despite all these advancements, one of the most effective existing retrospective techniques involves censoring all the volumes acquired not only during motion but also before and after its occurrence [63].

The other major direction of research, motion artifact prevention, aims to prevent these sources of variance from entering the scan in the first place. This strategy can be as simple as creating custom-padded molds for the subject to rest their head in during the scan [71], to the more advanced and technically challenging implementation of prospective motion correction. These techniques are desirable because they not only prevent misalignment, but also prevent another, even more destructive motion artifact known as “spin-history” artifacts [63], [64]. Spin-history artifacts arise due to the fact that fMRI operates in a steady-state by periodically exciting a slice with a relatively short repetition time (TR) which does not allow a full recovery of the net magnetization. If the steady-state of a system is perturbed, it can have a lasting effect on many volumes into the future, until steady-state can be reached again. Any over/under excitation due to motion-related displacement of the slice will disrupt the equilibrium of the steady-state acquisition, which causes spin-history artifacts. This can be caused with out-of-plane translation or rotation. These motions are particularly harmful, as they introduce both within-volume misalignments that distort the reconstructed image as well as spin-history artifacts that alter the magnitude of the signal. An example of spin-history artifacts are shown in Figure 4.1. The top row shows the effect of out-of-plane rotation that occurs half-way through an acquisition, while the bottom row shows out-of-plane translation. The first column shows an image sampled without motion, where each slice is represented by a different color. The center two columns show the effect of motion on the true location of the sampled slices, as well as the resulting reconstructed image. Note that both spin-history artifacts and slice-misalignment are present in this reconstruction, and that this kind of intra-volume misalignment results in a distorted image that cannot be corrected for with rigid body registration. The final column shows the volume immediately after motion. In this volume, spin-history artifacts are still preset (both over and under-excitation), and the volume is misaligned. While
misalignment can be corrected for with rigid body registration, retrospective correction for spin-history artifacts is extremely challenging, and to our knowledge, there is no existing method to effectively restore the underlying signal once contaminated with spin-history artifacts [55], [64], [72], [73]. It is for this reason that prospective methods (which prevent spin-history artifacts) are proposed to address this issue. In prospective motion correction, the scanner coordinate system (defined by the gradient orientation) is constantly updated to “follow” any motion the subject’s head may undergo. The optimal prospective method would require real-time motion tracking and gradient adjustment at each dwell time, which poses a technical challenge to be implemented with the current technology. However, current motion tracking and gradient adjustment are available for slice-by-slice application, and are implemented in several research laboratories [54], [73]–[81].

![Figure 4.1: An illustration of spin-history artifacts for out-of-plane rotation and out-of-plane translation.](image)

An object is sampled slice by slice, from top to bottom, where each slice is shown as a colored bar. Without motion, the entire object is sampled normally without any artifacts, as shown in the first column. The center two columns represent image acquisition with motion, where the motion occurs half way through the acquisition of the object. The “Actual Acquisition” shows the actual location of the sampled slices for the given motion, while the “Recorded Image” shows the resulting reconstruction of the motion-contaminated volume. Finally, the column on the right shows the acquisition of the next volume, which is motionless, but is misaligned and has spin-history artifacts.
In its current state, slice-based prospective techniques leave an important motion artifact uncorrected: the motion artifacts caused by the displacement of k-space filling. K-space filling artifacts occur when motion disrupts the uniform sampling of k-space. Artifacts such as blurring, ghosting, or ringing in the reconstructed image are common effects of k-space displacement. Because of the small magnitude of the BOLD signal relative to the motion artifacts, it is imperative that these artifacts be optimally corrected or removed. Therefore, these artifacts will still need to be addressed, even if spin-history artifacts are prevented.

We start by investigating the distinct effect each kind of motion (such as translation versus rotation or in-plane versus out-of-plane) has on the acquired image by examining the theory of MR signal generation and the Bloch equation. Some of the findings were striking, for instance out-of-plane translation is shown to have zero effect on the MR signal during k-space filling. It is clear from our findings that a hybrid method is necessary to create an artifact free time-series: a prospective correction of the gradients to prevent spin-history artifacts, and a retrospective correction to remove any remaining artifacts due to distorted k-space filling. Using the results of our analysis, we propose a retrospective motion correction technique: Discrete reconstruction of irregular fMRI trajectory (DRIFT), to correct for within-slice motion artifacts. DRIFT does not require a real-time implementation. Instead our method retrospectively estimates the motion-related k-space displacement and places each k-space sample at its true location according to the type and amount of motion observed at each dwell time. In the presence of motion, the new k-space sampling points may not fall on a regular and uniformly spaced grid which prevents use of the inverse fast Fourier transform (IFFT) to reconstruct the images. Instead, we used an irregular inverse Fourier transform (IIFT) that is irregular in the frequency domain, but discrete in the spatial domain. An IIFT is significantly more time consuming, but it can be applied retrospectively and without a need for real-time implementation. To show the validity of our findings, and to demonstrate the effectiveness of our method, we used a comprehensive fMRI simulator to generate artifacts from various motion profiles. We evaluated the effectiveness of our proposed method by correcting every different type of motion, individually and in combination, using our
fMRI simulator. We have also evaluated our method using a rotating phantom inside 3T Siemens Prisma scanner.

4.2 Theory

To study the effect of motion on the MR signal, it is essential to independently investigate the effect of each type of motion using the theory of MR signal generation and the MR signal equation. By examining the different components present in standard MR signal equation, the effect of motion can be modeled mathematically, and the signal change can be evaluated for any specific kind of motion. The signal detected by the coils in the MRI scanner is dependent on the proton density $\rho$ of all the tissue excited by the latest RF pulse at a spatial location $r$. This signal is commonly approximated as:

$$ s(t) = \int_{r} \rho(r) e^{-i k(t) \cdot r} \, dr $$

(4.1)

where $k(t)$ is the k-space coordinate, defined as:

$$ k(t) = \gamma \int_{0}^{t} G(t) \, dt $$

(4.2)

where $\gamma$ is the gyromagnetic ratio and $G(t)$ is the gradient vector, describing the strength of the magnetic gradients along the $x$, $y$, and $z$ axes at time $t$. This equation demonstrates how a sequence of applied gradients change the location in the k-space over time. The pattern in which consecutive points of k-space are sampled during EPI is called the k-space “trajectory”, and the time between two consecutive sampling points in k-space is called the dwell time. The k-space trajectory traces a path along k-space, sampling the MR signal at designated points along the way. When each designated point in the trajectory has been acquired, a complete image can be reconstructed. This happens over a very short period of time, typically 60ms, which is twice the echo time (TE) of the fMRI pulse sequence.

The most common trajectory for sampling k-space in fMRI is a Cartesian grid. A Cartesian grid trajectory can be seen in Figure 4.2 (a), with its reconstructed image in (b). If the grid has uniformly spaced samples, the image can be reconstructed with an IFFT. Without loss of generality, we will assume for the
rest of this article that the $x$ axis is the frequency encoding direction, $y$ is the phase encoding direction, and $z$ is the slice selection direction.

4.2.1 Formulating the Effect of Motion on the MR Signal

We can now consider two coordinate systems: The object, $r_{ob}$, and the scanner, $r_{sc}$. Without motion, these coordinate systems are static, and we simply set them equal to each other, where $r = r_{ob} = r_{sc}$. However, this no longer holds true if the object moves. When motion is present, we must describe the object’s location relative to its initial position at the time of excitation from the most recent RF pulse. If the object is initially aligned with the scanner’s coordinate system, $r_{sc}$, and moves in a way described by a rotation matrix $R$ and a translation vector $T$ we can describe a point in the object’s coordinate system in terms of the scanner’s coordinates:

$$r_{sc} = R(t)r_{ob} + T(t)$$  \hspace{1cm} (4.3)

and it follows that we can describe a point in the scanner in terms of the object’s coordinates:

$$R^{-1}(t)r_{sc} - R^{-1}(t)T(t) = r_{ob}$$  \hspace{1cm} (4.4)

This means a rotation of the object in the scanner is equivalent to the scanner making an inverse rotation while the object is stationary [82]. Treating the motion in the latter way actually results in a simplified analysis. To model the motion as a stationary object with an inverse rotation of the scanner, we re-derive the k-space equation to account for this rotation, as the spatial coordinate $r$ is now changing with time. This process, along with the original derivation of k-space, is outlined in appendix B, and the results are shown here:

$$s(t) = \left(e^{i\int_0^t \mathbf{g}(t) d\mathbf{r}}\right) \int_{r_{ob}} \rho(r_{ob}) e^{-i\mathbf{k}(t)\cdot r_{ob}} d\mathbf{r}_{ob}$$  \hspace{1cm} (4.5)
where \( k_R(t) \) is the new k-space location, which includes the motion related displacement, and is defined as:

\[
 k_R(t) = \gamma \int_0^t R^{-1}(t)G(t)dt
 \]

(4.6)

There is also an additional translation term which appears in front of the integral as it has no dependence on the spatial location \( r \). Equations (4.5) and (4.6) can now be used to examine the effects of different types of motion on the MR signal during k-space filling.

4.2.2 Effect of Translational Movement on the MR Signal

We first begin by examining the exponential term outside the integral, which corresponds to the effect of translation. To understand the motion artifact due to translation from a theoretical point of view, we can expand the dot products in equation (4.5), and reformulate the exponential in terms of its gradient vector components:

\[
e^{i\gamma \int_0^t G(t) \cdot T(t) dt} = e^{i\gamma \left( \int_0^t G_x(t)T_x(t) dt + \int_0^t G_y(t)T_y(t) dt + \int_0^t G_z(t)T_z(t) dt \right)}
\]

(4.7)

where \( G_x(t) \) and \( T_x(t) \) are the components of the gradient and translation vectors along the \( x \) axis, respectively. The same notation is also used for the gradient and translation along the \( y \) and \( z \) axes. As seen in equation (4.7), a gradient must be present along a given axis for translation in that direction to have any effect on the MR signal. However, a typical EPI pulse sequence uses only the frequency and phase encoding gradients during readout, and the slice selection gradient \( G_z(t) \) is off during the entire period of k-space filling, making any translation along the \( z \) axis irrelevant to the MR signal. Artifacts due to translation along \( z \) only occur when the next \( z \) gradient is applied, which is usually concurrent with the next RF pulse, causing spin-history artifacts. Thus, if the subject’s motion can be tracked, and the gradients can
be adjusted to compensate for motion before the next RF pulse, the out-of-plane translation will have negligible effect on the acquired MR signal. This is not surprising since every tissue in the slice would still experience the same $x$ and $y$ gradient magnitude as it moves along the slice selection axis. On the other hand, translation along the $x$ and $y$ axes will cause a proportional phase shift in the acquired MR signal. This can be corrected for by multiplying the detected signal by an inverse phase shift to cancel out the artifacts of the translational motion. For bulk motion, the entire k-space is multiplied by a single phase shift, while for gradual motion occurring during k-space filling, each point in k-space is multiplied with a unique phase shift, dependent on the subject’s motion at that point in time.

4.2.3 Effect of Rotational Movement on the MR Signal

We now examine the effects of in-plane rotation $\theta_z$ around the $z$ axis, and out-of-plane rotation $\theta_x$, and $\theta_y$ around the $x$, and $y$ axes, respectively. For simplicity of notation, we drop the time index in this calculation and separately formulate the effect of each rotation by multiplying the gradient vector $G$ by the respective rotation matrices for a rotation around each axis:

$$R_x \ G = \begin{bmatrix} G_x \\ G_y \cos(\theta_x) - G_z \sin(\theta_x) \\ G_y \sin(\theta_x) + G_z \cos(\theta_x) \end{bmatrix} \quad (4.8)$$

$$R_y \ G = \begin{bmatrix} G_x \cos(\theta_y) + G_z \sin(\theta_y) \\ G_y \\ -G_x \sin(\theta_y) + G_z \cos(\theta_y) \end{bmatrix} \quad (4.9)$$

$$R_z \ G = \begin{bmatrix} G_x \cos(\theta_z) - G_y \sin(\theta_z) \\ G_x \sin(\theta_z) + G_y \cos(\theta_z) \\ G_z \end{bmatrix} \quad (4.10)$$

Again, since there is no active gradient along $z$ axis during the k-space filling, we can further simplify the above equation for rotational motion.
These equations demonstrate that both in-plane and out-of-plane rotations will introduce displacement to the sampled k-space locations. In the case of Cartesian sampling, the samples no longer lie on the expected uniformly spaced grid. This is illustrated in Figure 4.2 (c), which demonstrates an exaggerated in-plane rotation that occurs during the k-space acquisition. Figure 4.2 (d) shows the reconstructed image of this rotated k-space, with the associated reconstruction artifact for in-plane rotation. In the next excitation of this slice, if the gradients are not prospectively adjusted, the k-space samples will be uniform, but rotated, as shown in Figure 4.2 (e). The consequence of this is misalignment of the reconstructed image, shown in Figure 4.2 (f). It is important to note that the in-plane rotation artifact is limited to the slice in which the motion occurs, and will not contaminate future slices, other than misalignment.
The absence of a \( z \) gradient significantly reduces the magnitude of \( k \)-space sampling artifacts caused by an out-of-plane rotation around either the \( x \) or \( y \) axis. Equation (4.11) demonstrates that for typical rotations during a single \( k \)-space filling (usually less than 2 degrees) the magnitude of the gradient experienced by the object will remain around 99% of the original gradients, with only a small fraction appearing in the object's \( z \) axis, since \( \cos(2^\circ) = 0.99939 \), and \( \sin(2^\circ) = 0.035 \). Further, the gradient experienced along the axis of rotation remains unchanged, meaning if the object rotates around the \( x \) axis, it still experiences the same \( x \) gradient as it did before rotation. However, rotation around the \( z \) axis changes both the \( x \) and \( y \) gradients experienced by the object, and creates larger \( k \)-space sampling artifacts. In

![Diagram showing uniform Cartesian sampling, rotation during sampling, and sampling after rotation.](image)

**Figure 4.2:** An illustration of the effect of motion on \( k \)-space sampling, and their associated artifacts.

(a) The EPI pulse sequence is designed to sample an evenly-spaced Cartesian grid in \( k \)-space (b) which results in a clean reconstruction. (c) Motion *during* \( K \)-space readout (in this instance, in-plane rotation) results in a distorted \( k \)-space. (d) This leads to artifacts in the reconstructed image. (e) \( K \)-space readout of a stationary, but rotated image is equivalent to sampling a rotated but uniform grid. (f) This leads to a reconstructed image without artifacts, but that is rotated by the inverse of the \( k \)-space rotation.
other words, we expect that in-plane rotation to generate larger displacement in the k-space locations, and therefore larger artifacts, than the out-of-plane rotation. To summarize the major theoretical points made in this section: 1) Translation along an axis can only cause signal artifacts if a gradient is present along the same axis. 2) Translation can be corrected for by multiplying the raw data with the appropriate phase shifts. 3) Rotation can be modeled directly as a change in k-space coordinates, and 4) In-plane rotation is significantly more detrimental than out-of-plane rotation.

4.2.4 Discrete Reconstruction of Irregular fMRI Trajectory (DRIFT)

We propose to use the derived equations for motion contaminated k-space to modify the classical fMRI reconstruction algorithm in a way that accounts for and removes all motion artifacts. Presently, all fMRI images are reconstructed using an IFFT, shown in equation (4.14).

$$s[m, n] = \frac{1}{N_x N_y} \sum_{k_x=0}^{N_x-1} \sum_{k_y=0}^{N_y-1} S[k_x, k_y] \cdot e^{i2\pi(k_x m/N_x + k_y m/N_y)}$$  \hfill (4.14)$$

Where $s$ is the reconstructed image at spatial coordinate $[m, n]$, $S[k_x, k_y]$ is the sampled k-space point at k-coordinate $k_x$, $k_y$, and $N_x, N_y$ is the total number of samples in the $x$ and $y$ axis respectively. In the IFFT, $m, n, k_x, k_y$ are discrete values, and it is assumed that every sample is evenly spaced in the range $k = 0 \text{ to } N-1$, hence the relative frequency contribution of each sample is $k/N$ of the maximum frequency.

While the IFFT algorithm fails to reconstruct the motion contaminated image, we can modify equation (4.14) to account for samples that are offset from their customary k/N location. If the motion is accurately measured, the true location of each k-space sample can be calculated from equation (4.6). It is at this point that most reconstruction steps would "regrid", by interpolating k-space to estimate the values at uniform k/N locations. At no point do we interpolate our k-space, making our algorithm distinct from regridding methods. Instead, we modified (4.14) to account for irregularly sampled k-space, while leaving the image space discrete, making it a special case of a nonuniform Fourier transform.
For our purposes, it is more convenient to express the k coordinates $k_x$ and $k_y$ not as discrete variables, but as an array of $k_x$, $k_y$ coordinates in the order in which they were sampled. We define these arrays as $k_x(t)$ and $k_y(t)$, which are given by equation (4.6). Essentially, $k_x(t)$ is the true $x$ coordinate of k-space acquired at time $t$. Likewise, $k_y(t)$ is the true $y$ coordinate of k-space acquired at time $t$. In this format, plotting $k_x(t)$ vs $k_y(t)$ would trace the k-space sampling trajectory, like those shown in Figure 4.2 (a), (c), and (e). We also add a phase compensation factor to account for translation induced phase shifts, shown in equation (4.15):

$$s[x,y] = \frac{1}{N_xN_y} \sum_{t=0}^{N_xN_y-1} (e^{-iR(t)})S(t)e^{i2\pi(k_x(t)x/N_x+k_y(t)y/N_y)}$$

$$T(t) = \gamma \int_{0}^{t} G(t') \cdot T(t') dt'$$

where and $S(t)$ is raw fMRI data at coordinates $k_x(t)$ and $k_y(t)$. If there is no translation, $T(t)$ equals zero, and so the exponential factor reduces to 1. The full equation reconstructs irregularly sampled k-space trajectories into discrete image space. The DRIFT algorithm can be applied directly to motion-contaminated data.

If the rotation $R(t)$ is known at every dwell time, equation (4.6) can be used to calculate $k_x(t)$ and $k_y(t)$. One way to achieve this would be to use a high-speed motion capture camera, which could record the subject’s position at every point in time. This could then be used retrospectively to reconstruct the raw data when time is not an issue. However, the dwell time in a typical fMRI acquisition is anywhere between 5-12μs, which would require around 200,000 fps, which is well beyond the capabilities of MR compatible video cameras. If motion cannot be measured at every dwell time, we are still able to estimate the k-space coordinates at each dwell time if motion is sampled at a reasonably fast rate. In order to determine how fast the motion must be sampled for our estimations to be accurate, we examine the motion profile of over 6,000 scans, and found that 99% of real subjects’ motion parameters are between +/- 0.5mm for translation, and +/- 0.5 degrees for rotations over a 2 second TR. Even for the extreme outliers, the maximum rotation found was 7 degrees over a 2 second TR. The primary concern with sampling such high rotations is the
smoothness of the movement between samples. Typically, biological movements are relatively slow. One of the fastest motions a human can make is a blink of the eye, and even this lasts around 200ms. As head motion is certainly slower than this, we determine that measuring the motion once per slice (usually around 60ms) is more than enough to accurately estimate the motion using linear interpolation. This corresponds to a frame rate of less than 20 fps, which is easily achievable for any MR compatible video camera. In fact, many cameras are capable of recording over 200 fps, which would even further improve our motion estimates.

Because of the relatively slow nature of biological movements, we can assume that the amount of motion at each dwell time can be estimated by linear interpolation. For example, to model in plane rotation, if \( k_x(t) \) and \( k_y(t) \) are the intended motion-free k-space coordinates, the motion contaminated coordinates can be estimated as:

\[
k'_x(t) = k_x(t) \cos \left( \frac{t \theta}{N_x N_y} + \alpha \right) - k_y(t) \sin \left( \frac{t \theta}{N_x N_y} + \alpha \right) \quad (4.17)
\]

\[
k'_y(t) = k_x(t) \sin \left( \frac{t \theta}{N_x N_y} + \alpha \right) - k_y(t) \cos \left( \frac{t \theta}{N_x N_y} + \alpha \right) \quad (4.18)
\]

Where \( \alpha \) represents any bulk rotation that has already occurred before k-space sampling (Accounting for offsets as in Figure 4.2 (e)). This evenly distributes a rotation of angle \( \theta \) over \( N_x N_y \) time points, thus making \( k'_x(t) \) and \( k'_y(t) \) an incrementally rotated version of the intended trajectory, \( k_x(t) \), \( k_y(t) \). A similar procedure can be used to calculate the k-space coordinates for any rotation around the \( x \) and \( y \) axis.

By using either the estimated k-space coordinates from equations (4.17) and (4.18), or the true k-space coordinates from equation (4.6), we are able to completely recover irregularly-sampled k-space images for all plausible motions expected to be found in a typical fMRI scan. This algorithm is extremely versatile in its application. Not only can it be applied on a slice by slice basis to correct for k-space motion artifacts, but it can also be used to correct for bulk in-plane motion artifacts to realign slices and volumes without the need for interpolation. DRIFT is a slice-based correction routine which can remove artifacts.
due to distorted k-space filling, and correct for bulk misalignment within plane. Out of plane misalignment and any associated spin-history artifacts cannot be corrected for by DRIFT, highlighting the need for prospective motion correction.

We now rigorously test the performance of our method in a variety of realistic fMRI conditions, using both real and simulated data. We use FSL’s Physics-Oriented Simulated Scanner for Understanding MRI (POSSUM) [82], [83], a Bloch-equation based fMRI simulator to confirm the theory section of this paper. We examine the effects of various in-plane and out-of-plane motions on the fMRI signal, and the ability of DRIFT to remove them. Finally, we use a rotating phantom to test the application of our method on 3T Siemens Prisma scanner.

4.3 Methods

4.3.1 Simulated Data

In order to create our simulated data, POSSUM requires a set of acquisition parameters, a pulse sequence, and a target object with a defined geometry and spatially varying \( T_1 \) recovery and \( T_2 \) relaxation rates as inputs. The POSSUM simulator then takes the pulse sequence and target image as inputs, and generates an MR signal by simulating the proton spins in a static magnetic field, and solving the Bloch equation at every point in time during the scan. POSSUM also simulates rigid body motion of the object for any given motion parameters, which carries out motion at every update of the Bloch equation, allowing for the simulation of motion during readout and RF excitation.

Our simulated fMRI data in this study consisted of 21 brain volumes, each with 7 slices, with simulated motion occurring during the acquisition of the center slice (slice 4) in volume 10 for all cases. Our target object was POSSUM’s default high resolution brain image (voxel size 1mm x 1mm x 1mm, FOV 181mm x 217mm x 181mm), containing tissue segmentation for white matter, grey matter, and CSF. Each tissue type has a pre-defined \( T_1 \) recovery, \( T_2 \) relaxation, and proton density value: (Grey matter: \( T_1 = 1.331s, T_2 = 0.051s, \rho = 0.87 \). White matter: \( T_1 = 0.832s, T_2 = 0.044s, \rho = 0.77 \). CSF: \( T_1 = 3.7s, T_2 = 0.5s, \rho = 1.0 \)). For all simulations, the read direction was aligned with the \( x \) axis, and phase encoding along \( y \). Slice selection was performed along the \( z \) axis, and the main magnetic field strength was 3 Tesla. Noise is added to the simulations to represent a realistic scan. POSSUM simulates system noise as independent,
additive white Gaussian noise in the receiver channels, so the noise is present in the k-space before reconstruction. We chose a standard deviation of 0.01658 (units of intensity) to match the temporal SNR found in the real data acquired for this experiment, defined as the mean temporal signal divided by the standard deviation of the noise (commonly called tSNR) [84]. No $B_0$ inhomogeneities or chemical shifts were added to the simulation to better focus on the effects of motion. The fMRI scan dimensions were 112x112x7 voxels, with a voxel size of 2x2x4mm, giving a 224x224x28 FOV. Our simulated pulse sequence had a TE of 60 ms, a TR of 1.0s, and a 60 degree flip angle. We choose a higher TE than most fMRI pulse sequences to magnify motion artifacts for the purpose of highlighting how motion effects the fMRI signal.

We chose 10 different kinds of motion with two different motion profiles to simulate in POSSUM. These motions are categorized as in-plane and out-of-plane and listed in table 1: 1) 5 degree rotation around $z$. 2) 5mm translation along $x$. 3) 5mm translation along $y$. 4) 5mm translation along both $x$ and $y$ together. 5) 5mm translation along $y$ with a 5 degree rotation around $z$. 6) 5 degree rotation around $x$. 7) 5 degree rotation around $y$. 8) 5mm translation along $z$. 9) 5 degree rotation around $y$ with prospective motion correction, and 10) 5 mm translation along $z$ with prospective motion correction. Scans 1-5 simulate “in-plane” motion, meaning the motion occurs in a way so that the excited tissue remains within the plane of acquisition, and does not cause any disruption to the steady-state. These scans demonstrate DRIFT's ability to remove k-space motion artifacts from in-plane motion. Scans 6-8 demonstrate out-of-plane motion with the harmful effect of spin-history artifacts, and scans 9-10 simulate prospective motion correction and demonstrate that if spin-history artifacts are avoided, DRIFT can again correct for any readout motion artifacts that are present.

The profiles of the simulated motion relative to the pulse sequence are shown in Figure 4.3. The RF pulse, $z$, $y$, and $x$ gradients are depicted in the first 4 lines, respectively. The 5th line, labeled “Mot”, refers to the relative displacement of the object, and can in general refer to any type of motion. The line can indicate a translation, rotation, or combination of the two along any or multiple axis, and is intended to demonstrate the relative timing of the motion in the pulse sequence. In Figure 4.3 (a), motion begins at the first point of k-space sampling, and continues linearly until the end of slice acquisition. The target then remains at its final position for the remainder of the scan. This is referred to as motion profile “a”, and would
result in misalignment, as well as spin-history artifacts if out-of-plane motion is present. The second motion profile, shown in Figure 4.3 (b), begins the same as Figure 4.3 (a), where motion starts at the beginning of k-space sampling and ends and the end of readout. However, in this profile, the object returns to its original position before the next RF pulse, as indicated by the “Mot” line returning to zero. This would not cause spin-history artifacts, regardless of the type of motion. This is referred to motion profile “b”, and is equivalent to adjusting the gradients to account for subject motion, as in prospective motion correction.

While each of the above simulations were created with exaggerated movements to examine the effects of different types of motion on an fMRI image, it is important to also examine the effect of real subject motion in our simulation. Therefore, another simulation consisting of 41 volumes is performed with similar acquisition and target parameters as our previous simulations, but with in-plane rotation and translation parameters estimated from a real subject motion during a task-based fMRI scan (mean framewise rotation = 0.4 degrees, and mean framewise translation = 0.3mm). 36 in-plane rotation measurements were used from this simulation, and the first 5 volumes were simulated with no motion to reach the steady-state, and volume 5 was used as a reference volume. We use this simulation to demonstrate the effectiveness of DRIFT on a scan with more realistic motion, rather than the large, isolated movements used in our previous simulations. Each rotation/translation occurs over the length of a full TR, rather than a single TE, as in the previous simulations.

<table>
<thead>
<tr>
<th>Simulation Type</th>
<th>Sim #</th>
<th>Motion Type</th>
<th>Motion Profile</th>
<th>Rx</th>
<th>Ry</th>
<th>Rz</th>
<th>Tx</th>
<th>Ty</th>
<th>Tz</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-plane</td>
<td>1</td>
<td>Z-axis Rotation</td>
<td>a</td>
<td>-</td>
<td>-</td>
<td>5°</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>X-axis Translation</td>
<td>a</td>
<td>-</td>
<td>-</td>
<td>5mm</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Y-axis Translation</td>
<td>a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>X and Y-axis Translation</td>
<td>a</td>
<td>-</td>
<td>-</td>
<td>5mm</td>
<td>5mm</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Z-axis Rotation and Y-axis Translation</td>
<td>a</td>
<td>-</td>
<td>-</td>
<td>5°</td>
<td>-</td>
<td>-</td>
<td>5mm</td>
</tr>
<tr>
<td>Out-of-plane</td>
<td>6</td>
<td>X-axis Rotation</td>
<td>a</td>
<td>5°</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Y-axis Rotation</td>
<td>a</td>
<td>-</td>
<td>5°</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Z-axis Translation</td>
<td>a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5mm</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Y-axis Rotation</td>
<td>b</td>
<td>-</td>
<td>5°</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Z-axis Translation</td>
<td>b</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5mm</td>
</tr>
</tbody>
</table>

Table 1: 10 motion profiles used for simulated data
4.3.2 Real Data

An in-house MRI-compatible phantom capable of in-plane rotation was developed and used to acquire our real data using a Siemens 3T Prisma scanner. The phantom consists of two parts: an imaging portion which has identifiable geometry and can be filled with agar gel, and a driver portion, which includes fan blades and can be rotated with air pressure in a controlled manner. We designed the phantom using FreeCAD, and fabricated the structure using a Formlabs Form 2 stereolithography 3D printer. The phantom is a hollow cylinder 2.25 inches tall with a 4 inch diameter. The phantom was printed with photoreactive resin RS-F2-GPCL-04 consisting of a proprietary mixture of methacrylic acid esters and photoinitiators. Several geometric shapes protrude from the base of the phantom to provide contrast for scanning, shown
in Figure 4.4. An agar solution was created and poured into the phantom and allowed to solidify. The agar solution was 15% salt by weight to prevent bacterial growth on the agar gel. The phantom was mounted on the driver portion to allow for rotation. A pressure regulator was used to maintain a relatively constant PSI which allowed a controlled rate of rotation. Rotation rate was measured through manual realignment of fMRI scans. A full depiction of our setup is shown in Figure 4.5.

![High-resolution T2 image of the agar filled phantom used for real data scans.](image)

**Figure 4.4:** A high-resolution T2 image of the agar filled phantom used for real data scans.

We began the scan with 10 seconds of motionless volumes to use as a reference and to calculate SNR at baseline. Then, the airflow was turned on to allow moderate rotation to take place over the next 40 seconds. The airflow was shut off in time to allow the phantom to come to rest for the final volumes of the scan. The framewise rotations for our scan ranged between 1 and 130 degrees with a median rotation of 54.5 degrees (0.15 hz). One coronal slice was acquired with a 64x64 matrix, with an FOV of 127x127x2mm. We used a basic EPI pulse sequence, with a TR/TE of 1.0s/30ms, flip angle 90, with no slice acceleration. The phantom was placed inside a 64 channel head coil which was used for image acquisition. We acquired 60 volumes, the first 10 of which were stationary, followed by 38 volumes of motion, and an additional 12 volumes at the end of the scan with no motion, but at a random angle offset from the initial orientation. Both the Siemen’s reconstructed DICOM images, as well as the raw data were acquired and used in processing.
Simulated Data Processing Pipeline

The reconstruction provided by POSSUM is contaminated with k-space motion artifacts and misalignment, and is referred to as the “uncorrected” data, meaning no motion correction has been applied. We then use fMRI realignment software to perform rigid body realignment on the data. This is referred to as the “realigned” data set. Because the motion parameters are known, we are able to provide precise rotations and translations to the realignment software, eliminating any possible artifacts due to inaccurate motion estimation. For the volume in which motion occurs in, half of the slices are acquired normally, then motion is applied during one slice, and the remaining half of the slices are acquired with misalignment. This is problematic for rigid body registration, as half the brain is misaligned. For this volume, the average motion

Figure 4.5: Setup of the rotating phantom.

(A) The imaging section of the phantom rests atop its rotating stand in a head coil. (B) A directional nozzle focuses air flow onto the fan blades in the rotating stand. (C) The pressure regulator and flow control valve which allow us moderate control over the degree of rotation.

4.3.3 Simulated Data Processing Pipeline

The reconstruction provided by POSSUM is contaminated with k-space motion artifacts and misalignment, and is referred to as the "uncorrected" data, meaning no motion correction has been applied. We then use fMRI realignment software to perform rigid body realignment on the data. This is referred to as the "realigned" data set. Because the motion parameters are known, we are able to provide precise rotations and translations to the realignment software, eliminating any possible artifacts due to inaccurate motion estimation. For the volume in which motion occurs in, half of the slices are acquired normally, then motion is applied during one slice, and the remaining half of the slices are acquired with misalignment. This is problematic for rigid body registration, as half the brain is misaligned. For this volume, the average motion
across all slices was used to realign the volume. Finally, we create the “DRIFT” reconstruction using the provided pulse sequence, known motion parameters, and raw data. We calculate the effect of motion on the k-space trajectory using custom python code that evaluates equations (4.6) and (4.7). We then use these true k-space coordinates to reconstruct the raw data using DRIFT.

While most modern MRI scanners discard initial volumes that aren’t in steady-state, POSSUM leaves the scans in the simulation. These volumes have a different intensity and contrast than the later volumes that have reached steady-state. We discard the initial 5 volumes from the simulations, at which point the voxel’s have settled to 99.99% of their steady-state value. After reaching the steady-state, we do not expect to detect any change in the reconstructed images except the additive white Gaussian noise. Any further change in the signal should be attributed to the motion. We quantify the effect of motion for each reconstruction by computing the percent difference (PD) between each motion contaminated/corrected slice and the uncontaminated slice acquired in volume 8, henceforth referred to as the reference volume. Percent difference is computed by following equation.

\[
PD = \left[ \frac{S(x,y,z,t)}{S(x,y,z, t_{ref})} - 1 \right] \times 100 \tag{4.19}
\]

Where \(t_{ref}\) is the timepoint of the reference volume to be used as a baseline. We then calculated the PD for a motionless volume (“Before Motion”, volume 9), the volume in which the motion occurred (“During Motion”, volume 10), and the volume acquired immediately after motion (“After Motion”, volume 11). Any error in the “Before Motion” volume is due to noise, while any additional error in the “During Motion” volume is due to motion artifacts during slice acquisition. Finally, any changes in the volume after motion are due to bulk motion and/or spin-history artifacts. For the 10 scans examining exaggerated subject motion, PD is calculated only for slice 4, which is the slice that motion occurs in, and will have the artifacts associated with k-space displacement. For the simulation with real subject motion, we chose volume 5 to be used as a reference volume (as all previous volumes are not in steady-state, and all following volumes have motion), and calculate the PD over the entire volume, since motion now occurs over the entire volume rather than one single slice. 95% confidence intervals are bootstrapped for the PD’s of each reconstruction.
4.3.4 Real Data Processing Pipeline

There are very few tools available to process raw k-space data. Because our algorithm must be implemented in place of a normal IFFT reconstruction, it was necessary to create our own python code to reconstruct and process the images. First, the raw k-space data from all 64 channels is read into the processing pipeline where noisy channels are removed by examining the correlation of each channel with all other channels. A correlation below 0.5 was used as an exclusion threshold, which occurs only when the SNR is extremely low. Upon inspection, the channels omitted with this process had little or no recognizable image in its reconstruction. We then apply a small hamming window filter on the high-frequency k-space components to suppress high frequency noise, which is a common step in many k-space reconstruction routines [86]–[88]. The window is applied to the 14 outermost k-space samples in the x and 7 outermost k-space samples in the y direction, as Siemens’ oversamples in the read direction (x) by a factor of 2. We then use the calculated k-space coordinates with the DRIFT algorithm to reconstruct two images, one image from the odd read samples and one from the even read samples. The average of these two images is stored as the reconstructed image for a single channel. The channels are then combined using a root sum squared method. We also create a second reconstruction, using identical processing steps with the exception of the motion correction portion of DRIFT. This data by itself is not corrected for motion in any way, and is referred to as the “uncorrected” data set. We then run realignment on this data, using the same method described for simulated data, to evaluate the effectiveness of traditional realignment methods. This leaves us with three reconstructed scans: Uncorrected, realigned, and DRIFT corrected data. This gives us a direct comparison on the effect of DRIFT on the reconstructed data, with no additional confounds in the preprocessing stream.

To quantify the amount of motion at each volume, we used the scanner reconstructed images to manually estimate motion between volumes. The first volume was chosen as a reference. The absolute rotation of each volume relative to the reference was estimated visually using Freeview. We also measured the relative rotation of each volume to the previous volume. The relative rotation to the previous volume
gives the total rotation over one TR. Dividing this rotation by the TR gives an estimate of the rate of rotation in degrees per second for that volume. This rotation is used to estimate the true locations of k-space samples as in equations (4.17) and (4.18). In the EPI pulse sequence implemented by Siemens, signal acquisition occurs during the ramp up, plateau, and ramp down portion of the readout gradient. This leads to non-uniformly spaced k-space samples. Siemens' fMRI reconstruction will use some form of regridding to compensate for this ramped sample trajectory, however since our method is already able to account for irregular sampling offsets, we simply use the true, nonuniform k-space points, and apply the appropriate rotation directly to them. An example of the sampling trajectory for a single read line is stored in the raw data header, which we extract and use to generate our k-space.

Due to intensity distortions and non-uniformity in the rotating reconstructed images, we could not use PD as our measurement for quantitative evaluation of DRIFT. Instead we calculate the mutual information between each volume in each reconstruction and a baseline volume. We generate our baseline volume by averaging the first 10 motionless scans. DRIFT is able to reconstruct the raw data without introducing any interpolation error or smoothing to the reconstructed image, whereas interpolation of any kind contains an inherent low-pass filter effect, causing a slight smoothing of the image. It is well known that smoothing can inflate or induce correlations between two images or signals [48], [89], [90]. For a fair comparison, we calculate the effective equivalent Gaussian smoothing kernel to replicate the smoothing induced by realignment. To do this, we extracted the final volume from the realigned scan, and calculated its correlation with the first volume in the uncorrected scan. The uncorrected scan was then smoothed with Gaussian kernels of increasing size, incrementing the FWHM by 0.1mm. We plot the correlation as a function of the smoothing kernel’s FWHM in Figure 4.6 (a). The maximum correlation is taken as the effective FWHM of interpolation, corresponding to 2.38mm, or a standard deviation of 1.01mm. Upon visual inspection, the smoothed image was visually indistinguishable from the rigid-body realigned image, as shown in Figure 4.6 (b) and (c). We applied this kernel to both the uncorrected and the DRIFT corrected
data to remove smoothing-induced correlation as a confound. Similar to the simulated data, statistical inference was carried out as a repeated measures two-sided t-test on mutual information measurements.

![Graph showing Pearson's Correlation Coefficient of smoothed DRIFT Data for realigned data.](image)

**Figure 4.6: Estimation of smoothing effect of interpolation.**

(a) A stationary but misaligned volume is selected, and it is realigned to a reference slice. The reference slice is then smoothed with progressively larger Gaussian kernels, and the correlation is calculated between the realigned volume and the smoothed reference at each iteration. A maximum correlation was found with a Gaussian FWHM of 2.3mm. (b) Volume 48 of the DRIFT corrected data with a 2.3mm FWHM smoothing kernel. (c) Volume 48 of the realigned volume, with no smoothing other than that inherent in interpolation.
4.4 Results

We first use simulated fMRI data to demonstrate that each type of motion generates strikingly different types of artifacts. Next we use data collected from a rotating phantom to establish the proof of concept for our proposed method of hybrid motion correction.

4.4.1 Effects of In-Plane Motion and Its Correction

In-plane motion does not disturb the steady-state of the EPI sequence, therefore they will not cause any spin-history artifacts. Figure 4.7 illustrates the results of our simulation for in-plane motion. In this simulation, during the acquisition of one slice (slice number 4) in volume 10, a 5 degree rotation around $z$ and/or 5mm translation along the $x$ or $y$ axes is applied to the target object. The top row in Figure 4.7 depicts the artifact of each type of in-plane motion on the reconstructed image using simulated data with an exaggerated motion profile. To make the artifacts visually identifiable, the simulated motion in this row is three times larger than the motion used in bottom 2 rows. These exaggerated simulations are used only in the top row for visualization, and all statistical comparisons are carried out on the data described in the methods section. The blurring on the boarder of the brain and ringing effects inside the brain are visible in this row. Furthermore, a severe geometric distortion is also visible particularly for the combination of translation and rotation.

To investigate the actual differences in the fMRI signal, we computed the PD, as defined in the method section, between the selected slice (slice 4) in a reference volume (volume 8) and the slice acquired immediately before applying motion (in volume 9), the slice acquired during the motion (in volume 10), and the slice acquired immediately after motion (in volume 11). The middle row in Figure 4.7 shows the PDs for uncorrected, realigned and DRIFT corrected data. Before motion, there is a constant 3.8 PD across all three methods and for all five types of in-plane motion. This is due to the additive white Gaussian noise in our simulated data, and represents the lowest possible error in a motionless volume. Motion will introduce error and artifacts into the reconstruction, which will raise the PD above this value. Successfully correcting for motion will bring the PD back down to this baseline value.

The difference between uncorrected, realigned and DRIFT corrected slices became significant for the slice acquired during motion. As expected, realignment significantly reduced the motion artifact depicted
in the top row in comparison to the uncorrected slices (PD\textsubscript{diff}=6.6, \( p < 10^{-5} \), for 5 degrees rotation around z; PD\textsubscript{diff}=8.9, \( p < 10^{-5} \), for 5mm translation along x axis; PD\textsubscript{diff}=8.7, \( p < 10^{-5} \), for 5mm translation along y; PD\textsubscript{diff}=10.8, \( p < 10^{-5} \), for 5mm translation along x and y; PD\textsubscript{diff}=8.7, \( p < 10^{-5} \), for 5 degrees rotation around z and 5mm translation along y). However, there are still remaining artifacts in all five cases of in-plane motions. Using DRIFT not only significantly reduces the PD between the realigned and DRIFT corrected slices (PD\textsubscript{diff}=1.7, \( p < 10^{-5} \), for 5 degrees rotation around z; PD\textsubscript{diff}=1.9, \( p < 10^{-5} \), for 5mm translation along x; PD\textsubscript{diff}=1.2, \( p < 10^{-5} \), for 5mm translation along y; PD\textsubscript{diff}=2.3, \( p < 10^{-5} \), for 5mm translation along x and y; PD\textsubscript{diff}=1.9, \( p < 10^{-5} \), for 5 degrees rotation around z axis and 5mm translation along y), but also the improvement reached the point that there was no significant difference between the motionless slice and DRIFT corrected slice during motion (\( p > 0.05 \) for all motions), suggesting that DRIFT can potentially remove the motion artifact completely from the motion contaminated slices acquired during any in-plane movement.

After motion, the PD for the uncorrected slice increases compared to the slice acquired during motion. This is due to the fact that motion contamination accumulates gradually over the k-space filling; as shown in Figure 4.2 (c), there is a negligible motion artifact in the beginning of k-space filling, whereas it becomes most dominant at the end. However, the slice acquired in the next volume is completely rotated/translated causing an increase in the PD for the uncorrected slice. While realignment should correct for post-motion displacement, the interpolation artifact during the spatial transformation prevents the PD from reaching its baseline value before motion, causing a significant difference between the realigned and DRIFT corrected slice (PD\textsubscript{diff}=0.8, \( p < 10^{-5} \), for 5 degrees rotation around z; PD\textsubscript{diff}=1.0, \( p < 10^{-5} \), for 5mm translation along x; PD\textsubscript{diff}=0.6, \( p < 10^{-5} \), for 5mm translation along y; PD\textsubscript{diff}=1.6, \( p < 10^{-5} \), for 5mm translation along x and y; PD\textsubscript{diff}=0.7, \( p < 10^{-5} \), for 5 degrees rotation around z and 5mm translation along y). This results highlight the superiority of the DRIFT motion correction technique even for simple instantaneous transformation compared to conventional spatial transformations.
The bottom row in Figure 4.7 shows the computed PD for slice number 4 in all 20 simulated volumes in uncorrected, realigned, and DRIFT corrected data. The dots on the curve mark the mean of the PD and the shaded band around each curve illustrate the 95% confidence interval at each point of computation. As demonstrated by this figure, all three scans reach their steady-state by volume five, and drop to zero at volume 8 (the selected reference for computing PD). They return to their steady-state value at volume 9. The motion contaminated slice in volume 10 demonstrates an abrupt increase in PD in both uncorrected and realigned slices whereas the DRIFT corrected slice remains unchanged. In volume 11, after the occurrence of motion, the uncorrected slice reaches its highest PD and remains constant from that point on, whereas realignment slightly but significantly reduces the PD of the slice acquired after motion and remains constant afterward. DRIFT corrected slices have unchanged PD that remain identical to the PD in “before motion” volumes, indicating a complete removal of in-plane motion artifacts.

![Figure 4.7: Artifacts and PD for in-plane motion, in simulated data.](image)

(Top) Illustration of the artifacts that occur for different types of in-plane motion. (Middle) PD calculated for the slice in which motion occurs for the volume before, during, and after motion. (Bottom) Time-series of the PD calculated for the slice in which motion occurs for the entire simulation. Volumes 9, 10, and 11 correspond to the before, during, and after volumes respectively, used in the middle row.
To summarize, uncorrected data has the largest PD for all during and after motion volumes. Realignment significantly reduces this error, but is unable to account for k-space filling artifacts, and still has significant interpolation error in the volumes after motion. DRIFT significantly reduces the PD beyond what realignment can do in all cases, and all DRIFT reconstructed volumes are not significantly different from the motionless baseline.

4.4.2 Effects of Out-of-Plane Motion and Its Correction

As discussed in the method section, out-of-plane motion disturbs the steady-state of the fMRI acquisition, thus causing spin-history artifacts which has a lasting effect up to a few volumes after the occurrence of motion. Figure 4.8 illustrates the results of our simulation for out-of-plane motion. In this simulation, during the acquisition of one slice (slice number 4) in volume 10, we show the effect of a 5 degree out-of-plane rotation around $x$, a 5 degree out-of-plane rotation around $y$, as well as a 5 mm translation along $z$. In addition, in order to simulate the effect of prospective correction applied simultaneously with DRIFT, we rerun the simulations of a 5 degree rotation around $y$ axis and a 5 mm translation along the $z$ axis using the motion profile shown in Figure 4.3 (b), and applied a fast inverse motion to the target object to come back to its original location before application of next slice selection RF pulse.

The top row in Figure 4.8 depicts the artifact of each type of motion on the reconstructed image using simulated data with an exaggerated motion profile. To make the artifacts visually identifiable, the simulated motion in this row is three times larger for rotation and translations. These exaggerated simulations are used only in the top row for visualization. A white box is placed around each brain volume that has the exact dimensions of a motionless slice. The artifacts due to out-of-plane motion are extremely small, but can be seen as a slight compression of the image, indicated by a small gap between the brain and the white box, highlighted by red arrows. Note that there are no gaps for the $z$ translation volumes. We have already demonstrated these results through equations (4.7), (4.11), and (4.12), where, according to our equations, the out-of-plane translation should not cause any artifact on the slice where the translation took place.

The middle row in Figure 4.8 shows the PDs for uncorrected, realigned and DRIFT corrected slice before, during, and after out-of-plane motion. Similar to in-plane simulations, before motion there is a
constant 3.8 PD across all three methods and for all five types of out-of-plane motions, which is due to the additive white Gaussian noise. The difference between uncorrected, realigned and DRIFT corrected slices became significant for the slice acquired during motion. Out-of-plane rotations caused a slight but significant increase in the PD of the uncorrected slice in comparison to the motionless baseline ($\text{PD}_{\text{diff}}=0.9$, $p < 10^{-5}$, for 5 degrees rotation around x; $\text{PD}_{\text{diff}}=1.0$, $p < 10^{-5}$, for 5 degrees rotation around y). Interestingly, realignment makes the artifact even worse than the uncorrected slice ($\text{PD}_{\text{diff}}=5.8$, $p < 10^{-5}$, for 5 degrees rotation around x; $\text{PD}_{\text{diff}}=3.5$, $p < 10^{-5}$, for 5 degrees rotation around y). However, DRIFT completely removes the rotational artifact to a level that there is no significant difference between DRIFT corrected and the motionless baseline slices ($\text{PD}_{\text{diff}}=0.12$, $p > 0.05$, for 5 degrees rotation around x; $\text{PD}_{\text{diff}}=0.0$, $p > 0.5$, for 5 degrees rotation around y). For out-of-plane translation, as we predicted there is no significant difference between the translated and steady-state slice in uncorrected data ($\text{PD}_{\text{diff}}=0.1$, $p > 0.1$). However, realignment again fails to correct for out-of-plane translation ($\text{PD}_{\text{diff}}=16.2$, $p < 10^{-5}$ compared to the motionless baseline), where the DRIFT corrected slice has no motion artifact ($\text{PD}_{\text{diff}}=0.1$, $p > 0.1$ compared to the motionless baseline). This is mainly because realignment is a registration-based method that fails drastically for partially contaminated volumes.

As we discussed before, the dominant effect of out-of-plane motion takes place after motion, due to spin history. As shown in Figure 4.8 middle row, for uncorrected data the slice acquired immediately after the rotational and translational motions has a much higher PD compared to the slice where the motion actually took place ($\text{PD}_{\text{diff}}=12.0$, $p < 10^{-5}$, for 5 degrees rotation around x; $\text{PD}_{\text{diff}}=9.7$, $p < 10^{-5}$, for 5 degrees rotation around y; $\text{PD}_{\text{diff}}=14.3$, $p < 10^{-5}$, for 5 mm translation along z). While this is mostly due to misalignment, the PD of the realigned volumes are still significantly higher than the motionless baseline, despite being perfectly realigned ($\text{PD}_{\text{diff}}=2.9$, $p < 10^{-5}$, for 5 degrees rotation around x; $\text{PD}_{\text{diff}}=2.8$, $p < 10^{-5}$, for 5 degrees rotation around y; $\text{PD}_{\text{diff}}=3.5$, $p < 10^{-5}$, for 5 mm translation along z). This is because the spin history artifact contaminates the slice without causing any misalignment, thus making it impossible for a registration-based technique to correct for it. DRIFT also fails to correct for out-of-plane motion once that spin history artifact contaminates the slice. As shown in Figure 4.8, the PD of the DRIFT corrected slice acquired after motion is significantly higher than the one acquired during motion ($\text{PD}_{\text{diff}}=12.5$, $p < 10^{-5}$, for 5 degrees rotation around x; $\text{PD}_{\text{diff}}=10.6$, $p < 10^{-5}$, for 5 degrees rotation around y axis; $\text{PD}_{\text{diff}}=14.3$, $p < 10^{-5}$.
s, for 5 mm translation along z), suggesting that correcting for spin-history artifacts is extremely challenging if not impossible.

While correcting for spin-history artifacts seems to be a challenge, preventing it with slice-based prospective motion correction methods has already been proposed and implemented in the field. In the next two simulations, we aim to show that the combination of prospective motion correction and DRIFT, as a retrospective method, can optimally remove the motion artifacts from the fMRI data. By changing the motion profile and applying a quick inverse motion immediately after acquisition of the slice (and before applying next RF pulse), we aim to simulate our proposed hybrid motion correction technique. As shown in Figure 4.8, a 5 degree out of plane rotation around y again has a slight but significant effect on the PD of the slice where the motion took place in comparison to the motionless baseline (PD$_{\text{diff}}$=1.0, $p < 10^{-5}$, for uncorrected; PD$_{\text{diff}}$=0.8, $p < 10^{-5}$, for realignment), which is optimally corrected with DRIFT (PD$_{\text{diff}} < 0.1$, $p > 0.1$). For a 5 mm out-of-plane translation, no significant change has been observed in all fMRI data, if spin-history artifact has been prevented (PD$_{\text{diff}} < 0.1$, $p > 0.5$), essentially validating out findings in equation (4.7).

The bottom row in Figure 4.8 plots the computed PD for slice number 4 in all 20 simulated volumes with out-of-plane motion. Again, all simulated cases and correction methods reach their steady-state by volume 5. The dots on the curve show the mean of the PD and the shaded band around each curve illustrate the 95% confidence interval at each point of computation. The first three graphs represent motion with spin-history effects. For rotation around $x$, rotation around $y$, and translation along $z$, there is an abrupt increase in PD for the realigned slice at volume 10 (the volume in which motion occurs). However, we see only a small increase in PD for uncorrected data, and no increase in PD for DRIFT at volume 10. In volume 11, we now see a large increase in PD for both DRIFT and uncorrected data. At this point, we also see that the PD for realigned data has decreased slightly from volume 10. Over the next few volumes, the PD in all three data sets will gradually decrease until leveling out at a new baseline around volume 13. This gradual decrease is due to spin-history, and represents the system slowly returning to steady-state. The final two graphs repeat two of these motions, (5 degree rotation around $y$ and 5mm translation along $z$)
4.4.3 DRIFT Performance Using Real-Subject Motion Parameters

Up to this point, all simulations were based on synthesized motion profiles which were exaggerated and performed mainly for the purpose of studying and differentiating the distinct effect each type of motion has on the data. In this experiment, we extracted motion parameters from a real subject’s typical fMRI scanning session and used it to simulate the effect of realistic motion on fMRI data. We used volume 5 as the reference volume where the fMRI signal reaches its steady-state equilibrium and computed volume-based PD to investigate the effect of realistic in-plane motion and evaluate the performance of our proposed motion correction technique. Figure 4.9 shows the results of this experiment. The three dotted black curves depict the in-plane motion parameters (rotation around z axis, transformation along x and y axes), and the solid black line indicates the total displacement due to the motion parameters. The blue solid line indicates while preventing spin-history artifacts. In these simulations, there is no difference in the PD before and after motion for all correction methods, indicating a perfect removal of motion artifacts.
the PD computed for uncorrected fMRI volumes, and the orange and green curves shown the PD for realigned and DRIFT corrected volumes. The insert illustrates a magnified sections of the plots where there is minimal movement in the target object. The shaded border with the same color indicates the 95% confidence interval at each volume.

At each time point, the realigned data had significantly lower PD compared to the uncorrected data (Average PD\textsubscript{diff}=5.2, p < 10^{-5} at each timepoint). Likewise, at every time point, DRIFT had an even lower PD than realignment. (Average PD\textsubscript{diff} = 0.8, p < 10^{-5} at each timepoint). Further, DRIFT performs much more consistently than realignment, as the variance of the PD over all volumes was 0.0008 for DRIFT, and 0.1744 for realignment. The insert to the right of Figure 4.9 contains a scatter plot of PD and displacement for uncorrected, realigned and Drift corrected volumes, with the slopes indicated as beta values. While displacement is associated strongly with the magnitude of the motion artifact in the uncorrected data, this

![Simulated data using real subject in-plane motion](image)

**Figure 4.9: DRIFT correction on simulated data with real subject motion.**
Volume-wise absolute percent difference from baseline of 41 volume simulation with real subject in-plane rotation and translation for uncorrected, realigned, and DRIFT corrected data. Black dashed lines indicate the level of rotation, translation, and the solid line represents total displacement. Center inset shows an enlarged view of the 95% confidence intervals for the volume where uncorrected, realigned, and DRIFT have the smallest difference. Right inset shows the regression of framewise displacement to PD. Slopes are shown above as beta values.
association weakens by applying realignment to the fMRI data, and is completely removed using DRIFT, verifying the effectiveness of the DRIFT in removing realistic in-plane motion.

4.4.4 Evaluating DRIFT Using a Rotating Phantom

In our final experiment, we present the results of our rotating phantom inside the scanner as the proof of concept that DRIFT can potentially be used to attenuate motion artifacts during a real fMRI data acquisition. The top row of Figure 4.10 shows the reconstructed images using the in-house developed reconstruction pipeline for motionless, rotated, realigned, and DRIFT corrected slice, respectively. The bottom row of Figure 4.10 plots the mutual information computed between the reference volume and all other volumes acquired throughout the one minute scan for uncorrected (in blue), realigned (in orange) and DRIFT corrected (in green) slices. As demonstrated in this figure, while there is some fluctuation in the computed mutual information for the first 10 slices, the three different reconstructions produced identical mutual information at a mean value equal to 1.82, which provides the maximum possible mutual information for this data, given the level of noise present. Once the phantom starts moving, a higher mutual information indicates better removal of motion artifacts. Throughout the 40 second moving period, realigned images had higher mutual information than uncorrected images in 81% of the timepoints. DRIFT-corrected slices had in the highest mutual information for 100% of the volumes compared to uncorrected data, and in 90% of the volumes compared to realigned data. During the last 10 seconds of motionless scanning, there are differences between the reconstructed, realigned, and DRIFT corrected slices, which is due to the random orientation of the phantom when it stops moving. Finally, the box plot Figure 4.10 illustrates the significant differences between average mutual information obtained from the uncorrected (in blue), realigned (in orange) and DRIFT-corrected (in green) slices using bar-plots. For all but the initial 10 volumes, realignment significantly increased the mutual information by an average of 0.11 over the uncorrected data \( (p < 10^{-5}) \). DRIFT-corrected slices also significantly increased the mutual information by an average of 0.15 over the uncorrected data \( (p < 10^{-5}) \), and 0.04 over the realigned data \( (p < 10^{-5}) \). Given that the lowest mutual
information for any method was 1.25, and the ceiling was 1.82, the total range of the mutual information was only 0.57. The increase in mutual information due to drift DRIFT compared to uncorrected data is 26% of the possible mutual information range, while the increase between DRIFT and realigned data is 7% of the possible range. Together, these results show the superiority of DRIFT in real fMRI scanning to correct for motion contamination during slice acquisition.

In this data set, the improvement of drift is hard to see on an individual volume, due to the small nature of the artifact as well as the presence of other noise sources. However, taking a temporal average of all motion contaminated volumes reveals subtle differences between DRIFT corrected volumes and realigned volumes. These averaged volumes are shown in Figure 4.11. Visually, the DRIFT reconstructed data showed higher contrast and sharper edges, as compared to traditional realignment which generated blurred edges and lower contrast. These “blurred” edges are not an artifact of smoothing, nor are they the result of improper motion estimates – DRIFT and realignment used identical motion parameters for correction. These misalignments are subtle distortions present due to uneven k-space sampling, much like
the distortions seen around the edges of simulated data in Figure 4.7. DRIFT is able to remove many of these artifacts, improving the contrast and reconstructing a more accurate image.

![Image of simulated data with distortions and DRIFT-corrected data]

**Figure 4.11: Comparison of time-averaged volumes from corrected scans for realigned data, Drift-corrected data with smoothing, and DRIFT-corrected data without smoothing**

The 50 motion contaminated scans from the real data are corrected using either realignment or DRIFT. These volumes are then averaged over time. DRIFT corrected data has noticeably sharper edges. Identical motion parameters were used to correct for motion in DRIFT and realigned data, meaning that the blurring on realigned data is not just due to a poor motion parameter estimate. The sharpness of the DRIFT corrected image is due to the removal of motion artifacts throughout the scan. Removing the smoothing step enhances the

### 4.5 Discussion

In this chapter, we demonstrated the theoretical and practical validity of removing nearly all motion artifacts from fMRI scans. We separately examined common motion found in a typical fMRI scan to investigate reconstruction artifacts which were motion-type specific. We performed a theoretical formulation of the effect of each type of motion using the principles of MR signal generation and the Bloch equations. Next, using the simulated data, we demonstrated the validity of our theoretical findings. Based on our formulation and simulation findings, we argued that neither prospective nor retrospective motion correction methods can completely remove the motion artifacts. Therefore, using a hybrid motion correction method seems to be unavoidable. We then proposed a retrospective method that in combination with the existing slice-based prospective motion correction method, could potentially remove the remaining motion artifacts completely. Using the simulated data we demonstrated clear and substantial improvements in image reconstruction using our proposed retrospective method over other common motion correction routines.
4.5.1 In-Plane Motion Simulation

For all in-plane motion profiles, DRIFT completely removed all motion artifacts from the image. For in-plane rotation around the $z$ axis, the motion artifacts are due to a k-space sampling offset similar to that of Figure 4.2 (c). Realignment is unable to correct for these artifacts, and only adjusts for any apparent misalignment. Surprisingly, in-plane rotation was not the most destructive form of in-plane motion. Translation along both $x$ and $y$ generated a larger PD measure than rotation around $z$, even though translation only disrupts the phase of the signal, and preserves the k-space trajectory.

The combination of motion profiles ($y$ translation with $z$ rotation, and $x$ translation with $y$ translation) increased the level of motion artifact, but not additively. For example, the PD for translation along $x$ during motion was 14.7 for uncorrected data, while the PD for translation along $y$ was 13.8. However, the combination of both $x$ and $y$ translation only increased the PD to 17.0, implying that the errors do not simply add on top of each other, but rather have some form of interaction. This held true for the rotation and translation motion combination as well.

4.5.2 Out-of-Plane Motion Simulation

For out-of-plane rotation, while it was expected that it would have less error than in-plane rotation, what was surprising was how the out-of-plane rotation artifact was visually nothing like the in-plane rotation artifact. Instead, a rotation around the $y$ axis looked like a slight compression of the image along the $x$ axis, while a rotation around the $x$ axis resembled a slight compression of the image along the $y$ axis. This agrees with a qualitative analysis of out-of-plane rotation, which can show that the gradients experienced by the object become compressed spatially during the rotation.

In general, in-plane motion has a higher PD in the “during motion” scan, but after motion these artifacts can be optimally removed through prospective motion correction, DRIFT, or to a lesser degree, realignment. Conversely, out-of-plane motion has relatively low PD in the “during motion” scan, but has lasting spin-history artifacts in the multiple volumes after motion that cannot easily be corrected for by any method, and so the uncorrupted signal is not recoverable. In the volumes after motion, DRIFT fails to correct for motion completely. Realignment is able to perfectly align the rotated volume with the reference, however spin-history artifacts are still present and are responsible for most of the PD in these volumes. This
highlights that spin-history artifacts are an entirely different kind of artifact, unrelated to misalignment or k-space readout. Because of this, spin-history artifacts are extremely challenging if not impossible to correct for. Given these observations, spin-history artifacts should still be considered as more harmful than in-plane motion artifacts. This strengthens the argument that fMRI needs slice-based prospective motion correction to successfully address the motion problem.

Interestingly, realignment increased the PD for the “during motion” volume contaminated with out-of-plane motion. In theory, and depending on the difference measure being evaluated, realignment software should never result in a higher percent difference than uncorrected, as it runs a cost-function minimization routine. If all attempted orientations result in a larger error than the original position, no realignment will be done, and the error should be at most equivalent to uncorrected data. In our reconstructions, the realignment software was given the true motion parameters rather than allowing it to estimate the motion itself. This means that correcting for the true motion does not consistently reduce image differences when motion occurs across slices within a single volume. Because of this, difference minimizing cost functions may provide very unreliable motion estimates for volumes with high motion. This highlights the harmful effects of intra-volume motion and slice misalignment.

Out-of-plane translation and rotation without spin-history artifacts proved to be the least destructive of all motion types in our simulations. The simulation of out-of-plane translation is a critical piece of evidence for our motion correction method. It effectively demonstrates that out-of-plane translation only causes artifacts if it causes the following slices to be over or under-excited. prospective motion correction is already demonstrated to be accurate to around 0.3mm with optical and navigator tracking [54], [76], [91], and has shown great promise in its ability to compensate for motion on a slice by slice basis [76], [92]. Thus, with proper prospective motion correction, no additional motion correction of any kind would be necessary for out-of-plane translation.

4.5.3 Simulation With Real Subject Motion

For the previous 10 simulated scans used to demonstrate the different types of in-plane and out-of-plane motion artifacts in Figure 4.7 and Figure 4.8, the motion occurred entirely over one slice acquisition (two TE’s). The motion we used consisted of either 5mm translations or 5 degree rotations, which occurred
along various axes. While it is rare for a subject to move 5 degrees or 5mm within a period of two TE’s, in real fMRI scanning, this level of motion does fall well within physiologically possible ranges. Nonetheless, we were also able to show the superiority of our method on a simulated scan using a real subject’s motion profile. In this particular simulation, not only was the motion taken from a real subject, but also it was simulated to happen gradually over the entire TR, not just during the readout of a single slice. DRIFT was still able to significantly improve the reconstruction in this realistic simulation.

The simulation with the subject’s real motion parameters has smaller translations and rotations than the other 10 simulations, however it has the largest uncorrected error with a peak value of 16.1%, which is higher than any of the exaggerated motion errors. There are multiple explanations for this: first, although the relative volume-to-volume displacements are smaller than 5 degrees or 5mm, over the course of the simulation, the absolute displacement relative to the reference volume accumulates up to a total of 4.1 degrees of rotation and 2.3 mm of total translation at volume 22. Second, we demonstrated in the other simulations that the combination of motions is the more destructive than each motion individually. This simulation has three motion types occurring simultaneously: z rotation, x translation, and y translation, while our simulated data only ever had two motion types occurring simultaneously. Finally, this PD is calculated over the entire volume, rather than just a slice. This increases the number of high-contrast edges that contribute to large PDs.

4.5.4 Real Data Correction

For real data, we were able to show the benefit of DRIFT when added to the raw data processing pipeline. While the benefit may seem small, this experiment could be drastically improved to further enhance DRIFT. Primarily, exact sub-TR motion tracking was not available for this scan. If the motion is not accurately measured, this will cause additional errors in DRIFT’s k-space mapping calculations. For this study, we took the relative deflection of the phantom between two volumes and estimated k-space rotations assuming constant rotation. In reality, it is possible the rotation experienced acceleration or deceleration during the TR. Further, DRIFT works best when working directly with the gradient profiles in the exact pulse sequence, as with POSSUM’s simulated data, or at the very least a full k-space trajectory map. Our pipeline estimated a full 128x64 k-space trajectory from a single exemplar read line provided in
the raw file header. Without exact knowledge of both the pulse sequence and the motion, we rely on estimating both of these parameters, which have detrimental effects on the results. Finally, the Siemens's raw data processing pipeline consists of approximately 20 to 30 signal processing steps, which take advantage of the pulse sequence design, adjustment volume for phase corrections, and several other system-dependent inputs that are used for a more accurate reconstruction. Our pipeline consisted of only 3 main processing steps. Integrating DRIFT into the full system pipeline would maximize its effectiveness.

If DRIFT can be integrated directly into a scanner’s system, it can be used with any number of different pulse sequences. One particularly useful area would be 3D EPI. 3D EPI is a technique in which an entire volume is acquired in one RF pulse, and a three dimensional k-space trajectory is traced and sampled. This essentially makes the reconstruction a single 3D FFT rather than multiple 2D FFTs. Using the principles developed in this paper, our reconstruction algorithm could theoretically be applied directly to 3D sampled data, completely eliminating all artifacts during sampling. This would actually eliminate the need for prospective motion correction completely, as DRIFT could also be used to re-orient each volume, providing accurate motion estimates were still being recorded. Future work could involve developing this method for a 3D pulse sequence.
5 Conclusion

5.1 Interleave Detection

The omission of interleave parameters from fMRI data can cause problems for researchers. Even in the absence of motion, many of the preprocessing and statistical analysis steps rely on the assumption that each 3D volume of the 4D fMRI signal is sampled instantaneously. Breaking this assumption will result in a loss of sensitivity and potentially an increase in false negatives when identifying activated brain regions. By using the spatio-temporal properties of the fMRI signal, we developed an algorithm to retrospectively extract the interleave parameter using the temporal distance correlation function. We found that this algorithm was able to successfully extract the interleave parameter on simulated data 100% of the time. For over 1,000 real data scans taken from two separate imaging studies, as well as the fcon_1000 data set (which is collected from 23 separate sites) interleave parameter estimation was accurate for 94% of all scans. This provides researchers with a tool to retrospectively extract an interleave parameter for old or shared data where such information may be missing. Without this parameter, the critical preprocessing step of slice timing correction cannot be carried out.

5.2 Optimal Slice Timing Correction

We have demonstrated that STC is a critical step in any preprocessing routine. In the presence of spatial smoothing, alternatives to STC such as slice-dependent regressors will actually perform worse than STC, despite the fact that they prevent the addition of interpolation errors. Upon critically examining the standard STC routines, we have discovered that from a signal processing point of view, they are far from optimal. Even without any motion present, these interpolation schemes do not preserve the frequency domain of the BOLD signal, introducing interpolation error into the signal.

By developing a STC routing based on Shannon-Nyquist sampling theory, and digital signal processing principles, an optimal method was developed. This method employs a computationally efficient algorithm that is equivalent to upsampling, lowpass filtering, and downsampling the original data at an arbitrary shifted offset, which is how it accounts for slice timing. This method performed significantly better than all other methods across various levels of motion, interleave, and TR in simulated data. If motion
artifacts can be completely removed, our STC routine can completely correct for the temporal offsets induced by slice-based acquisition.

5.3 Motion Correction

Current strategies that attempt to regress out or remove motion related variance fail to address the motion problem from first principles, and therefore do not successfully model the motion. Motion artifacts are varied and are difficult to describe with just one regressor. Increasing the number of modeled motion effects can alleviate this problem, however this does not address the simple fact that removing motion related variance does not guarantee that the underlying signal is recoverable. Attempting to remove motion artifacts on a reconstructed signal is fundamentally flawed. Motion is not simply an additive noise, as shown through our simulations, and without proper correction, it will destroy the underlying signal. By correcting for motion artifacts in the raw data itself, we have the best likelihood of reconstructing an uncorrupted time-series.

We have developed a novel technique that both corrects for motion while simultaneously reconstructing the data. This method significantly attenuates the motion artifacts on a slice-by-slice basis. By correcting for artifacts in the raw k-space data, we are able to completely remove motion related artifacts and restore the original signal if the steady-state is not disturbed. We demonstrated in both real and simulated data that DRIFT lowers the error between motion contaminated volumes and the reference volume, indicating a better motion correction. This was tested and verified over a variety common motion profiles in fMRI. To extend the application beyond theory and simulation, a real fMRI scan was acquired and corrected with our method. DRIFT’s advantage over other motion correction methods is the fact that it corrects for motion in the raw data reconstruction itself. Not only does this eliminate the need for interpolation based motion correction in the reconstructed scan, but also, when combined with modern prospective motion correction, DRIFT could potentially eliminate all motion artifacts from fMRI scans.

5.4 Application & Future Work

Given the prior state of STC and MC routines commonly used in fMRI preprocessing, a significant number of artifacts remain in the data even after correction. Some of these artifacts are due to an incomplete model of the problem (e.g. not studying and modeling the effects of k-space distortion for different types of motion), while others are due to complicated interactions between the spatio-temporal components of the signal.
(e.g. the interaction of STC and MC). By critically examining these components separately, it became clear that motion must be corrected before any other preprocessing step can be carried out. Additionally, current MC routines are incapable of removing all motion related artifacts. DRIFT, combined with prospective motion correction and our STC routine, provides the cleanest possible fMRI signal in both temporal and spatial alignment, providing a fundamentally sound starting point for the rest of the preprocessing pipeline. Additionally, the removal of motion artifacts will increase the number of usable scans by up to 25% in some populations. This is an extremely significant number for most fMRI studies, and can be the difference between discovering or missing group level findings.

In the current state of these methods, STC is implemented as a standalone program in C++. Using the fast implementation described in this thesis, execution of this method takes less than a minute for the average fMRI scan. For future work, this method will be packaged with any future preprocessing methods developed by our lab, and available for use among researchers.

DRIFT is at an earlier stage of development, and has only been tested using simulation and the most basic reconstruction of real data. Operating outside of the scanner, many of the inputs for DRIFT are estimated or based off a template, rather than calculated from a known ground truth. Integrating DRIFT directly into the scanner’s reconstruction pipeline could greatly increase its effectiveness, however the optimal location in the pipeline would have to be determined, and it’s likely that numerous steps would have to be redesigned to accommodate DRIFT. For example, in many scanner reconstructions, an IFFT is performed along the x and y axis separately, with additional processing taking place in-between. It is not clear if this can be implemented with DRIFT without knowing the details of the intermediate processing steps. Additionally, it’s currently a computationally intensive correction method, taking over an hour to reconstruct 60 slices. Optimization of the algorithm could be implemented using a number of strategies, from lookup tables to parallel processing support. Finally, while motion was estimated manually in this experiment, a motion tracking method with both high spatial and temporal resolution would greatly benefit DRIFT, as it could provide more accurate measurements while significantly lightening the user burden. Thus, the future direction for DRIFT involves reducing the computation time, implementing the reconstruction into a commercial pipeline, and capturing 3D external motion measurements to use as inputs.
to the algorithm. We believe that these developments, alongside prospective motion correction, could reduce the vast majority of motion artifacts in fMRI, resulting in a cleaner and more reliable signal.
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Appendix A: Proof of Commutative Property for Mean and Autocorrelation Operation

The fundamental principles can be explained in a 2D case, which can be applied to an arbitrary number of dimensions without loss of generality.

A.1. Definitions

- $s[x,y]$ is a 2D array with NxM elements. In this analysis, an average will be taken over trials (x axis, columns).
- $F\{ \}$ is a discrete Fourier transform operation

**2D DFT pair:**

The 2D DFT is defined as follows:

$$S[k,l] = F\{s[x,y]\} = \sum_{y=0}^{N-1} \sum_{x=0}^{M-1} s[x,y] (e^{-i2\pi k x/N} e^{-i2\pi l y/M})$$  \hspace{1cm} (0.1)

Where $S[k,l]$ is the DFT of $s[x,y]$. In this proof, capital letters indicate the Fourier transform of a function, and lowercase letters indicate the time (or space) domain of a function. The inverse DFT is defined as:

$$s[x,y] = F^{-1}\{S[k,l]\} = \frac{1}{NM} \sum_{l=0}^{M-1} \sum_{k=0}^{N-1} S[k,l] (e^{i2\pi k x/N} e^{i2\pi l y/M})$$  \hspace{1cm} (0.2)

**Autocorrelation:**

$c_{xx}[x,y]$ is the correlation (non-normalized) of any function $x$ with itself. The autocorrelation is defined in terms of its well-known Fourier transform relationship, where the Fourier transform of the autocorrelation of a function $s$ is equal to the Fourier transform of the function $s$, squared. Thus, the autocorrelation can be found with the following equation:
\[ c_{ss} = F^{-1}\{F[s[x,y]]^2\} \quad (0.3) \]

From (1), we can substitute \( S[k,l] = F[s[x,y]] \):

\[ c_{ss} = F^{-1}\{S[k,l]^2\} \quad (0.4) \]

Taking the Fourier transform of both sides gives us:

\[ F[c_{ss}[x,y]] = C_{ss}[k,l] = S[k,l]^2 \quad (0.5) \]

**Average:**

We denote the average of a function with a \( \hat{} \) symbol, and a subscript denoting the axis along which the average was taken. For example, \( \hat{s}_x[y] \) is the average of the signal \( s \) along the x axis. And is defined as:

\[ \hat{s}_x[y] = \text{Mean}(s[x,y],x) = \frac{1}{N} \sum_{x=0}^{N} s[x,y] \quad (0.6) \]

**Projection:**

The projection of a 2D signal is defined as the summation of the signal along a given axis. The projection of the signal \( s \) along the x axis is denoted as \( p_{sx}[y] \), and is defined as

\[ p_{sx}[y] = \sum_{x=0}^{N} s[x,y] = N\hat{s}_x[y] \quad (0.7) \]

And in the frequency domain:

\[ F[p_{sx}[y]] = F[N\hat{s}_x[y]] \quad (0.8) \]

\[ p_{sx}[l] = N\hat{s}_x[l] \quad (0.9) \]

**A.2. Proof**

**Question:**
Is the average of an autocorrelation equivalent to the autocorrelation of an average, along a given axis of a 2D signal?

\[ c_{\bar{x}\bar{x}}[y] = \bar{c}_{ssx}[y] \quad (0.10) \]

Proof:

First, the Fourier pairs are derived for the mean of a signal along a given axis. If the Fourier transform of \( s(x, y) \) is \( S[k, l] \), what is the fourier transform of \( \bar{s}_x(y) \)? According to the projection-slice theorem, the Fourier transform of a signals projection along a given axis is equal to a slice of the original fourier transform that intersects the origin and is parallel to the projection. For a projection along a primary axis, this means that the Fourier transform of the projection is equivalent to the center line of the Fourier transform along the remaining axis. In other words, the projection along the x axis of a 2D function has the 1D Fourier transform:

\[ F\{p_{sx}[y]\} = S[k/2, l] \quad (0.11) \]

Using equation (0.9), we can rewrite equation (0.11) as:

\[ S[k/2, l] = NS_x[l] \quad (0.12) \]

This allows the Fourier Transform of the mean to be described in terms of the original signal:

\[ S_x[l] = \frac{1}{N} S \left[ \frac{k}{2}, l \right] \quad (0.13) \]

The next step is to examine the autocorrelation of the x-averaged function and define it as \( c_{\bar{x}\bar{x}}[y] \). First, the Fourier transform pair for \( c_{\bar{x}\bar{x}}[y] \) will be derived using equations (0.3), (0.4), and (0.5):

\[ c_{\bar{x}\bar{x}}[y] = F^{-1}[F\{\bar{s}_x[y]\}^2] = F^{-1}[\bar{S}_x[l]^2] \quad (0.14) \]
\[ C_{ss}[k,l] = S[k,l]^2 \] (0.15)

Equation (0.13) can be used to put \( \hat{S}_x \) in terms of the original signal’s Fourier transform, \( S \)

\[ C_{\hat{S}Sx}[l] = \frac{1}{N^2} S \left[ \frac{k}{2}, l \right]^2 \] (0.16)

(0.16) is the definition of the autocorrelation of a signal averaged along the x axis, in terms of the original signal’s Fourier transform.

The next step is to examine the autocorrelation of the original signal, \( s \). This is denoted as \( c_{ss}[x,y] \), and defined by equations (0.3) and:

\[ c_{ss}[x,y] = F^{-1} \{ F[s[x,y]]^2 \} \] (0.17)

\[ c_{ss}[k,l] = S[k,l]^2 \] (0.18)

Using the same properties of the projection theorem from equations (0.11), (0.12), (0.13), the average of the autocorrelation function along the x axis can be defined as:

\[ \hat{c}_{ssx}[y] = \frac{1}{N} p_{c_{ssx}}[y] \] (0.19)

\[ \hat{c}_{ssx}[l] = \frac{1}{N} C_{ss} \left[ \frac{k}{2}, l \right] \] (20)

(0.20)

Substituting equation (0.18) into equation (0.20) defines the average of the autocorrelation in terms of the original signal’s Fourier transform:

\[ \hat{c}_{ssx}[l] = \frac{1}{N} S \left[ \frac{k}{2}, l \right]^2 \] (0.21)
By multiplying equation (0.21) by 1/N, it is equivalent to equation (0.16), which is the autocorrelation of the averaged function:

\[ \frac{1}{N} \hat{C}_{xx}[l] = C_{\hat{s}_x \hat{s}_x}[l] \]  

(0.22)

Thus, the autocorrelation of the average is equivalent to the average of the autocorrelation, scaled by a factor of 1/N.
Appendix B: Derivation of the Signal Equation & the Effect of Motion

A.3. Derivation of the fMRI Signal Equation Without Motion:

The Bloch equation states that transverse magnetization at a 3D spatial coordinate $r$ at time $t$ (relative to the last RF pulse at $t_0$) is equal to the magnitude of the transverse magnetization at the time of the RF pulse ($|M_{xy}(r, t_0)|$), multiplied with a phase component described by its rotation $e^{i\omega(r,t)}$, and it’s $T_2^*$ decay described by $e^{-\frac{(t-t_0)}{T_2^*(r,t)}}$, where $\omega$ is the Larmor frequency of the protons at point $r$, and $T_2^*(r,t)$ is the rate of decay of the transverse magnetization, which varies spatially over $r$ as well as temporally, which is the basis of the BOLD signal. The full equation is described in equation (0.1):

$$M_{xy}(r, t) = e^{-\frac{(t-t_0)}{T_2^*(r,t)}}|M_{xy}(r, t_0)| e^{i\omega(r,t)} \tag{0.1}$$

The signal acquired by the receive coils in an fMRI scanner is equal to the sum of all transverse components from all the protons in the excited slice. In other words, we take an integral of this equation over all points in $r$ for excited tissues. We can simplify this equation if the readout time is small compared to the $T_2^*$ decay by omitting the first exponential. Additionally, once the objects flip angle reaches steady-state, $M_{xy}$ at time $t_0$ is assumed to be constant for each location $r$, with spatial variation as a function of proton density, $\rho$.

With these adjustments, equation (0.1) can be approximated to create a signal equation:

$$s(t) = \int_{r} \rho(r) e^{i\varphi(r,t)} \, dr \tag{0.2}$$

Where $\varphi$ is the accumulated phase, which is derived from the function describing the frequency at which the protons spin in the scanner, $\omega(r,t)$:

$$\omega(r,t) = \omega_0 + \omega_G(r,t) \tag{0.3}$$

Where $\omega_0$ is the frequency due to the static magnetic field, $B_0$, and $\omega_G(r,t)$ is the frequency offset due to any spatial gradients applied in the scanner. The magnitude of this gradient-induced phase offset varies
depending on the position \( \mathbf{r} \) in the scanner. This is the fundamental principle behind frequency encoding, which allows for image reconstruction in EPI pulse sequences. In a typical scanner, this phase is demodulated, essentially removing the phase component belonging to \( \omega_0 \), leaving only the \( \omega_G \) component. The actual amount of frequency offset depends on the gradient strength, the location of the object, and the gyromagnetic ratio, shown in equation (0.4):

\[
\omega_G(\mathbf{r}, t) = -\gamma G(t) \cdot \mathbf{r}
\]  \hspace{1cm} (0.4)

Where the negative sign accounts for the “Counter clockwise positive” rotation convention. A typical EPI pulse sequence takes about 60ms to acquire a single 2D slice of k-space. During this time, the frequency offset accumulates, referred to as “accumulated phase”, which is calculated as the integral of the frequency offset over the readout time:

\[
\varphi(\mathbf{r}, t) = \int_0^t \omega_G(\mathbf{r}, t) \, dt = -\int_0^t \gamma G(t) \cdot \mathbf{r} \, dt = -\gamma \int_0^t G(t) \, dt \cdot \mathbf{r}
\]  \hspace{1cm} (0.5)

The factors \( \gamma \) and \( \mathbf{r} \) do not change with time, and so they can be placed outside the integral. This leads to the classical description of “k-space”, where the signal at time \( t \) is being recorded from location \( \mathbf{k} \) in k-space:

\[
\mathbf{k}(t) = \gamma \int_0^t G(t)
\]  \hspace{1cm} (0.6)

Substituting equations (0.6) and (0.5) into (0.2), we obtain:

\[
s(t) = \int \rho(\mathbf{r}) e^{-i\mathbf{k}(t) \cdot \mathbf{r}} \, d\mathbf{r}
\]  \hspace{1cm} (0.7)

which has the form of a Fourier transform.

A.4. Derivation of the fMRI Singal Equation With Motion:

This equation is where we begin our analysis of motion in fMRI. We can now consider two coordinate systems: The object, \( \mathbf{r}_{ob} \), and the scanner, \( \mathbf{r}_{sc} \). Without motion, these coordinate systems are static, and
we simply set them equal to each other, where \( r = r_{ob} = r_{sc} \). However, this no longer holds true if the object moves. When motion is present, we must describe the object's location relative to its initial position, specifically at the time of excitation from the most recent RF pulse. If the object is initially aligned with the scanner's coordinate system, \( r_{sc} \), and moves in a way described by a rotation matrix \( R \) and a translation vector \( T \), we can describe a point in the object's coordinate in terms of the scanner's coordinates:

\[
 r_{sc} = R(t)r_{ob} + T(t) \quad (0.8)
\]

And it follows that we can describe a point in the scanner in terms of the object's coordinates:

\[
 R^{-1}(t)r_{sc} - R^{-1}(t)T(t) = r_{ob} \quad (0.9)
\]

To model the motion as a stationary object with an inverse rotation of the scanner, we must reevaluate equations (0.4), (0.5), and (0.6) to account for this rotation, as the spatial coordinate \( r \) is now changing with time, and cannot be removed from the integral in (0.5):

\[
 \omega_{c}(r_{sc}, t) = -\gamma G(t) \cdot r_{sc} = -\gamma G(t) \cdot (R(t)r_{ob} + T(t)) \quad (0.10)
\]

\[
 \varphi(r_{ob}, t) = \int_{0}^{t} \omega_{c}(r_{ob}, t) dt = -\gamma \int_{0}^{t} G(t) \cdot (R(t)r_{ob} + T(t)) dt \quad (0.11)
\]

We now distribute the dot product with \( G \) and evaluate each component separately:

\[
 \varphi(r_{ob}, t) = -\gamma \int_{0}^{t} G(t) \cdot R(t)r_{ob} dt - \gamma \int_{0}^{t} G(t) \cdot T(t) dt \quad (0.12)
\]

The first term deals with rotation and has the actual object's coordinates in the integral term. We can use the properties of a dot product to simplify this notation. The geometric definition of a dot product of two vectors in space is:

\[
 a \cdot b = \|a\|\|b\|\cos(\theta) \quad (0.13)
\]
Where $\|a\|$ is the magnitude of the vector, and theta is the angle between $a$ and $b$. In our example, $r_{ob}$ is rotated by the rotation matrix $R$. Because a rotation will not change the magnitude of a vector, the first two components of equation (0.13) remain unchanged. The angle between the vectors, however, will change depending on the rotation matrix. A rotation matrix $R$ rotating vector $b$ by $\alpha$ degrees away from vector $a$ changes equation (0.13) to:

$$a \cdot Rb = \|a\|\|b\|\cos(\theta + \alpha)$$  \hspace{1cm} (0.14)

Likewise, rotating vector $a$ by $\alpha$ degrees away from vector $b$ also increases the angle between the two vectors by $\alpha$, and the result is the same as equation (0.14). Note, that rotating vector $a$ away from vector $b$ is the inverse (opposite) rotation applied to rotate vector $b$ away from vector $a$. For rotation matrices, a rotation in the opposite direction is equivalent to the inverse of the original matrix. In other words:

$$R(-\theta) = R^{-1}(\theta)$$  \hspace{1cm} (0.15)

From equation (0.14), this means:

$$a \cdot Rb = R^{-1}a \cdot b$$  \hspace{1cm} (0.16)

Using this property in equation (0.12), we can move the rotation to the gradient vector $G$, and once again remove the $r_{ob}$ vector from the integral:

$$\varphi(r_{ob}, t) = -\gamma \int_{0}^{t} R^{-1}(t)G(t)dt \cdot r_{ob} - \gamma \int_{0}^{t} G(t) \cdot T(t)dt$$  \hspace{1cm} (0.17)

We can now modify our K-space formula and update our signal equation:

$$k_{R}(t) = \gamma \int_{0}^{t} R^{-1}(t)G(t)dt$$  \hspace{1cm} (0.18)
\[ s(t) = \int_{r_{ob}} \rho(r_{ob}) e^{-i(k_R(t)r_{ob} - \gamma \int_0^t G(t) \cdot T(t) \, dt)} \, d\mathbf{r}_{ob} \]

\[ = (e^{\gamma \int_0^t G(t) \cdot T(t) \, dt}) \int_{r_{ob}} \rho(r_{ob}) e^{-i(k_R(t)r_{ob})} \, d\mathbf{r}_{ob} \quad (0.19) \]