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ABSTRACT

New Stable Inverses of Linear Discrete Time Systems and Application to Iterative Learning Control

Xiaoqiang Ji

Digital control needs discrete time models, but conversion from continuous time, fed by a zero order hold, to discrete time introduces sampling zeros which are outside the unit circle, i.e. non-minimum phase (NMP) zeros, in the majority of the systems. Also, some systems are already NMP in continuous time. In both cases, the inverse problem to find the input required to maintain a desired output tracking, produces an unstable causal control action. The control action will grow exponentially every time step, and the error between time steps also grows exponentially. This prevents many control approaches from making use of inverse models.

The problem statement for the existing stable inverse theorem is presented in this work, and it aims at finding a bounded nominal state-input trajectory by solving a two-point boundary value problem obtained by decomposing the internal dynamics of the system. This results in the causal part specified from the minus infinity time; and its non-causal part from the positive infinity time. By solving for the nominal bounded internal dynamics, the exact output tracking is achieved in the original finite time interval.

The new stable inverses concepts presented and developed here address this instability problem in a different way based on the modified versions of problem states, and in a way that is more practical for implementation. The statements of how the different inverse problems are posed is presented, as well as the calculation and implementation. In order to
produce zero tracking error at the addressed time steps, two modified statements are given as the initial delete and the skip step. The development presented here involves: (1) The detection of the signature of instability in both the nonhomogeneous difference equation and matrix form for finite time problems. (2) Create a new factorization of the system separating maximum part from minimum part in matrix form as analogous to transfer function format, and more generally, modeling the behavior of finite time zeros and poles. (3) Produce bounded stable inverse solutions evolving from the minimum Euclidean norm satisfying different optimization objective functions, to the solution having no projection on transient solutions terms excited by initial conditions.

Iterative Learning Control (ILC) iterates with a real world control system repeatedly performing the same task. It adjusts the control action based on error history from the previous iteration, aiming to converge to zero tracking error. ILC has been widely used in various applications due to its high precision in trajectory tracking, e.g. semiconductor manufacturing sensors that repeatedly perform scanning maneuvers. Designing effective feedback controllers for non-minimum phase (NMP) systems can be challenging. Applying Iterative Learning Control (ILC) to NMP systems is particularly problematic. Incorporating the initial delete stable inverse thinking into ILC, the control action obtained in the limit as the iterations tend to infinity, is a function of the tracking error produced by the command in the initial run. It is shown here that this dependence is very small, so that one can reasonably use any initial run. By picking an initial input that goes to zero approaching the final time step, the influence becomes particularly small. And by simply commanding zero in the first run, the resulting converged control minimizes the Euclidean norm of the underdetermined control history. Three main classes of ILC laws are examined, and it is shown that all ILC
laws converge to the identical control history, as the converged result is not a function of the ILC law. All of these conclusions apply to ILC that aims to track a given finite time trajectory, and also apply to ILC that in addition aims to cancel the effect of a disturbance that repeats each run.

Having these stable inverses opens up opportunities for many control design approaches. (1) ILC was the original motivation of the new stable inverses. Besides the scenario using the initial delete above, consider ILC to perform local learning in a trajectory, by using a quadratic cost control in general, but phasing into the skip step stable inverse for some portion of the trajectory that needs high precision tracking. (2) One step ahead control uses a model to compute the control action at the current time step to produce the output desired at the next time step. Before it can be useful, it must be phased in to honor actuator saturation limits, and being a true inverse it requires that the system have a stable inverse. One could generalize this to $p$-step ahead control, updating the control action every $p$ steps instead of every one step. It determines how small $p$ can be to give a stable implementation using skip step, and it can be quite small. So it only requires knowledge of future desired control for a few steps. (3) Note that the statement in (2) can be reformulated as Linear Model Predictive Control that updates every $p$ steps instead of every step. This offers the ability to converge to zero tracking error at every time step of the skip step inverse, instead of the usual aim to converge to a quadratic cost solution. (4) Indirect discrete time adaptive control combines one step ahead control with the projection algorithm to perform real time identification updates. It has limited applications, because it requires a stable inverse.
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Chapter 1

Introduction

Motivation and Background

Typical feedback control systems do not do what you ask them to do. The concept of bandwidth is created to describe up to what frequency such a system will do something reasonably close to the command. Various control approaches aim to fix this problem, and produce zero tracking error following the commanded trajectory. These include Iterative Learning Control (ILC), Repetitive Control (RC), one step ahead control, indirect adaptive control, etc. Each aims to produce that input command that produces the desired output, i.e. solve the inverse problem. To implement such control laws, one must use discrete time models which represent the continuous world with inputs coming through a zero-order hold.

Assume a one time-step delay through the system, since the time lag from change in input at a given time step to the first time step influenced in the output should be one. Thus, new zeros are introduced during the discretization, and these are termed sampling zeros. When two or more zeros have thus been introduced, at least one zero is outside the unit circle for
reasonable sample rates, making a non-minimum phase system (NMP) in References [1] and [2]. The inverse problem makes these zeros into poles, producing an unstable control action. References [1] and [2] tell the asymptotic locations of the zeros introduced as the sample time interval tends to zero, for each value of pole excess (relative degree), i.e. the number of poles minus the number of zeros. Of course, the original continuous time system might be NMP, and then the image of the zero(s) in the right half of the $s$-plane will be mapped outside the unit circle in the $z$-plane. Such zeros are termed intrinsic zeros, and again they make the inverse problem unstable.

There is an existing stable inverse theory developed to address this problem in References ( [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14]). The stable inverse concepts presented and fully developed in this thesis address this instability problem in a different way. References [3] and [4] studied the problem for continuous time, nonlinear, NMP systems, aiming to produce a stable non-causal inverse mapping. Researches try to use the concept in the context of Iterative Learning Control (ILC). Reference [8] developed the relationship of adjoint-type ILC and stable inversion. Reference [9] designs a new inversion-based algorithm which works for both minimum and non-minimum phase systems with gain and time-constant uncertainty. Reference [11] aiming at the ILC problem, which examine sampling zeros only, and do not ask for zero error on the output for the first few steps. Reference [12] studies the convergence of stable inverse of sampled-data system to the continuous-time counterpart. Reference [15] proposed optimal state-to-state transition to shorten the preactuation time.

The author and co-workers developed a set of new stable inverses, and the concepts presented in References [16], [17] and [18] and fully developed in this dissertation address
this instability problem in a different which is more practical for implementation. Analytical and numerical on the various ways in which these results can be employed in control system design are presented including ILC.

Iterative learning control (ILC) is a relatively new method of control that aims to achieve zero tracking error of a finite time tracking maneuver that is repeated. The original ILC idea dates back to the late 1970s when Uchiyama introduced the concept on high-speed motion control of a robot arm following a desired trajectory through iterative trials in Reference [19]. In addition to a considerable amount of journal and conference papers, there are also major surveys, books, and special issues in References ( [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33]). ILC has been applied in a wide range of areas. According to the survey performed in Reference [28], the top three application fields are robots, rotary systems and process control including batch/factory/chemical process. Take computer disk drives for example. The data are written while the disk is rotating so there is vibration which results in some high frequency wiggles in the tracks. In order to read data on a disk, a control system follows these tracks on the disk. At the factory, ILC is used on each track to improve the accuracy when the control system follows the track, so that the storage can be increased. There are also applications to spacecraft operations for repeated scanning maneuvers of fine pointing equipment. The learning process can learn to compensate for both repeating effects from structural flexibility, and deterministic control system error is response to time varying tracking commands. There is the potential for high precision pointing control achieved through a learning process.

ILC stores data from the previous run, so that it is a digital control method solving a discrete-time inverse problem. The real world for digital control systems is governed by
ordinary differential equations, but the digital controller creates the forcing function applied to this equation, updating it each sample time. Each update is continuously applied to the differential equation until a new update arrives from the controller - called a zero-order hold. If one looks at the solution to the differential equation at the sample times, one can make a linear difference equation that has identical solution to the differential equation. Reference [20] proves that the process of converting to a difference equation model introduces the forcing function at additional sample times, enough to make the most recent output time step in the equation be one step ahead of the most recent forcing function input time step. When the discretization introduces three or more additional terms, and the sample rate is reasonable, the characteristic polynomial of the forcing function side of the equation will contain a root or roots that are larger than one in magnitude. This makes the discrete-time inverse problem unstable for a majority of digital control systems in the world. The implication is, if one wants to have perfect tracking of a desired discrete-time trajectory at all time steps, the control action needed is unstable, and grows exponentially with time steps. The inverse problem error must be zero at the sample times, but between sample times the solution of the differential equation (after some initial time steps) is growing in magnitude exponentially, and alternating in sign each time step. Of course, this exponential error growth when perfectly following the discrete-time desired trajectory does not address the initial intended problem of finding the input to accurately follow the desired continuous time output.
**Thesis Outline**

Chapter 2 gives the problem statement and calculation for the existing stable inverse theorem. Chapter 3 develops a series of new stable inverses based on the modified problem statements satisfying different objectives. Chapter 4 applies the stable inverse ideas on ILC design problems.
This page intentionally left blank.
2.1 Introduction

Digital control systems typically contain a system governed by a differential equation whose input comes through a zero-order hold. One designs to make the sampled output perform well, after converting the plant Laplace transfer function to its equivalent $z$-transfer function, or equivalently convert the plant differential equation to an equivalent difference equation that has no approximation, i.e. the difference equation solution is exactly the same as the differential equation solution at the sample times. Poles and zeros in the Laplace transfer function are mapped into poles and zeros in the $z$-transfer function. In the design process, it is important that one wants to know the locations of these zeros, which is studied by References [1], [2], [34] and [35].

The mapping of zeros locations in the $s$-plane to the $z$-plane is interesting while the mapping of poles is a simple easily understood manner, each pole in the $z$-plane is only a function of the location of the pole in the $s$-plane. Reference [34] studies that the locations
of mapped zeros are not only a function of the locations of the $s$-plane zeros, but also a function of the poles of the system.

### 2.2 Types of Zeros

There are two types of zeros when one converts a continuous time transfer function $G(s)$ fed by a zero-order hold to the corresponding discrete time transfer function $G(z)$. When the zero-order hold input is updated at the start of a time step, one should see a change in the output sample at the end of the time step. This means that the most advanced time step in input should be one less than the most advanced time step in output. Thus, new zeros are introduced during the discretization, and these are termed sampling zeros. Reference [1] gives the locations of the zeros introduced by the discretization as the sample time interval $T$ tends to zero, as a function of the pole excess in the original Laplace transfer function, i.e. the number of poles minus the number of zeros. These are presented in Table 2.1. They are all on the negative real axis (corresponding to Nyquist frequency). Odd pole excesses introduce an even number of zeros, half of which are inside the unit circle and the other half are outside the unit circle, located at the reciprocals of those inside. Even pole excesses introduce an odd number of zeros, and this extra one is asymptotically located at -1. Note that when two or more zeros have been introduced, at least one zero is outside the unit circle for reasonable sample rates, making a non-minimum phase system in Reference [3].

When there are zeros in the continuous time transfer function $G(s)$, there are images of these zeros in $G(z)$ called intrinsic zeros. Of course the original continuous time system
Table 2.1: Asymptotic zero locations outside and on the unit circle

<table>
<thead>
<tr>
<th>Pole Excess</th>
<th>Zero Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-1.0000</td>
</tr>
<tr>
<td>3</td>
<td>-3.7321</td>
</tr>
<tr>
<td>4</td>
<td>-9.8990, -1.0000</td>
</tr>
<tr>
<td>5</td>
<td>-23.2039, -2.3225</td>
</tr>
<tr>
<td>6</td>
<td>-51.2184, -4.5419, -1.0000</td>
</tr>
<tr>
<td>7</td>
<td>-109.3052, -8.1596, -1.8682</td>
</tr>
<tr>
<td>8</td>
<td>-228.5110, -13.9566, -3.1377, -1.0000</td>
</tr>
<tr>
<td>9</td>
<td>-471.4075, -23.1360, -4.9566, -1.6447</td>
</tr>
<tr>
<td>10</td>
<td>-963.8545, -37.5415, -7.5306, -2.5155, -1.0000</td>
</tr>
<tr>
<td>11</td>
<td>-1958.6431, -59.9893, -11.1409, -3.6740, -1.5123</td>
</tr>
</tbody>
</table>

might be non-minimum phase, and then the image of the zero in the right half of the \( s \)-plane will be mapped outside the unit circle in the \( z \)-plane.

### 2.3 Instability of Inverse Problems due to NMP Zeros

Very often, discrete time systems have zeros outside the unit circle, i.e. sampling or intrinsic non-minimum phase zeros. This means that the inverse problem is unstable, i.e. finding the input necessary to produce the desired output results in a control action that grows exponentially in magnitude with time. For example, as shown in Table 2.1, a system with pole excess of 3 has a sampling zero at -3.7321 asymptotically as sample rate tends to infinity, then the solution to the homogeneous difference equation consists a constant determined by initial conditions times -3.7321 (using the asymptotic value) to the \( k \)th power, where \( k \) is the time step number. This solution indicates that control action required growing exponentially and alternating in sign every time step, and the actuator will hit saturation after not that many time steps. Of course, control system designers would be happy to design systems that produce zero tracking error, but this is prevented by this instability.
Instead, control systems fail to produce the desired output as demonstrated by the achieved system bandwidth.
3.1 Introduction

For Non-Minimum Phase (NMP) systems, the required inputs found through standard inversion tend to be unbounded as described in the previous chapter, and cannot to be used in practice. There is an existing stable inverse theorem for NMP systems originated from References [3], [4], [5] and [6], which yield bounded inputs for output-tracking problems. Future information of the reference output trajectory is needed for the stable inverse method, which ensures stability by giving up causal characteristic, hence it is non-causal. Non-causal stable inverse is calculated offline given the need of the whole future information, Reference [6] proposed the preview-based stable inverse method in order to calculate the solution online using a finite time window rather than the whole trajectory.
3.2 Stable Inverse Theorem Scheme

The stable inverse theorem as applied to linear systems, can be described as follows:

**Problem Statement**

Consider a Single-Input-Single-Output (SISO) linear system

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t)
\end{align*}
\] (3.1)

where \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R} \) and \( y(t) \in \mathbb{R} \) are the state, input and output trajectories. Define the desired reference output trajectory \( y_d(t) \) satisfying \( y_d^{(i)} \in L_1 \cap L_\infty, i = 0, 1, ..., r \) where \( r \) is the relative degree of the system, i.e. the smallest positive integer such that \( CA^{r-1}B \neq 0 \).

**Definition** in References [3], [4], [5] and [6] For the system Equation 3.1, let the finite time reference trajectory \( y_d(t), t \in [t_i, t_f] \) to be tracked, if there exists a nominal input-state-output trajectory \([u_{ref}(t), x_{ref}(t), y_{ref}(t)]\) which

- Satisfies the system:

\[
\begin{align*}
\dot{x}_{ref}(t) &= Ax_{ref}(t) + Bu_{ref}(t) \\
y_{ref}(t) &= Cu_{ref}(t)
\end{align*}
\] (3.2) \( t \in (-\infty, +\infty) \)
• Yields the desired output exactly:

\[ y_{ref}(t) = y_d(t), \quad t \in [t_i, t_f] \]  \quad (3.3)

• \( u_{ref}(t), x_{ref}(t), \) and \( y_{ref}(t) \) are bounded for \( t \in (-\infty, +\infty) \) and satisfy

\[ u_{ref}(t) \to 0, \quad x_{ref}(t) \to 0, \quad y_{ref}(t) \to 0, \quad t \to \pm \infty \]  \quad (3.4)

then the input \( u_{ref}(t) \) is defined as the stable inverse input of the desired output \( y_d(t) \).

**Computation**

The relative degree of the system Equation 3.1 is \( r \), then keep differentiating the output till the input appears as follows

\[
\frac{d^r y(t)}{dt^r} = CA^r x(t) + CA^{r-1} Bu(t) = A_x x(t) + B_y u(t)
\]  \quad (3.5)

For the inverse problem, the input can be written as

\[ u(t) = B_y^{-1} \left( y^{(r)}(t) - A_x x(t) \right) \]  \quad (3.6)

where \( B_y \) is invertible since the well-defined relative degree assumption. In the ideal case, the stable inverse \( u(t) \) could be found by substituting \( Y^{(r)}(t) = Y_d^{(r)}(t) \) such that the exact output tracking could be achieved. Define the outer state as the function of the output and
its derivatives till \((r-1)^{th}\) order

\[
\xi(t) = \begin{bmatrix} y(t) & \frac{dy(t)}{dt} & \cdots & \frac{d^{r-1}y(t)}{dt^{r-1}} \end{bmatrix}^T
\]  

(3.7)

namely, \(\xi_i(t) = CA^{i-1}x(t), \quad i = 1, 2, \ldots, r\). Choose the inner states \(\eta(t)\) appropriately, such that the system state is decomposed into outer and inner states through an invertible linear transformation as follows

\[
\begin{bmatrix} \xi(t) \\ \eta(t) \end{bmatrix} = T_1 x(t)
\]  

(3.8)

Then the system Equation 3.1 could be rewritten in the new coordinates as

\[
\begin{align*}
\dot{\xi}(t) &= \hat{A}_1 \xi(t) + \hat{A}_2 \eta(t) + \hat{B}_1 u(t) \\
\dot{\eta}(t) &= \hat{A}_3 \xi(t) + \hat{A}_4 \eta(t) + \hat{B}_2 u(t)
\end{align*}
\]  

(3.9)

where

\[
\hat{A} = T_1 A T_1^{-1} = \begin{bmatrix} \hat{A}_1 & \hat{A}_2 \\ \hat{A}_3 & \hat{A}_4 \end{bmatrix}, \quad \hat{B} = T_1 B = \begin{bmatrix} \hat{B}_1 \\ \hat{B}_2 \end{bmatrix}, \quad \hat{C} = C T_1^{-1}
\]  

(3.10)

Substituting Equation 3.9 to Equation 3.6, get

\[
u(t) = B_y^{-1} (y^{(r)}(t) - A_\xi \xi(t) - A_\eta \eta(t))
\]  

(3.11)

where

\[
\begin{bmatrix} A_\xi & A_\eta \end{bmatrix} = A_x T_1^{-1}
\]  

(3.12)
To maintain the output tracking give the desired output $y_d(t)$, the input could be written

$$u(t) = B_y^{-1} \left( y_d^{(r)}(t) - A_\xi \xi_d(t) - A_\eta \eta(t) \right)$$  \hspace{1cm} (3.13)$$

since the outer state $\xi(t)$ is the function of the output only.

Substitute Equation 3.13 to the second equation of Equation 3.9, then one constructs the internal dynamics represented by

$$\dot{\eta}(t) = \hat{A}_\eta \eta(t) + \hat{B}_\eta Y_d(t)$$  \hspace{1cm} (3.14)$$

where

$$\hat{A}_\eta = \hat{A}_4 - \hat{B}_2 B_y^{-1} A_\eta, \quad \hat{B}_\eta = \begin{bmatrix} \hat{B}_2 B_y^{-1} & \hat{A}_3 - \hat{B}_2 B_y^{-1} A_\xi \end{bmatrix}, \quad Y_d = \begin{bmatrix} y_d^{(r)}(t) \\ \xi_d(t) \end{bmatrix}$$  \hspace{1cm} (3.15)$$

[6] states that finding the inverse input-state trajectory is equivalent to finding bounded solution to the system’s internal dynamics as Equation 3.14. If a bounded solution $\eta_d(t)$ could be found, then the stable inverse control is found through Equation 3.12 by replacing $\eta(t)$ with $\eta_d(t)$. The eigenvalues of the internal dynamic matrix coincide with the zeros of the original system Equation Equation 3.1. There exists a linear transformation $T_2$ such that the internal dynamics can be decoupled into the stable inner state equation and the unstable
inner state equation

\[
\begin{bmatrix}
\dot{\eta}_{ds}(t) \\
\dot{\eta}_{du}(t)
\end{bmatrix} =
\begin{bmatrix}
\hat{A}_{\eta s} & 0 \\
0 & \hat{a}_{\eta u}
\end{bmatrix}
\begin{bmatrix}
\eta_{ds}(t) \\
\eta_{du}(t)
\end{bmatrix} +
\begin{bmatrix}
\hat{B}_{\eta s} \\
\hat{B}_{\eta u}
\end{bmatrix} Y_d(t)
\] (3.16)

where

\[
\begin{bmatrix}
\eta_{ds}(t) \\
\eta_{du}(t)
\end{bmatrix} = T_2 \eta_d(t), \quad T_2 \hat{B}_{\eta s} = \begin{bmatrix} \hat{B}_{\eta s} \\ \hat{B}_{\eta u} \end{bmatrix}, \quad T_2 \hat{A}_{\eta} T_2^{-1} = \begin{bmatrix}
\hat{A}_{\eta s} & 0 \\
0 & \hat{A}_{\eta u}
\end{bmatrix}
\] (3.17)

Then the bounded solution to the internal dynamics can be found by a forward causal integration for the stable inner state part, while a backward non-causal integration for the unstable inner state part

\[
\begin{align*}
\eta_{ds}(t) &= \int_{-\infty}^{t} e^{\hat{A}_{\eta s}(t-\tau)} \hat{B}_{\eta s} Y_d(\tau) d\tau \\
\eta_{du}(t) &= -\int_{t}^{\infty} e^{-\hat{A}_{\eta u}(\tau-t)} \hat{B}_{\eta u} Y_d(\tau) d\tau
\end{align*}
\] (3.18)

After solving for the internal dynamics, then the stable inverse control solution can be found in these coordinates.

**Implementation**

Of course one cannot perform these integrals from minus infinity to plus infinity. Instead, start the forward integral from time \((t_i - \delta t_i)\) instead of minus infinity, and start the backward integral from \((t_f + \delta t_f)\). Pick \(\delta t_i\) large enough that it is beyond the settling time of the zeros in the left half plane, considered as poles. Pick \(\delta t_f\) large enough that it is beyond the settling
time of the zeros in the right half plane treated as poles, and going backward in time. As 
\( \delta t_i \) and \( \delta t_f \) tend to infinity the computation converges to the desired stable inverse solution. 
When these are not infinite, then the stable inverse obtained produces approximate tracking. 
How approximate is determined by how far beyond the settling times when these integrals start.

The above can be reformulated for discrete time systems in which case it handles both intrinsic sampling NMP zeros. In place of derivatives of the desired trajectory one uses analogous time shifts. The differentiability requirements of the desired trajectory no longer apply because the action is spread out over steps. Without the specified continuity in the time domain, the discrete time solution may require rather large wiggles. For particularly fast sample rates, these can be beyond the actuator limits, but the mathematics is happy to compute the results.
Chapter 4

New Results for Stable Inverses of

Discrete Time Systems

4.1 Introduction

Typical feedback control systems do not do what you ask them to do. The concept of bandwidth is created to describe up to what frequency such a system will do something reasonably close to the command. Various control approaches aim to fix this problem, and produce zero tracking error flowing the commanded trajectory. These include Iterative Learning Control (ILC), Repetitive Control (RC), one step ahead control, indirect adaptive control, etc. Each aims to produce that input command that produces the desired output, i.e. solve the inverse problem. To implement such control laws, one must use discrete time models which represent the continuous world with inputs coming through a zero-order hold. Assume a one-time step delay through the system, since the time lag from the change in
input at a given time step to the first time step influenced in the output should be one. Thus, new zeros are introduced during the discretization, and these are termed sampling zeros. When two or more zeros have thus been introduced, at least one zero is out the unit circle for reasonable sample rates, making a non-minimum phase system. The inverse problem makes these zeros into poles, producing an unstable control action. References [1] and [2] tell the asymptotic locations of the zeros introduced as the sample time interval tends to zero, for each value of pole excess (relative degree), i.e. the number of poles minus the number of zeros. Of course, the original continuous time system might be non-minimum phase, and then the image of the zero(s) in the right half of the $s$-plane will be mapped outside the unit circle in the $z$-plane. Such zeros are termed intrinsic zeros, and again they make the inverse problem unstable.

There is an existing stable inverse theorem developed to address this problem as presented in the previous chapter. The author and co-workers have developed a series of new stable inverses presented in this chapter address this instability problem in a different way, and in a way that is more practical for implementation. There are seven new stable inverse laws, three for each of the modified problem statements. One factors the matrix $P$ into a product of a matrix or matrices for the zeros outside, times a matrix related to all poles and zeros that are inside the unit circle. These stable inverses are referred to as Longman JiLLL stable inverses, where JiLLL refers to people who have contributed to the results: Xiaoyqiang Ji, Te Li, Yao Li, and Peter LeVoci. The notation for each stable inverse is Longman JiLLL FI, NI, FS, NS – FI for solution of the initial delete problem factored, NI for not factored, and FS for solution of the skip step problem factored, NS for not factored. And the last stable inverse solution is referred as the ”clean” solution. See References [36],
4.2 The System and Its True Inverse

Suppose we are given a continuous time transfer function $G(s)$ or equivalently a state space differential equation, having a zero-order hold input, and we convert it to a discrete time transfer function $G(z)$ or a discrete time difference equation. Consider single-input, single-output systems expressed as $n^{th}$ order difference equation

$$y[k+n] + a_1 y[k+(n-1)] + \cdots + a_n y[k] = b_1 u[k+(n-1)] + b_2 u[k+(n-2)] + \cdots + b_n u[k]$$

(4.1)

Or equivalently, with a time backward-shift operator $z^{-1}\{f(k)\} = f(k-1)$, one gets

$$[1 + a_1 z^{-1} + \ldots + a_n z^{-n}]\{y(k+n)\} = [b_1 + \ldots + b_n z^{-(n-1)}]\{u(k+n-1)\}$$

(4.2)

In the contest of linear discrete time-invariant systems, use of the $z^{-1}\{\cdot\}$ operator and the $z$-transform variable can often be done interchangeably. We term the roots of the right hand side polynomial in the bracket as the zeros, and correspondingly the roots of the left hand side as poles. Generically, the discretization process will introduce the number of extra zeros needed to produce the power $n - 1$ in the right hand polynomial.

Equivalently, the state realization of Equation 4.1 is

$$x(k+1) = Ax(k) + Bu(k); \quad y(k) = Cx(k)$$

(4.3)
with

\[
A = \begin{bmatrix}
0 & 1 & 0 & \cdots \\
\vdots & 0 & \ddots & \vdots \\
0 & \vdots & \cdots & 1 \\
-a_n & -a_{n-1} & \cdots & -a_1
\end{bmatrix}, \quad
B = \begin{bmatrix}
0 \\
\vdots \\
0 \\
1
\end{bmatrix}, \quad
C = \begin{bmatrix}
b_n & b_{n-1} & \cdots & b_1
\end{bmatrix}
\]

(4.4)

where \(A \in \mathbb{R}^{nxn}\), \(B \in \mathbb{R}^{nx1}\), \(C \in \mathbb{R}^{1xn}\). By iterating the solution of Equation 4.1 through \(p\) time steps, one could package the relationship between the \(p\)-step input history and the \(p\)-step output history

\[
y = Pu + \bar{A}x(0)
\]

(4.5)

where \(u = [u(0) \ u(1) \ \cdots \ u(p-1)]^T\), \(y = [y(1) \ y(2) \ \cdots \ y(p)]^T\), and \(x(0)\) is an initial condition, \(\bar{A}\) is an observability matrix, and \(P\) is a lower triangular Toeplitz matrix

\[
P = \begin{bmatrix}
CB & 0 & \cdots & 0 \\
CAB & CB & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
CA^{p-1}B & CA^{p-2}B & \cdots & CB
\end{bmatrix}, \quad
\bar{A} = \begin{bmatrix}
CA \\
CA^2 \\
\vdots \\
CA^p
\end{bmatrix}
\]

(4.6)

Note that in Equation 4.5, the output can be divided into two parts, the zero state response \(Pu\), and the zero input response \(\bar{A}x(0)\).

Then the true unique solution to the inverse problem is given as

\[
u^* = P^{-1}[y^* - \bar{A}x_0]
\]

(4.7)
where $y^*$ denotes the desired output trajectory. The inverse $P^{-1}$ is guaranteed to exist since all the eigenvalues of matrix $P$ are $CB > 0$. This is nonzero as a result of the assumption of one time-step delay through the system.

For the purpose of illustration, consider a third order continuous time system $G(s)$ with pole excess of three, and it is a reasonable model of the input-output relationship for all axes of a robot at NASA Langley Research Center. Two zeros are introduced during the discretization process. References [1] and [2] tell that one zero is inside and unit circle and the other one is outside, with asymptotical location $-3.7321$ as the sample time interval tends to zero. Thus, when aim to solve the inverse problem, there is one term in the solution of the corresponding homogeneous equation as $c(-3.7321)^k$, and could be interpreted as that the needed control action grows exponentially alternating sign each time step. This is shown in Figure 4.1 computed for 100Hz sample rate and a simple desired trajectory. The
instability presented here, must lie in $P^{-1}$ matrix. Equation 4.5 gives

$$\|u^*\| \leq \|P^{-1}\| \|y^*\| + \|P^{-1}\| \|Ax_0\|$$

(4.8)

where $\|\cdot\|$ denotes the vector norm and the corresponding matrix norm. We know that as the dimension $p$ increases, $u^*$ grows exponentially, and this growth must be the result of this inverse matrix. Suppose the system matrix $A$ is diagonalizable as: $A = M \Lambda M^{-1}$, where $M$ is the square matrix whose columns are eigenvectors of $A$ and $\Lambda$ is the diagonal matrix whose diagonal elements are the corresponding eigenvalues, i.e. $\Lambda_{ii} = \lambda_i$, $i = 1, 2, ..., n$ and $|\lambda_{\text{max}}| < 1$ because we consider only asymptotically stable systems. Then

$$\|Ax_0\| \leq \sum_{k=1}^{p} |CA^kx_0|$$

$$\leq \sum_{k=1}^{p} |CMA^kM^{-1}x_0| = \sum_{k=1}^{p} |CA^kx_0|$$

(4.9)

$$\leq \left( n \max_i |\hat{C}_i| \cdot \max_i |\bar{x}_{0,i}| \right) \cdot \sum_{k=1}^{p} |\lambda_{\text{max}}|^k = \mu |\lambda_{\text{max}}|^{1 - |\lambda_{\text{max}}|^p}$$

It is clear that $Ax_0$ has an upper bound independent of dimension $p$. The $y^*$ is the norm of the desired output trajectory which we are free to pick so that it avoids any exponential growth with time. If $A$ is not diagonalizable, the use of Jordan form gives us a similar result. We conclude that the instability of the solution in Equation 4.7, i.e. the exponential growth in the required control action producing the desired output trajectory must the matrix inverse norm. We are free to pick the matrix norm as that induced by the Euclidian vector norm, i.e. $\|P^{-1}\| = \sigma_{\text{min}}^{-1}$, where $\sigma_{\text{min}}$ is the least singular value of $P$ matrix. In other words, as the dimension of matrix $P$ increases, $\sigma_{\text{min}}$ decays exponentially.
Properties of Matrix $P$

The singular value decomposition of matrix $P = USV^T$ has various special properties.

- Reference [42] presents the relationship between singular values and singular vectors of matrix $P$ and the frequency response of the system whose transfer function is denoted by $G(z)$. Its frequency response version is $G(e^{i\omega T}) = M(\omega)e^{i\theta(\omega)}$. For $p$ step long signal $u$, the Discrete Fourier Transform (DFT) can be used to find its frequency content

$$U(e^{i\omega_0 n}) = \sum_{k=1}^{p-1} u(k)(e^{i\omega_0 n})^{-k}$$

$$\omega = (2\pi/p)n = \omega_0 n, \quad n = 0, 1, \ldots, p - 1 \quad (4.10)$$

Define $z_0 = e^{i\omega_0}$, $U_n = U(e^{i\omega_0 n}) = U(z_0^n)$, and the DFT matrix is

$$H = \begin{bmatrix}
(z_0^0) & (z_0^{-1}) & \ldots & (z_0^{-(p-1)}) \\
(z_0^1) & (z_0^{-1}) & \ldots & (z_0^{-(p-1)}) \\
\vdots & \vdots & \ddots & \vdots \\
(z_0^{p-1}) & (z_0^{-(p-1)}) & \ldots & (z_0^{-(p-1)})
\end{bmatrix} \quad (4.11)$$

The Inverse DFT is generated using $H^{-1} = (1/p)(H^*)^T$, where the superscript asterisk denotes the complex conjugate. Now, assuming zero initial conditions, $y = Pu$. Multiplying on the left by $H$ on both sides, and inserting $H^{-1}H$ in front of $u$ produces

$$Y = EU; \quad E = (1/p)HP(H^*)^T = \hat{H}P(H^*)^T \quad (4.12)$$
Then $E$ gives the relationship between the frequency components of the input and the frequency components of the output. The $H^*$ represents $H$ with the complex columns and rows normalized to unit length: $\hat{H} = (1/p)H$, $\hat{H}^{-1} = (\hat{H}^*)^T$. As trajectory gets long, the $E$ converges to the systems frequency response given by

$$E = \text{diag} \left( \begin{array}{cccc} M_0 e^{i\theta_0} & M_1 e^{i\theta_1} & \ldots & M_{p-1} e^{i\theta_{p-1}} \end{array} \right) \quad (4.13)$$

Since all of the attenuation or amplification information is contained in $M_n$ and $\Sigma$, by deleting both, the phase information can be determined as

$$\text{diag} \left( \begin{array}{cccc} e^{i\theta_0} & e^{i\theta_1} & \ldots & e^{i\theta_{p-1}} \end{array} \right) = \hat{H} U V^T (\hat{H}^*)^T \quad (4.14)$$

One observes that these singular vectors are close to being sinusoids, and one can identify the frequency by taking the DFT of the vector. Because these vectors also have to handle transients from the zero initial conditions, there are some end effects.

- **Steady state frequency response** would require two identical singular values for each frequency. Often, the DFT of the singular vectors has a peak with only one frequency in it, every other vector, and the DFT of the next vector has two frequencies in the peak mixing the last frequency and the next frequency.
- **Reference [43]** shows that the $i^{th}$ input singular vector is equal to plus or minus the $i^{th}$ output singular vector in reverse time order. So the phase of these two vectors has to be chosen so that this process produces the correct phase change for the associated frequency.
• As the number of time steps \( p \) is finite, the singular values and singular vectors need not perfectly represent the frequency response, but the magnitude response remains very good to relatively small values of \( p \). One can create a circulant form of matrix \( P \), by using the first column shifted downward with entries that leave the matrix at the bottom, entering at the top, filling up the upper triangular part of the matrix. The singular value decomposition of this matrix precisely gives the steady state frequency response. It has eliminated the influence of starting from zero initial conditions associated with the original \( P \).

The Signature of Instability in the System Matrix

Figure 4.2 shows the smallest singular value and the next to the smallest singular value of \( P \) as a function of the size \( p \) of this matrix, i.e. the number of time steps in the desired trajectory. The next to the smallest singular value after the dimension gets above 10 becomes the steady state magnitude frequency response for the highest frequency visible in \( p \) time steps of data. The last singular value is not related to frequency response. Instead it has the slope shown by the solid line, given by the reciprocal of the absolute value of the outside zero location to power \( p \). Note that after dimension about 35, Matlab is no longer able to compute the singular value due to word length limitations. One can use the slope to extrapolate to find the true value.

Figure 4.3 shows all singular values of matrix \( P \) for the 3\(^{rd} \) order problem sampled at 100Hz. Note that there is a singular value that is very small near the bottom right corner of the plot. This corresponds to the zero location outside the unit circle. The remaining
singular values that use the same symbol are shown and compared to the solid at the discrete frequencies one can see in \( p \) time steps. Notice that there is very little difference between theses, so that one can recognize the singular value related to the zero location.

Figure 4.4 shows the output singular vector in \( U \) associated with the zero. The plot shows the absolute value of the vector components versus time step, on a dB scale. This vector is associated with early time steps in the output. Note that the decay of these components with time, match the decay of the reciprocal of the absolute value of the zero location to the power of the time step. Figure 4.5 shows the corresponding input singular vector which grows with the slope of the absolute value of the zero location to the power of the time step. This means that to fix an error component on the output singular vector that is near the beginning of the trajectory, one needs to apply a control that can be small at the start but grows exponentially with time. This is the unstable inverse, seen in singular value space. Again, notice that Matlab has numerical error from the finite word length that prevents accurate computation of these components when the values reach a numerical zero. These plots give clean examples. For a \( 7^{th} \) order pole excess there will be 3 zeros outside, and Matlab can distinguish the individual slopes only up to a matrix size of about 10 by 10, and after that strange distortions occur.

Conclusion: The signature in the \( P \) matrix of one zero outside the unit circle, with corresponding instability of the inverse system, is (1) A linear decay on a log scale of a singular value as a function of matrix size \( p \). (2) A corresponding pair of input and output singular vectors which have opposite slopes, with the input singular vector growing linearly with time step on a log scale. If we find a system “inverse” with the property that it produces zero error at the time steps addressed, and has no singular values and singular vector pair of
Figure 4.2: The smallest singular value and the next to smallest singular value as a function of the dimension of $p$

Figure 4.3: The singular values of matrix $P$ compared to discrete magnitude frequency response
Figure 4.4: Magnitudes of the components of last output singular vector of $P$, also shown magnitudes of reciprocal of zero and zero location to the $k^{th}$ power with pole excess 3

Figure 4.5: Magnitudes of the components of last input singular vector of $P$, also shown magnitudes of reciprocal of zero and zero location to the $k^{th}$ power with pole excess 3
the above kind, then we have generated a zero error stable inverse to the unstable inverse problem.

### 4.3 New Stable Inverses

We can consider two kinds of inverse problems. (1) Given a desired $p$ time-step trajectory starting from a given initial condition, find the needed input $p$ time-step history to produce this output. This is a batch computation made before running the control system. (2) The second version tries to address the problem of making a control system give perfect tracking in real time to whatever command one wants to make in the next time step.

Since the actual solution to (1) for large classes of systems gives an unstable control, something must be relaxed about the statement of the problem in order to produce a stable inverse. What aspects are relaxed is different for the different stable inverses discussed here. Regarding (2), some discussion is given of different approaches trying to make steps toward somehow using the solution for (1) to address (2).

The new stable inverse results described here, define the stable inverse problem differently. All problems posed in discrete time. The emphasis is on addressing the non-minimum phase zeros introduced by discretization, but the methods developed work on intrinsic zeros as well (with some differences in the properties of the solutions regarding relationship to frequency response).
The Problem Statement

• **Initial Problem Statement.** Given a SISO discrete time system, given the initial condition \( x(0) \), and given a desired \( p \) time-step output history \( y^*(k) \) for \( k = 1, 2, \ldots, p \), find the input history \( u(k) \) for \( k = 0, 1, \ldots, p - 1 \) that will produce this output. The time delay through the system is assumed to be one time step, simple modifications treat other delay values.

• **Modified Problem Statement No.1 (Initial Delete).** Find the input history \( u(k) \) for \( k = 0, 1, \ldots, p - 1 \) that produces desired output history for \( k = 1 + n_o, 2, \ldots, p \). The number \( n_o \) is the number of zeros of the discrete time transfer function outside the unit circle. The first modified problem statement is called initial deletion method, and the second below is called the skip step method. One way to consider the second method is: given a desired trajectory \( p \) steps long, in the case of a single zero outside the unit circle, double the sample rate but only ask for zero error at the original sample times. Control updates are made every time step at the doubled rate. If the number of zeros outside is 2, then introduce two sample times between each of the original sample times. One can think of this as creating a generalized hold that involves one or more extra zero order holds each times step.

• **Modified Problem Statement No.2 (Skip Step).** Let \( p = (n_o + 1)p^* \) where \( p^* \) is the number of original time steps, and \( p \) is the number of time steps after introducing \( n_o \) steps between each of the original time steps. Find input history at all time steps \( u(k) \) for \( k = 0, 1, \ldots, p - 1 \), to produce zero error at the original time steps, \( y^*(k(n_o + 1)) \) for \( k = 1, 2, \ldots, p^* \).
A Factorization of the System Matrix $P$

In order to develop the stable inverses, we first create a factorization of the system matrix

$$P = P_0 P_1$$  \hspace{1cm} (4.15)

where the $P_I$ matrix models all dynamics of zeros inside the unit circle in and all of the poles of Equation 4.1, since it is assumed asymptotically stable. Matrix $P_O$ models all zeros outside, which can be sampling zeros, intrinsic zeros, or both.

The Simplest Case: One Zero Outside the Unit Circle  To understand the nature of these matrices, consider a 3rd order discrete time system, which is the simplest system for which one encounters the problem of an unstable inverse due to sampling zeros,

$$y(k+3) + a_1 y(k+2) + a_2 y(k+1) + a_3 y(k) = b_1 u(k+2) + b_2 u(k+1) + b_3 u(k)$$  \hspace{1cm} (4.16)

On the right-hand side, two sampling zeros have been introduced during the discretization process. [1],[2] indicates that one zero is inside the unit circle and the other one is outside for reasonable sample rates, with asymptotic locations -3.7321 and its inverse as the sample time interval tends to zero. One can convert Equation 4.16 to its equivalent state realization, and find the corresponding $P$ matrix where

$$A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -a_3 & -a_2 & -a_1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} b_3 & b_2 & b_1 \end{bmatrix}$$  \hspace{1cm} (4.17)
Write Equation 4.16 in the above operator form so that the zero’s polynomial can be factored

\[
[1 + a_1 z^{-1} + a_2 z^{-2} + a_3 z^{-3}] \{y(k + 3)\} = [b_1 + b_2 z^{-1} + b_3 z^{-2}] \{u(k + 2)\} = b_1 ((1 - z_O z^{-1})(1 - z_I z^{-1})) \{u(k + 2)\}
\]

(4.18)

where \(z_O\) denotes the zero outside the unit circle, i.e. with magnitude greater than one, and \(z_I\) denotes the zero outside. Note that \(b_2 = -b_1 (z_I + z_O)\) and \(b_3 = b_1 z_O z_I\).

To produce the \(P_I\) matrix that models the zero inside and all poles, while matching the coefficients of \(u(k)\), we define difference equation

\[
[z^3 + a_1 z^2 + a_2 z^1 + a_3] \ \{y_I(k)\} = b_1 (-z_O)(z - z_I) \ \{u(k)\}
\]

(4.19)

where \(y_I\) is an intermediate artificial output. To convert this difference equation to state-space form, again define an intermediate variable \(\bar{y}_I(k)\) which is the solution of

\[
[z^3 + a_1 z^2 + a_2 z^1 + a_3] \ \{\bar{y}_I(k)\} = u(k)
\]

(4.20)

This is converted to state space form using the state definition

\[
x_I(k) = \begin{bmatrix}
\bar{y}_I(k) \\
\bar{y}_I(k + 1) \\
\bar{y}_I(k + 2)
\end{bmatrix}
\]

(4.21)

Then the solution to difference Equation 4.19 is written in terms of these state variables by
superposition

\[ y_I(k) = b_1(-z_O)\bar{y}_I(k+1) + b_3\bar{y}_I(k) \]  \hspace{1cm} (4.22)

Note for the future use, that the actual output is

\[ y(k) = b_1\bar{y}_I(k+2) + b_2\bar{y}_I(k+1) + b_3\bar{y}_I(k) \]  \hspace{1cm} (4.23)

Hence, the state space realization of Equation 4.19 is

\[
A_I = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-a_3 & -a_2 & -a_1
\end{bmatrix}, \quad B_I = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}, \quad C_I = \begin{bmatrix}
b_3 & b_1(-z_O) & 0
\end{bmatrix}
\]  \hspace{1cm} (4.24)

This differs from the original \( P \) matrix for the system which has one time-step delay with diagonal terms \( CB \) nonzero. From Equation 4.16 the \( P_I \) matrix must have two time steps delay meaning that \( C_I B_I \) is zero (which can be checked using Equation 4.23). Hence,

\[
P_I = \begin{bmatrix}
C_I A_I B_I & 0 & \cdots & 0 \\
C_I A_I^2 B_I & C_I A_I B_I & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
C_I A_I^p B_I & \cdots & C_I A_I^2 B_I & C_I A_I B_I
\end{bmatrix}
\]  \hspace{1cm} (4.25)

and the inverse of \( P_I \) is guaranteed to exist.
Compare Equation 4.18 and Equation 4.19, by superposition one has

\[ y(k) = -(1/z_O)(z - z_O) \{ y_I(k) \}, \quad y(k) = y_I(k) - (1/z_O)y_I(k + 1) \] (4.26)

In matrix form,

\[
y = P_O y_I, \quad P_O = \begin{bmatrix} -1/z_O & 0 \\ 1 & \ddots \\ 0 & \ddots & -1/z_O \end{bmatrix}
\] (4.27)

where \( P_O \) is a bi-diagonal Toeplitz matrix, \( y \) and \( y_I \) are full time histories of sequences. Before proceeding, observe the relationship between initial conditions \( x_O = \begin{bmatrix} y(-2) & y(-1) & y(0) & u(-2) & u(-1) \end{bmatrix}^T \) of \( y(k) \) for Equation 4.18 that are prescribed for the original physical system, and the initial conditions \( x_{IO} = \begin{bmatrix} y_I(-2) & y_I(-1) & y_I(0) \end{bmatrix}^T \) of \( y_I(k) \) in Equation 4.19 as related to \( x_O \), and \( \bar{x}_{IO} = \begin{bmatrix} \bar{y}_I(-2) & \bar{y}_I(-1) & \bar{y}_I(0) \end{bmatrix}^T \) of \( \bar{y}_I(k) \) in Equation 4.20 also related to \( x_O \).

Combining Equation 4.21 and Equation 4.23, setting \( k = 0, 1, 2, \ldots \) and solving recursively
for $\bar{y}_I(1)$ and $\bar{y}_I(2)$ in Equation 4.20, produced the relationship between $\bar{x}_{IO}$ and $x_O$ as

$$\bar{x}_{IO} = \bar{x}_I T_X \cdot x_0$$

$$\bar{x}_I T_X = \tilde{T}_1^{-1} \tilde{T}_2$$

$$\tilde{T}_1 = \begin{bmatrix}
  b_3 & b_2 & b_1 \\
  -a_3 b_1 & b_3 - a_2 b_1 & b_2 - a_1 b_1 \\
  b_1 a_1 a_3 - a_3 b_2 & b_1 a_1 a_2 - a_3 b_1 - a_2 b_2 & b_1 a_1^2 - a_2 b_1 - a_1 b_2 + b_3
  
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & -b_1 & 0 \\
  0 & 0 & 1 & a_1 b_1 - b_2 & -b_1
\end{bmatrix}$$

$$\tilde{T}_2 = \begin{bmatrix}
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & -b_1 & 0 \\
  0 & 0 & 1 & a_1 b_1 - b_2 & -b_1
\end{bmatrix}$$

Note from the right hand side of this equation, that the initial conditions $y(-1)$ and $u(-2)$ are interchangeable, as well as the initial conditions $y(0)$, $u(-2)$ and $u(-1)$. Similarly, one could relate $\bar{x}_{IO}$ and $x_{IO}$ as

$$\bar{x}_{IO} = \bar{x}_I T_{x_I} \cdot x_{IO}$$

$$\bar{x}_I T_{x_I} = \begin{bmatrix}
  b_3 & b_1(-z_O) & 0 \\
  0 & b_3 & b_1(-z_O) \\
  b_1(-z_O)a_3 & b_1(-z_O)a_2 & b_3 + b_1 z_O a_1
\end{bmatrix}^{-1} \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & b_1 z_O \\
  0 & 0 & 1 & 0
\end{bmatrix}$$

With the relations above, one could always set the corresponding initial conditions, given the initial conditions prescribed by the original physical problem.

**General Case: More Than One Zero Outside the Unit Circle**  Consider a general $n^{th}$ order system as in Equation 4.1 and Equation 4.2. Among the $n - 1$ zeros of the right
hand side polynomial, let the number of zeros inside the unit circle be \( m \), then the number of zeros outside is \( n - 1 - m \), including sampling zeros, intrinsic zeros, or both. We do not consider the case of zeros on the unit circle. We now generalize the factorization of matrix \( P \) to handle multiple zeros outside the unit circle.

- Factor the polynomials in the right hand side of Equation 4.2 grouped into factors with zeros outside, and factors with zeros inside

\[
[z^n + a_1 z^{n-1} + \ldots + a_n] \{y(k)\} = b_1 \prod_{i=1}^{m} (z - z_{O_i}) \prod_{i=1}^{n-1-m} (z - z_{I_i}) \{u(k)\}
\]

(4.30)

- Define an artificial intermediate output \( y_I \) of the system matrix \( P_I \) modeling dynamics of all zeros inside the unit circle and all poles. And keep the coefficients of \( u(k) \) unchanged,

\[
z^n + a_1 z^{n-1} + \ldots + a_n \{y_I(k)\} = b_1 \prod_{i=1}^{m} (-z_{O_i}) \prod_{i=1}^{n-1-m} (z - z_{I_i}) \{u(k)\}
\]

(4.31)

\[
= c_{m+1} u[k + (n - m - 1)] + \ldots + c_{n-1} u[k + 1] + b_n u[k]
\]

This is equivalently expressed in difference equation from as

\[
y[k + n] + a_1 y[k + (n - 1)] + \ldots + a_n y[k] = c_{m+1} u[k + (n - m - 1)] + \ldots + c_{n-1} u[k + 1] + b_n u[k]
\]

(4.32)
The $P_l$ matrix relating $y_l = P_l u$ is

\[
P_l = \begin{bmatrix}
C_I A_I^m B_I & 0 & \ldots & 0 \\
C_I A_I^{m+1} B_I & C_I A_I^m B_I & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
C_I A_I^{p+m-1} B_I & \ldots & C_I A_I^{m+1} B_I & C_I A_I^m B_I 
\end{bmatrix}
\]  \hspace{1cm} (4.33)

where

\[
A_I = \begin{bmatrix}
0 & 1 & 0 & \ldots \\
\vdots & 0 & \ddots & \vdots \\
0 & \vdots & \cdots & 1 \\
-a_n & -a_{n-1} & \cdots & -a_1 
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
\vdots \\
0 \\
1 
\end{bmatrix}
\]  \hspace{1cm} (4.34)

\[
C_I = \begin{bmatrix}
b_n & \cdots & c_{m+1} & 0 & \cdots 
\end{bmatrix}
\]

• To develop $P_O$, from Equation 4.30 and Equation 4.31, write

\[
y(k) = \frac{\prod_{i=1}^{m} (z - z_{O_i})}{\prod_{i=1}^{m} (-z_{O_i})} \{y_I(k)\} = \prod_{i=1}^{m} \left( -\frac{1}{z_{O_i}} z + 1 \right) \{y_I(k)\} \]  \hspace{1cm} (4.35)
In matrix form,
\[ P_O = \prod_{i=1}^{m} P_{O,i} \]
\[
= \prod_{i=1}^{m} \begin{bmatrix}
-\frac{1}{z_{O,i}} & 0 \\
1 & \ddots \\
0 & \ddots & -\frac{1}{z_{O,i}}
\end{bmatrix}
= \begin{bmatrix}
d_1 & 0 \\
\vdots & \ddots \\
d_m & \ddots \\
1 & \ddots & \ddots \\
0 & 1 & d_m & \cdots & d_1
\end{bmatrix} \in \mathbb{C}^{p \times p}
\]

(4.36)

As a result, \( P_O \) is the matrix product of a number of bi-diagonal Toeplitz matrices, one for each of the \( m \) zeros outside the unit circle, each \( P_{Oi} \) models the dynamics of the corresponding \( i^{th} \) zero, which could be complex or real.

Of course, the inverse \( P_I^{-1} \) exists and does not have any instability associated with it. This then can cancel everything inside the unit circle, and it is the treatment of the zeros outside that must handle the issue of creating a stable inverse. Note that this section established the existence of the factorization. Note that one may compute the factor for the zeros outside from the known \( P \) and \( P_I \), using \( P_O = P P_I^{-1} \).
The Stable Inverse Law for Initial Delete using Factored Form

(Longman-JiLLL FI)

This stable inverse address the following class of problems. The discrete time system of the form of Equation 4.1, Equation 4.2 is an asymptotically stable single input, single output system, with \( n - 1 \) zeros, \( m > 0 \) of them are outside the unit circle and there is no zero on the unit circle. This means that the inverse problem for zero error at all time steps produces an unstable control action. The zeros outside can be sampling zeros or intrinsic zeros, or both, and can be either real or complex.

Instability of the control action is immediately known from the right hand side of Equation 4.2 when there is a zero outside the unit circle. The solution of the homogeneous equation that must be solved for the control contains a term that is a constant times the zero location to the power of the time step. In the inverse of the Toeplitz matrix the instability can be observed in several ways as discussed in Reference [38], but the most obvious and fundamental is the change in the minimum singular value of the matrix \( P \) as the dimension of \( P \) increases by one. As discussed in relation to Equation 4.8, the inverse must have a singular value that increases every time the matrix dimension is increase. If this increase in singular value with dimension of \( P \) is eliminated, then the instability of the inverse has been addressed.

For a system with \( m \) zeros outside the unit circle, the stable inverse method presented this section will produce a stable inverse that produced zero error at all time steps except for the first \( m \) time step. The error at these time steps is determined by a pseudo-inverse of an underspecified set of equations, with corresponding minimum norm properties of the
appropriate variable history.

**Computation** Produce the factorization $P = \prod_{i=1}^{m} P_{Oi}P_{I}$ where the index number $i$ starts from 1 at the right. Delete the first $i$ initial rows and $i - 1$ initial columns in $P_{Oi}$ matrix to produce $P_{Od,i}$, and delete the same number $m$ rows from the beginning of the desired trajectory to form $y_d^*$. The the stable inverse is given by

$$u = P_I^{-1} \prod_{i=1}^{m} P_{Od,i}^H \left[ y_d^* - (\bar{A}x(0))_d \right]$$

(4.37)

where the index number $i$ from 1 at the left and $P_{Od,i}^H$ is the Moore-Penrose pseudo-inverse of $P_{Od,i}$.

- **Case $m = 1$:** For $m = 1$, $P_O$ is of the form as in Equation 4.35. Then

$$P_{Od} = \begin{bmatrix}
1 & -1/z_O & 0 \\
& \ddots & \ddots \\
0 & 1 & -1/z_O
\end{bmatrix} \in C^{(p-1)\times p}$$

(4.38)

Take the product of $P_{Od}$ with its conjugate transpose $P_{Od}^H$ to form a tri-diagonal Toeplitz matrix $P_T$

$$P_T = P_{Od}P_{Od}^H = \begin{bmatrix}
1 + 1/z_Oz_O^* & -1/z_O^* & 0 \\
-1/z_O^* & \ddots & \ddots \\
& \ddots & \ddots & -1/z_O^* \\
0 & -1/z_O^* & 1 + 1/z_Oz_O^*
\end{bmatrix} \in C^{(p-1)\times(p-1)}$$

(4.39)
Reference [44] presents the eigenvalues and associated eigenvectors for such a tri-diagonal matrix, and has the potential to be generalized by [45], [46], and [47]. Here we sketch the calculation. Let \( \lambda \) represent an eigenvalue of \( P^T \) and \( q \) the corresponding eigenvector with components \( q = [q_1 \ q_2 \ \ldots \ q_{p-1}]^T \). From the definition of the eigenvalue problem \( P^Tq = \lambda q \), we could form a system of equations and combine into one single difference equation by setting \( q_0 = q_p = 0 \).

\[
-\frac{1}{z_O^*}q_{k-1} + \left(1 + \frac{1}{z_O z_O^*} - \lambda\right) q_k + \left(-\frac{1}{z_O}\right) q_{k+1} = 0, \quad k = 1, \ldots, p - 1 \quad (4.40)
\]

The solution to Equation 4.40 is \( q_k = C_1 m_1^k + C_2 m_2^k \) where \( m_1, m_2 \) are roots of \( \left(-\frac{1}{z_O}\right) m^2 + \left(1 + \frac{1}{z_O z_O^*} - \lambda\right) m + \left(-\frac{1}{z_O}\right) = 0 \) and it can be proven that these two cannot be equal. \( C_1 \) and \( C_2 \) are arbitrary constants satisfying the boundary conditions \( C_1 + C_2 = 0 \) and \( C_1 m_1^p + C_2 m_2^p = 0 \). Use these equalities to get the relation \( \left(\frac{m_1}{m_2}\right)^p = 1 \) and knowing the product \( m_1 m_2 = 1 \), we solve for roots

\[
m_1 = e^{ij \pi/p}, \quad m_2 = e^{-ij \pi/p}, \quad j = 1, 2, \ldots, p - 1 \quad (4.41)
\]

The relation between roots \( m_1, m_2 \) and \( \lambda \) seen from Equation 4.40 produces the closed from of \( p - 1 \) eigenvalues

\[
\lambda_j = \left(1 + |z_O|^{-2}\right) + 2|z_O|^{-1} \cos \frac{j \pi}{p}, \quad p = 1, 2, \ldots, p - 1 \quad (4.42)
\]
and it is clear that all eigenvalues of $P_T$ are bounded by

\[(1 - |z_0|^{-1})^2 < \lambda_j < (1 + |z_0|^{-1})^2, \quad j = 1, 2, ..., p - 1\]  \hspace{1cm} (4.43)

It is well known that the singular values $\sigma_j$ of $P_{Od}$ and the eigenvalues $\lambda_j$ of $P_T$ (the product of $P_{Od}$ and its conjugate transpose) are related by $\sigma_j = \sqrt{\lambda_j}$. Hence, all the singular values of $P_{Od}$ are bounded as

\[(1 - |z_0|^{-1}) < \sigma_j < (1 + |z_0|^{-1}), \quad j = 1, 2, ..., p - 1\] \hspace{1cm} (4.44)

and both lower and upper bounds are independent of the dimension $p$ of matrix $P$.

Rearrange Equation 4.34 and $\hat{u} = P_I u$, to produce

\[
\hat{u} = P_{Od}^\dagger \left[ y^*_d - (\bar{A}x(0))_d \right]
\] \hspace{1cm} (4.45)

Then $\hat{u}$ is bounded according to

\[
\|\hat{u}\| = \left\| P_{Od}^\dagger [y^*_d - (\bar{A}x(0))_d] \right\|
\leq \left\| P_{Od}^\dagger \right\| \left\| y^*_d \right\| + \left\| P_{Od}^\dagger \right\| \left\| (\bar{A}x(0))_d \right\| = |\sigma_{\min}^{-1}| \left( \left\| y^*_d \right\| + \left\| (\bar{A}x(0))_d \right\| \right)
\leq \left( 1 - \frac{1}{|z_0|} \right) \left( \left\| y^*_d \right\| + \left\| (\bar{A}x(0))_d \right\| \right)
\] \hspace{1cm} (4.46)

Then Bounded-Input-Bounded-Output stability theorem for asymptotically stable time invariant systems shows that $\|u\|$ is bounded as well. There is no exponential growth with dimension.
• **Case:** for any \( m \) To generalize the above analysis, simply use

\[
\| \hat{u} \| \leq \prod_{i=1}^{m} \left\| P_{O_d,i}^\dagger \right\| \left( \| u_d^* \| + \| (\bar{A}x(0))_d \| \right)
\]  

(4.47)

where the norms \( \left\| P_{O_d,i}^\dagger \right\| \) for the matrices with deleted entries as described above, all have upper bounds. Hence, \( \| \hat{u} \| \) is bounded, and the stable inverse presented in Equation 4.37 is proven to work in general.

• **Examine the result of overestimation NMP zeros:** For each \( P_{O_i} \), if the number of initial rows and columns deleted are greater than \( i \) and \( i - 1 \) respectively, \( \| \hat{u} \| \) decreases.

### The Stable Inverse for Skip Step using Factored Form

**(Longman-JiLLL FS)**

The stable inverse method presented in this section considers systems starting from continuous time and fed by a zero order hold. The approach addresses the same class of problems as described above having \( m \) zeros outside the unit circle in discrete time. This inverse suggests that you start with a given sample rate for which you want to have zero error following a desired trajectory at each time step. Then increase the sample rate by introducing \( m \) extra time steps between each of the original time steps. One makes use of the continuous to discrete conversion at the higher sample rate. For the control action there are \( m \) new sample times between the initial condition time step, and the first of the original output sample times. These \( m \) extra time steps with their extra control inputs between each time step for which one seeks zero tracking error, can be thought of as a form of generalized
Computation Using the state space model of the system at the faster sample rate, form the Toeplitz matrix $P$. Then create the factorization $P = POPI$. Remove the rows of $PO$ matrix so that only the rows associated with the original sample times remain and denote the result with subscript $d$. And remove the same rows of the desired trajectory to form $y^*_d$. Then the stable inverse is given as

$$u = P_I^{-1} POa^\dagger [y^*_a - (\bar{Ax}(0))_a]$$

(4.48)

where $POa^\dagger$ is the Moore-Penrose pseudo-inverse of $POd$. Note that for JiLLL FS one uses the pseudo-inverse of the product of matrices given by $POd$, in contrast the what was done in JiLLL FI that used a product of pseudo-inverses of matrices for each zero separately.

Proof The deletion of the rows of $PO$ using the expression in Equation 4.36 gives

$$POa = \begin{bmatrix}
1 & d_m & \ldots & d_1 \\
1 & d_m & \ldots & d_1 \\
\ddots & \ddots & \ddots & \ddots \\
0 & 1 & d_m & \ldots & d_1 \\
\end{bmatrix} \in C^{(m+1)\times p}
$$

(4.49)

Define $PB$ as the product of $POa$ and its conjugate transpose

$$PB = POa POa^H = \left(1 + \sum_{i=1}^{m} |d_i|^2\right) I \in R_{\frac{p}{(m+1)}} \times \frac{p}{(m+1)}$$

(4.50)
where $1 + \sum_{i=1}^{m} |d_i|^2$ are the eigenvalues of $P_B$. Then $\left(1 + \sum_{i=1}^{m} |d_i|^2\right)^{1/2} > 1$ are the singular values of $P_{Oa}$, i.e. $\sigma_{\text{min}} > 1$. Using $\hat{u}$ in the form of Equation 4.45 with new upper bound of $\left\| P_{Od}^\dagger \right\| = \sigma_{\text{min}}^{-1} < 1$, established that $\|\hat{u}\|$ is bounded, indicating that the control action $\|u\|$ is bounded.

The Stable Inverse Law for Initial Delete and Skip Step using Non-Factored Form (Longman-JiLLL NI, NS)

Stable inverse FI given by Equation 4.37 was obtained using the pseudoinverse, and analogously for stable inverse FS with Equation 4.48. The resulting control action minimizes $\|P_Iu\|_2$ for the corresponding deletions. Again consider one zero outside for simplicity.

Now consider Equation 4.15 for the two different kinds of deletions. The NI and NS stable inversion laws are given by

$$u = P_d^\dagger \left[ y_d^* - (\bar{A}x(0))_d \right] \quad (4.51)$$

For NI only one initial row is deleted from $P$ to form $P_d^\dagger$, and for NS all odd rows are deleted.

Given the extra control variable(s) available in each case compared to the number of equations to be satisfied in Equation 4.15, the pseudoinverse finds that solution that minimizes $\|u\|_2$. This is enough to make the needed conclusion, but to make it evident consider the following.
Write the SVD of $P_d$

$$P_d = U \begin{bmatrix} S & 0 \\ \end{bmatrix} V^T = U \begin{bmatrix} S & 0 \\ \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \\ \end{bmatrix} = USV_1^T, \quad P = V_1 S^{-1} U^T \quad (4.52)$$

using locally defined $U$, $S$, and $V$. Define $c = [y_d - (\tilde{A}x(0))_d]$ so the problem considered is $P_d u = c$. Write this using the decomposition above

$$U \begin{bmatrix} S & 0 \\ \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \\ \end{bmatrix} u = c, \quad \begin{bmatrix} S & 0 \\ \end{bmatrix} \begin{bmatrix} V_1^T u \\ V_2^T u \\ \end{bmatrix} = U^T c \quad (4.53)$$

or $V_1^T u = S^{-1} U^T c, V_2^T u = \gamma$, where $\gamma$ can be any vector. Then

$$u = \begin{bmatrix} V_1 \\ V_2 \\ \end{bmatrix} \begin{bmatrix} S^{-1} U^T c \\ \gamma \\ \end{bmatrix} = V_1 S^{-1} U^T c + V_2 \gamma \quad (4.54)$$

or

$$\|u\|_2^2 = [V_1 S^{-1} U^T c + V_2 \gamma]^T [V_1 S^{-1} U^T c + V_2 \gamma] = c^T \left( P_d^T P_d \right)^T c + \gamma^T \gamma \quad (4.55)$$

By considering all possible $\gamma$, one obtains all possible solutions of the underdetermined set of equations. The $\gamma$'s are components on $V_2$ while the first term are components on $V_1$. The columns vectors in each are mutually orthogonal. Therefore the minimum norm of $u$ is obtained when $\gamma$ is the zero vector, i.e. when using the Moore Penrose pseudoinverse in Equation 4.52.
Our objective is to have a stable inverse solution for NI and NS. Equation 4.51 says $\gamma$ equal to the zero vector gives the minimum possible Euclidean norm of control $u$ to satisfy for both initial and skip step deletion. Solutions FI and FS from factorization therefore, have a nonzero $\gamma$ while NI and NS have a zero value of $\gamma$. The stable inverse control action for FI and FS were bounded independent of the value of $p$ and satisfied the stable inverse conditions for the matrix model. Since the NI and NS control actions are smaller than FI and FS, the NI and NS must also create stable inverses.

**Motivation and Comparison of the Factored and Non-Factored Forms:** Consider the Initial Delete method. Consider the desired trajectory $y^*(t) = 0.25[1 - \cos(\pi t)]^2$, one second long, sampled at 50 Hz. Since FI and NI produce zero error for all time steps except the first (for $n_0 = 1$), the first equation one might ask is, how different is the control action and the output at this time step. The answer is, they are the same to computational accuracy, 16 digits. The difference between the two results $\gamma$ which is the scalar $\gamma = -5 \times 10^{-4}$ for $G(s) = \left(\frac{a}{s^2 + \omega_0^2}\right) \left(\frac{\omega_0^2}{s^2 + 2\xi\omega_0 + \omega_0^2}\right)$ sampled at 50Hz with $a = 1.4$, $\xi = 0.5$, $\omega_0 = 27$. This $\gamma$ multiplies column vector $V_2$ of $P_d$. This is the same except for the sign as the corresponding column vector for $P$. Figure 4.4 plots the absolute value of each time step $k$ of $V_2$. The initial straight line plotted $2.99^{-k}$. Clearly Matlab is unable to compute initial steps, but they can be approximated by linear extrapolation of the straight line after aligning the plots. This gives the first time step value as $2.09 \times 10^{-23}$. Hence, it should require having a $\gamma$ of similar size in order to influence the output at the first time step. Vector $V_2$ is a unit vector, and the last time step component is $-0.94$ at $k = 50$. This implies that $V_2\gamma$ can have a small influence on the control action of FI compared to NI toward the end of the trajectory.
Of course this influence is undesirable because it increases the control action without any
benefit. The conclusion is that one should use NI. The FI development can be thought of as
step in the proof of the useful stable inverse NI.

Consider the Skip Step method, and again use the 3rd order system for the purpose of
illustration. Figure 4.6 gives the output produced by FS introducing skip steps between
the original steps. Clearly, there is undesirable behavior at the newly introduced time steps.
Figure 4.7 shows the corresponding control input history. Not only are the big changes from
time step to time step objectionable, but the magnitude of the control action is particularly
large reaching a maximum value of 446. Figure 4.8 presents the control action when using
NS, which appears well behaved and reaches a maximum of 1.185. Figure 4.9 shows show
the corresponding output error history using NS, with the error at the addressed time steps
being at the level of numerical zeros $10^{-15}$ or $10^{-16}$ while the error at the unaddressed time
steps being around $10^{-6}$ or $10^{-7}$. One is tempted to try to compare this with the error one
would have if one used only one zero order hold input from addressed step to addressed
step as control people normally do, instead of two such holds. Of course this comparison
is not possible, because the solution is unstable, and between the time steps the maximum
error is growing exponentially.

It is possible to create a formula explaining the behavior in Figure 4.6, telling how the
output at the introduced intermediate time steps is related to the two neighboring addressed
time steps. Consider

$$y_i^* = P_{Od}P_Iu, \quad u = P_I^{-1}P_{Od}^\dagger y_i^*$$  \hspace{1cm} (4.56)

deleting all odd numbered time steps. Let $p = 6$ and use this control to find what happens
Figure 4.6: The actual output using Longman-JiLLL FS on $y^*(t) = 0.25 \times [1 - \cos(2\pi t)]^2$

Figure 4.7: The control input producing output in Figure 4.6
Figure 4.8: The control input using Longman-JiLLL NS on $y^*(t) = 0.25 \times [1 - \cos(2\pi t)]^2$

Figure 4.9: Logarithm of error magnitude at all time steps using Longman-JiLLL NS
at the between time steps, by replacing \( P_{Od} \) by the odd numbered rows instead of the even numbered rows \( P_{OE} \) to find the output at the even numbered rows \( y^*_E \). Then

\[
y^*_E = P_{OE} P^{-1}_{Od} u^*_d
\]

\[
\alpha = \frac{-z_O}{(z_O^2 + 1)}, \quad \beta = \frac{1}{(z_O^2 + 1)}
\]

where

\[
P_{OE} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & -z_O & 1 & 0 & 0 \\
0 & 0 & 0 & -z_O & 1 \\
\end{bmatrix}
\]

\[
P^{-1}_{Od} = \begin{bmatrix}
\alpha & \beta \\
\alpha & \beta \\
\alpha & \beta \\
\end{bmatrix}^T, \quad y^*_E = \begin{bmatrix}
\alpha \\
\alpha \\
\alpha \\
\end{bmatrix}
\]

The conclusion is that the output at the even time steps is the following function of the even time steps just before and just after

\[
y(2k + 1) = \alpha [y(2k) + y(2k + 2)]
\]

For \( z_O = -2.90, \alpha = 0.307 \), at the peak in Figure 4.9 both addressed sample times have values near unity, at the between sample times the output is predicted to be 0.6 instead of unity. Note that if \( \alpha = 1/2 \), then this would correspond to linear interpolation. However, for a zero outside the unit circle \( \alpha > 1 \), and the further outside the unit circle, the larger the error. This produces the sawtooth behavior of the output tracking using the FS stable inverse.
This section presents the ”clean” version of stable inverse solutions, and the reason being referred as ”clean” will be explained later. Consider the same 3rd order system governed by Equation 4.16 with two zeros, \( z_1 \) and \( z_2 \). Given the case of two sampling zeros, one of them is outside the unit circle, and the other one is inside. However, the approach presented in this chapter could handle more general cases. This time we start from an autoregressive exogenous ARX model representing the same system. To be more precise, we study the model as a recursive equation, and the first output observed is \( y(1) \) controlled by \( u(0) \), we need to know the 5 initial conditions \( y(-2), y(-1), y(0) \), and \( u(-2), u(-1) \) to start the
recursion.

\[
\begin{bmatrix}
a_3 & a_2 & a_1 \\
\vdots & \ddots & \ddots \\
\vdots & & \ddots & a_1 \\
a_2 & a_1 & 1 \\
a_3 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
\end{bmatrix}
\begin{bmatrix}
y(-2) \\
y(-1) \\
y(0) \\
y(1) \\
y(2) \\
y(3) \\
\vdots \\
y(p) \\
\end{bmatrix}
= 
\begin{bmatrix}
b_3 & b_2 & b_1 \\
\vdots & \ddots & \ddots \\
b_3 & b_2 & b_1 \\
\vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
\end{bmatrix}
\begin{bmatrix}
u(-2) \\
u(-1) \\
u(0) \\
u(1) \\
u(2) \\
\vdots \\
u(p-1) \\
\end{bmatrix} 
\]
Denote locally as

\[
\begin{bmatrix}
A_{IC} & A \\
\end{bmatrix}
\begin{bmatrix}
y_{IC} \\
y \\
\end{bmatrix} =
\begin{bmatrix}
B_{IC} & B \\
\end{bmatrix}
\begin{bmatrix}
u_{IC} \\
u \\
\end{bmatrix}
\]  (4.61)

As a result, we model the same system equivalent to \( P \) matrix model and Equation 4.16 as

\[
A_{IC}y_{IC} + Ay = B_{IC}u_{IC} + Bu
\]
\[
Ay = Bu + \left( A_{IC}y_{IC} - B_{IC}u_{IC} \right)
\]
\[
y = (A^{-1}B)u + y_{u=0}
\]

with the connection to \( P \) matrix model as \( P = A^{-1}B \), and \( \tilde{A}x(0) = \left( A^{-1}A_{IC}y_{IC} - A^{-1}B_{IC}u_{IC} \right) \). Note that we decompose the response of the system into two separate parts, where \( Pu = A^{-1}Bu \) models the zero initial condition response, and the rest part \( y_{u=0} \) models the intial input response, i.e. excited only by the nonzero initial conditions. Given the community property of lower triangular Toeplitz matrices, reorder as

\[
y = BA^{-1}u + y_{u=0}
\]  (4.63)

Before proceeding, let’s review the instability hidden in the inverse solution. Reference [41] initiated it in the form of

\[
u(k) = u_p(k) + c_1(z_1)^k + c_2(z_2)^k
\]  (4.64)
where \( u_p(k) \) is a particular solution, \( c_1 \) and \( c_2 \) are arbitrary constants determined by initial conditions. References [1], [2] point that if these are two sampling zeros, \( z_1 \) is asymptotically approaching \(-3.7321\) as sample time \( T \) approaching zero, where \( z_2 \) is approaching the reciprocal of \( z_1 \). For the issue of inverse stability, what one really wants it \( c_1 = 0 \) such that the exponentially growing term is gone. Generally speaking, one is interested in finding a systematic way to find a solution with \( c_1 = 0 \), or \( c_2 = 0 \), or both to be zero.

Driven by the idea above, we delete the first 2 rows (elements) aiming to free 2 degrees of freedom of initial time steps to pick those 2 coefficients \( c_1 \) and \( c_2 \)

\[
y_{dd} = B_{dd}A^{-1}u + y_{u=0,dd} \tag{4.65}
\]

For the output tracking problem, substitute the prespecified desired output trajectory \( y^* \), the stable inverse solution we claim is

\[
u^* = AB_{dd}^\dagger \left( y_{dd}^* - y_{u=0,dd} \right) \tag{4.66}
\]

**Statement** This "clean" stable inverse has no components on the solutions of the corresponding homogeneous equation, i.e. \( c_1 = c_2 = 0 \).

**Justification**

- **Case 1:** \( z_1 \neq z_2 \) In this case, \( B_{dd} \) as a \( p - 2 \) by \( p \) matrix modeling an underdetermined system of linear equations, having \( z_1 \) and \( z_2 \) as the same roots of the characteristic polynomial from the starting time step to the end, i.e. with no ending effects in the
finite time problem. And the two linearly independent solutions of the homogeneous equation, $c_1(z_1)^k$ and $c_2(z_2)^k$, $k = 1, 2, \ldots, p$ span the 2-dimensional null space of matrix $B_{dd}$. Hence, any items involving these 2 transient terms in the input space map zero components in the output space. Simple checks could be done by (1) pre-multiplying $B_{dd}$ on the solution gives the component-wise zero vector; (2) project $(z_1)^k$ or $(z_2)^k$ on the 2 basis singular vectors in the null space resulting the orthogonal projection.

- **Case 2:** $z_1 = z_2$ In this case, the solution to the homogeneous equation is in the form of $c_1(z_1)^k + c_2(k_1)^k$. Similarly, these 2 linearly independent solutions are guaranteed to span the 2-dimensional null space of $B_{dd}$.

**Comments**

- There is an infinite number of solutions satisfying this underdetermined ARX system of linear equations, and the Penrose-Moore pseudo-inverse solution picks the minimum Euclidean norm of $Ay$, and gives zero tracking error for the rest $(p - 2)$ time steps of the desired trajectory $y^*(k), k = 1, 2, \ldots, p$. Figure 4.10 and Figure 4.11 illustrates the required control solution trying to follow the desired output $y^*(t) = 0.25 \times [1 - \cos(2\pi t)]^2$ and the resulting actual output error.

- This stable inverse solution contains only the particular solution part with no transient terms satisfying the homogeneous equation, which is illustrated in 4.12.

- The algorithm is independent of the source of NMP zeros, could handle both sampling or intrinsic zeros. Since we start from an ARX model with no prior knowledge where NMP zeros come from. And this makes the algorithm easy to calculate without the
necessities developing a state space model.

- Initial deleting the number of initial steps to be deleted is equal to the number of zeros is enough to get the "clean" solution, however, over-deletion might be due to the over-estimate of the order of the system or over-deletion on the upper bound of the zeros is also permitted.

**Generalization** The algorithm presented in Equation 4.66 could be easily generated to achieve different objectives. Note that we remove all of the transient terms satisfying the homogeneous equation by initial deleting the first time steps equal to the number of zeros freeing the corresponding number of null space. This might over beat the issue of inverse stability, since consider Equation 4.16 is the discretized model containing only sampling zeros, i.e. one NMP zero $z_1 = z_O$ and one MP zero $z_2 = z_I$. We could achieve the goal of removing only the exponentially growing term $c_1(z_O)^k$ without asking the removal of
Figure 4.11: The actual output error using Figure 4.10

Figure 4.12: The solution space of the "clean" stable inverse
\(c_2(z_I)^k\), by initial deleting the 1st row (element) in the model. We factorize \(B = B_O B_I\) where the bi-diagonal matrix \(B_O\) models the NMP the finite-time dynamics of \(z_O\), and \(B_I\) models \(z_I\). Then the solution is

\[
u^* = A B_I^{-1} B_O^d \left( y^*_d - y_{u=0,d} \right)
\] (4.67)

Note that this solution is same as the one by FI, and we have another interpretation of the solution.

### 4.4 Apply Stable Inverse Theorem in a Linear Discrete Time System

It is of the author’s interest and for the purpose of comparison, to apply the existing stable inverse theorem on the same 3rd order discrete time system as Equation 4.16. Given the problem setup, we are solving, if possible, a state space model with the reference triplet input-state-output trajectory \(\begin{pmatrix} x^*(k) & u^*(k) & y^*(k) \end{pmatrix}\) satisfying

\[
\begin{align*}
x^*(k + 1) &= A x^*(k) + B u^*(k) \\
y^*(k) &= C x^*(k)
\end{align*} \quad k \in \mathbb{Z}
\] (4.68)
Note that we assume a one-time-step delay from input to output, however, more general cases could be easily inferred, the corresponding inverse system is

\[
\begin{cases}
    u^*(k) = (CB)^{-1} [y^*(k+1) - CAx^*(k)] \\
y^*(k+1) = y^*(k+1)
\end{cases}
\quad k \in \mathbb{Z}
\]  

(4.69)

and exact tracking is maintained. References [48] and [49] introduced a transformation $T_1$ such that

\[
\begin{bmatrix}
    \xi(k) \\
    \eta(k)
\end{bmatrix} = T_1 x(k)
\]  

(4.70)

where

\[
T_1 = \begin{bmatrix}
    b_3 & b_2 & b_1 \\
    1 & 0 & 0 \\
    0 & 1 & 0
\end{bmatrix}
\]  

(4.71)

by appropriately defining

\[
\xi(k) = y(k), \quad \eta(k) = \begin{bmatrix}
    \bar{y}(k) \\
    \bar{y}(k+1)
\end{bmatrix}
\]  

(4.72)

and $\bar{y}(k)$ and $\bar{y}(k+1)$ defined in Equation 4.21. Then follow the procedure as described in the Chapter 3, state dynamics could be rewritten in these new coordinates as

\[
\begin{bmatrix}
    \xi(k+1) \\
    \eta_{2 \times 1}(k+1)
\end{bmatrix} = \begin{bmatrix}
    \hat{A}_1 & \hat{A}_2 \\
    \hat{A}_3 & \hat{A}_4
\end{bmatrix} \begin{bmatrix}
    \xi(k) \\
    \eta_{2 \times 1}(k)
\end{bmatrix} + \begin{bmatrix}
    \hat{B}_1 \\
    \hat{B}_2
\end{bmatrix} u(k)
\]  

(4.73)
where

\[
\hat{A}_1 = \frac{b_2 - a_1 b_1}{b_1}, \quad \hat{A}_2 = \begin{bmatrix} -a_3 b_1 - \frac{b_3 (b_2 - a_1 b_1)}{b_1} & b_3 - a_2 b_1 - \frac{b_2 (b_2 - a_1 b_1)}{b_1} \\ 0 & 1 \end{bmatrix}, \quad \hat{A}_3 = \begin{bmatrix} 0 \\ \frac{1}{b_1} \end{bmatrix}, \quad \hat{A}_4 = \begin{bmatrix} 0 \\ -\frac{b_4}{b_1} \\ -\frac{b_3}{b_1} \end{bmatrix}, \quad \hat{B}_1 = b_1, \quad \hat{B}_2 = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \tag{4.74}
\]

For the inverse problem, to find the reference control input written in these new states, if possibly bounded

\[
u(k) = (CB)^{-1} \begin{bmatrix} y(k + 1) - CAT_1^{-1} \begin{bmatrix} \xi(k + 1) \\ \eta_{2 \times 1}(k + 1) \end{bmatrix} \end{bmatrix} \tag{4.75}
\]

The statement now is that, given the desired \( p \) time-step trajectory, finding the required input-state trajectory is equivalent to finding bounded solutions to the system’s internal dynamics which is

\[
\eta_{2 \times 1}(k + 1) = A_\eta \eta_{2 \times 1}(k) + B_\eta Y^*_{2 \times 1}(k) \tag{4.76}
\]

where

\[
A_\eta = \hat{A}_4, \quad B_\eta = \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{b_1} \end{bmatrix}, \quad Y^*_{2 \times 1}(k) = \begin{bmatrix} y^*(k + 1) \\ y^*(k) \end{bmatrix} \tag{4.77}
\]

Apply the eigen-decomposition \( A_\eta = U_\eta \Lambda_\eta U_\eta^{-1} \) on the internal dynamics system whose poles coincide with the zeros of the original \( 3^{th} \) order system to decouple the minimum
and non-minimum phase zeros, i.e. the stable and unstable internal dynamics as

\[
\begin{bmatrix}
\hat{\eta}_u(k+1) \\
\hat{\eta}_s(k+1)
\end{bmatrix} =
\begin{bmatrix}
\lambda_O & 0 \\
0 & \lambda_I
\end{bmatrix}
\begin{bmatrix}
\hat{\eta}_u(k) \\
\hat{\eta}_s(k)
\end{bmatrix} + \hat{B}_\eta
\begin{bmatrix}
y^*(k+1) \\
y^*(k)
\end{bmatrix}
\]

(4.78)

where

\[
\hat{\eta}_{2\times 1}(k) = U_\eta^{-1}\eta_{2\times 1}(k), \quad \hat{B}_\eta = U_\eta^{-1}B_\eta =
\begin{bmatrix}
\hat{B}_{\eta,u} \\
\hat{B}_{\eta,s}
\end{bmatrix}, \quad \lambda_O = z_O, \quad \lambda_I = z_I
\]

(4.79)

\[
U_\eta =
\begin{bmatrix}
\frac{b_2 + \sqrt{b_2^2 - 4b_1b_3}}{2b_3} & -\frac{b_2}{b_3} & \frac{b_2 - \sqrt{b_2^2 - 4b_1b_3}}{2b_3} \\
1 & 1 & 1
\end{bmatrix}
\]

It is obvious that the stable part of internal dynamics is evolved forward in time, while its unstable part backward in time, and could be calculated as

\[
\begin{cases}
\hat{\eta}_s^*(k) = \sum_{j=0}^{\infty} z_j^j \hat{B}_{\eta,s} \\
\hat{\eta}_u^*(k) = -\sum_{j=1}^{\infty} \frac{1}{z_O} \hat{B}_{\eta,u}
\end{cases}
\]

(4.80)

Note that as shown above, the desired internal state can be computed by stable inverse of the system by substituting the desired trajectory to maintain exact tracking. The input to the system required is then computed using Equation 4.75.
4.5 Conclusions

The skip step stable inverse is important for many potential extensions of the inverse idea to various control methods. The stable inverse results allow one to preplan a desired trajectory and then perform it. The majority of control theory aims for some form of a real time control law. Skip step forms a basic ingredient toward bridging from batch to real time. If one can incorporate batch stable inverse ideas, then the first approach is to ask if it is possible to do short batch updates sequentially, in which case the initial delete approach is not natural. Some investigations are in progress aiming to extend the use of the stable inverse concepts in References [18], [50], [51], [52], and [53].

- **Iterative Learning Control.** ILC was the original motivation for the development of the stable inverse concepts presented here. ILC attempts to converge to the full inverse control action. Hence, it is very often trying to converge to an unstable control action. Often in applications people do not realize. The instability may not be evident for many iterations, and could also be stabilized by the analog to digital converters. For a slow sample rate it can become evident earlier, and then people wonder what is wrong. We created NI to address this problem. Reference [18] explains why ILC, without actually applying the NI inverse, without making any use of the prescribed pseudoinverse, nevertheless converges to the right answer when using initial deletion. Reference [51] considers ILC to perform local learning in a trajectory, by using a quadratic cost control in general, but phasing into the skip step stable inverse for some portion of the trajectory that needs high precision tracking.

- **p-Step Ahead Control, Linear Model Predictive Control, and Indirect Adaptive
Control. One step ahead control uses a model to compute the control action at the current time step to produce the output desired at the next time step. Before it can be useful, it must be phased in to honor actuator saturation limits, and being a true inverse it requires that the system have a stable inverse. Reference [52] generalizes this to $p$-step ahead control, updating the control action every $p$ steps instead of every one step. It determines how small $p$ can be to give a stable implementation using skip step, and it can be quite small. So it only requires knowledge of future desired control for a few steps. Note that this can be reformulated as Linear Model Predictive Control as Reference [54] that updates every $p$ steps instead of every step. This offers the ability to converge to zero tracking error at every time step of the skip step inverse, instead of the usual aim to converge to a quadratic cost solution. Indirect discrete time adaptive control [55] combines one step ahead control with the projection algorithm to perform real time identification updates. It has limited applications, because it requires a stable inverse. Reference [53] presents a first pass at developing indirect discrete time adaptive control that does have this requirement.
Iterative Learning Control for Linear Discrete Time Non-Minimum Phase Systems

5.1 Introduction

In routine feedback control the input command is the desired output. The actual output is a convolution integral of the forcing function – essentially never equal to the command. If it were equal, the control system designers would be solving an inverse problem. Iterative Learning Control (ILC) addresses this in discrete time by iterating in the real world to converge to that command producing the desired output, adjusting it each run based on previous run error. For a majority or real world systems, this asks to solve an ill-conditioned inverse problem, one whose exact solution is unstable and completely undesirable. For a
simple robot example performing a one second maneuver, the condition number of the matrix to be inverted is $10^{52}$, although the matrix is guaranteed full rank. This is typical of discrete time inverse problems in digital control. Numerical methods such as Tikhonov regularization, fail to get zero tracking error at any time step. The author and co-workers have developed a stable inverse discussed in the previous chapter, i.e. the Initial Delete, that produces zero tracking error at all steps except the first step for the robot problem, or more generally, the first time steps. This can be thought of a new kind of regularization for lower triangular Toeplitz matrices of Markov parameters. This chapter examines how to apply the new stable inverse las to ILC. Three main ILC laws are shown to converge to a solution completely determined by the control applied in the initial run that starts the iteration. This dependence is very small, so one can reasonably use any initial run. But by picking an initial input that goes to zero approaching the final time step, this influence becomes particularly small. And simply commanding zero in the first run, gives an optimal inverse minimizing the Euclidean norm control action associated with zero tracking error at all time steps but the first. The error in the initial time step is studied and shown to be well behaved.

Feedback control systems aim to execute whatever command is given to them. Thus, given the differential equation for the output as a function of the input command, the control law is aiming to solve an inverse problem. There is always considerable error which can be characterized by the control system bandwidth. Plotting the response to sinusoidal inputs, when the amplitude of the output sinusoid has decayed to 70

ILC stores data from the previous run, so that it is a digital control method solving a discrete-time inverse problem. The real world for digital control systems is governed by
ordinary differential equations, but the digital controller creates the forcing function applied to this equation, updating it each sample time. Each update is continuously applied to the differential equation until a new update arrives from the controller - called a zero-order hold. If one looks at the solution to the differential equation at the sample times, one can make a linear difference equation that has identical solution to the differential equation. Reference [1], [2] prove that the process of converting to a difference equation model introduces the forcing function at additional sample times, enough to make the most recent output time step in the equation be one step ahead of the most recent forcing function input time step. When the discretization introduces three or more additional terms, and the sample rate is reasonable, the characteristic polynomial of the forcing function side of the equation will contain a root or roots that are larger than one in magnitude. This makes the discrete-time inverse problem unstable for a majority of digital control systems in the world.

The implication is, if one wants to have perfect tracking of a desired discrete-time trajectory at all time steps, the control action needed is unstable, and grows exponentially with time steps. The inverse problem error must be zero at the sample times, but between sample times the solution of the differential equation (after some initial time steps) is growing in magnitude exponentially, and alternating in sign each time step. Of course, this exponential error growth when perfectly following the discrete-time desired trajectory does not address the initial intended problem of finding the input to accurately follow the desired continuous time output.

Mathematically, the discrete-time inverse problem is asking to invert an ill-conditioned matrix. We note that the lower triangular Toeplitz matrix of Markov parameters is guaranteed full rank analytically, indicating that the inverse exists. Numerical methods that
aim to address this kind of problem include Tikhonov regularization. This is unappealing, since it will not produce zero error at any of the sample times. We comment that the stable inverse solution presented here could be of use in numerical methods as an alternative to Tikhonov regularization. Another numerical approach is to set the small singular value(s) producing the ill-conditioning to zero, then use a pseudo-inverse. This is unappealing for the same reason. In this paper we wish to do better.

There is a theory established for stable inverses in References [3], [4], [5], [6], [8], [9], [10], [11] and [13]. Reference [13] outlines the scheme of stable inverse theorem based ILC, and relates the gradient based algorithm searching the optimal solution to ILC law in iteration domain, but it makes use of pre- and post- extension of the original finite time desired output, as similarly done in Reference [56]. Reference [9] introduces a band filter solving for NMP systems, and justifies its better performance than a low pass filter, by constructing the optimization problem in frequency domain. Reference [57] studies the unsatisfying results done by gradient-based optimization algorithm caused by zero dynamics of system. Reference [8] shows that there is no direct relation between ILC law using adjoint system and stable inverse. Reference [11] proposed a non-causal ILC law based on the structure of error and control action observed in previous iteration.

We wish to take advantage of the JiLLL NI result when using ILC, but it is not reasonable to perform the pseudoinverse step with ILC. Making use of this step would simply find an inverse of the model, and ILC seeks to iterate with the world and solve the inverse problem iteratively in the real world, not a model of the world. ILC can be very effective. In experiments performed on the robot, the tracking error was decreased by a factor of 1000 in 12 iterations with the world, and this factor if far below the error level
of our model of the world and it approaches the reproducibility level of the hardware. The ILC laws make use of a model, but must be sufficiently robust to model error that they still produce convergence.

To start an ILC iteration, one first applies some input to the system and observes the output. Since we are concerned with control systems the most logical input is the desired output. To match ILC to the JiLLL NI inverse, the ILC updates will not consider the output error at the first time step or first few time steps, the number being the number of non-minimum phase zeros in the transfer function. Then the output at these time steps becomes a function of the command given during this first run. This chapter studies this in detail. It is concluded that three main classes of ILC laws converge to the same control action, given the same initial run. The influence of the initial run, introduces a small component on the unstable solution, but it is so small that it does not exhibit any instability in the p time steps of the given trajectory. It is also shown that if one decides to command zero during the first run, then the converged solution is the same as the JiLLL NI solution, giving the minimum norm control action for the first time step.

The authors and co-workers developed a set of stable inverses as described in the previous chapter. We consider JiLLL NI here. In this paper we illustrate with a simple 3\textsuperscript{rd} order system that models the input-output relationship of each axis of a Robotics Research Corporation robot. Then, given a \( p \)-time step desired output, JiLLL NI gives a \( p \)-time step input that produces zero error at all time steps except the first step. The first step is determined by a minimum Euclidean norm input action. The unstable behavior produced by the ill-conditioning is eliminated. When we apply the approach to the ILC problem, the first step instead is the result of the command given in the initial run. We comment that
for a one-second desired trajectory for the robot link, sampled at 100Hz sample rate, the
condition number of the matrix to be inverted is of the order of magnitude of $10^{52}$. We
also comment that Matlab is not able to compute this condition number. We need other
techniques to estimate this number. We reiterate, the matrix is analytically guaranteed to
be full rank, the inverse is guaranteed to exist.

We wish to take advantage of the JiLLL NI result when using ILC, but it is not
reasonable to perform the pseudoinverse step with ILC. Making use of this step would
simply find an inverse of the model, and ILC seeks to iterate with the world and solve the
inverse problem iteratively in the real world, not a model of the world. ILC can be very
effective. In experiments performed on the robot, the tracking error was decreased by a
factor of 1000 in 12 iterations with the world, and this factor is far below the error level
of our model of the world and it approaches the reproducibility level of the hardware. The
ILC laws make use of a model, but must be sufficiently robust to model error that they still
produce convergence.

To start an ILC iteration, one first applies some input to the system and observes the
output. Since we are concerned with control systems the most logical input is the desired
output. To match ILC to the JiLLL NI inverse, the ILC updates will not consider the output
error at the first time step or first few time steps, the number being the number of non-
minimum phase zeros in the transfer function. Then the output at these time steps becomes
a function of the command given during this first run. This paper studies this in detail. It is
concluded that three main classes of ILC laws converge to the same control action, given
the same initial run. The influence of the initial run, introduces a small component on the
unstable solution, but it is so small that it does not exhibit any instability in the $p$ time steps
of the given trajectory. It is also shown that if one decides to command zero during the first run, then the converged solution is the same as the JiLLL NI solution, giving the minimum norm control action for the first time step.

5.2 Iterative Learning Control Laws

ILC is a rather new type of control that adjusts the command to a feedback control system repeatedly performing a desired task under a repeating disturbance. The command is adjusted after each run, based on the error observed in the previous run, and the aim is to achieve zero error $e_j(k) = y^*(k) - y_j(k)$ tracking the repeated desired trajectory as the repetition number $j$ tends to infinity. There have been many ILC approaches developed, and References [33], [28], [29] and [58] give good perspective on the ILC field that developed. Each repetition starts from the same initial condition. A general linear learning control law is given by

$$u_{j+1} = u_j + Le_j$$  \hspace{1cm} (5.1)

where $L$ is a matrix of learning gains. By the use of a difference operator, one can write the error propagation equation

$$e_{j+1} = (I - PL)e_j$$  \hspace{1cm} (5.2)

where $I$ is the identity matrix.

The simplest control law implements the following concept, if the output as a given time step in the previous run was two units too small, add two units to the command in this run, at the appropriate time step. Note that we assume a one time-step delay from input to
output, we add two units to the command one step before the error considered. Also, in the spirit of classical control, we can insert a scalar learning gain $\phi$ so that instead of asking for 2 units more, we ask for $2\phi$. This is sometimes referred to as $P$ type ILC as defined by Reference [20]. Perhaps being a bit less aggressive and asking for less change in the next iteration can have some benefit. As a result, the learning gain matrix is a $p$ by $p$ identity matrix multiplied by this scalar learning gain. Many are not aware of the extreme behavior that this ILC can exhibit, and this phenomenon is studies by References [59], [60]. Here, we consider three other main laws. And refer to the first law investigated in Reference [61] as the $P$ Transpose Law (or the Contraction Mappling Law),

$$L = \phi P^T$$ (5.3)

and it is a contraction mapping in the sense of the Euclidean norm of the tracking error from iteration to iteration. The second law investigated in Reference [62] is the partial isometry law formed from the singular value decomposition of the $P = USV^T$ matrix according to

$$L = \phi VU^T$$ (5.4)

Here $U$ and $V$ are unitary matrices whose columns (and rows) represent unit vectors in $p$ dimensional space and these vectors are orthogonal. And people also choose to pick the learning gain matrix in such a way as to minimize a quadratic cost each iteration that controls the learning that controls the learning transients in References [63] and [57]. We comment that by picking the quadratic cost weights appropriately, all three laws can be
presented by the quadratic cost law as in Reference [64]. The quadratic cost function that uses a single scalar weight $r$, results in the following learning law $L$

$$J_{j+1} = e^T_{j+1}e_{j+1} + r\delta_{j+1}u^T\delta_{j+1}u; \quad L = (P^TP + rI)^{-1}P^T$$

(5.5)

where the difference operator $\delta_j\xi = \xi_j - \xi_{j-1}$ holds for any quantity $\xi_j$. Using any of these laws in Equation 5.2, one concludes that the error history converges to zero tracking error as $j$ tends to infinity, for all possible intial runs, if and only if all eigenvalues of $(I - PL)$ are less than one in magnitude. If all singular values of $(I - PL)$ are less than one, the error converges monotonically with iterations in the sense of the Euclidean norm. For sufficiently small gain $\phi$ or large $r$, each of these laws is guaranteed to converge monotonically to zero tracking error at all time steps, which means it converges to the unstable solution in Equation 4.7.

### 5.3 A New Stable Inverse Based Iterative Learning Control

**Behavior of ILC When Solving the Ill-Conditioned Problem**

The mathematics of ILC says it converges to the $P$ inverse solution. Properties of this solution are that it has zero error at every time step, control action alternates in sign every time step and grows in magnitude exponentially, and produces errors in the solution of the differential equation that grow exponentially in magnitude between successive time steps.
Such a solution defeats the purpose of asking for zero error. References [65], [66], [67], [68], [69], [70], [71] and [72] study the conversions of adaptive control to the learning control problems. It is expected that if two major goals are achieved, i.e. the system model converges to the true model and meantime zero tracking error is achieved at all time steps, the control converges to the inverse model solution. Reference [73] gives a unifying understanding of the stability boundary for convergence to zero tracking error, and of a stability condition by using frequency response allowing dynamic and inverse dynamic control laws.

Sometimes these bad properties are not observed when ILC is applied to the real world. Often, the error decreases reasonably fast, but it seems to have finished converging at a disappointing error level far from the zero error promised by the mathematical analysis. References [40], [39], [74] explain this phenomenon, saying that the iterations have not yet converged, and that with enough iterations one will see the instability appearing, and the error at sample times decaying further. This means that one may have improved the error level, but the iteration process is poised to become unstable. In practice, this phase of the convergence process may not be observed because the iterations are terminated before actually reaching convergence, or because the finite word length in the analog to digital and digital to analog converters does not allow accumulation of the learning signal.

Modifying ILC Laws to Aim for A Stable Inverse

Reference [39] applied the idea presented in References [36] and [41] to ILC. Given a third order discrete time system, one deletes the first initial row to form $P_d$, picking $L = \phi P_d^T$.
for the modified $P$ Transpose Law, $L = \phi V_d U_d^T$ for the partial isometry law where $V_d$ and $U_d$ are the singular vector matrices of $P_d$, and $L = (P_d^T P_d + rI)^{-1} P_d^T$ for the quadratic cost law. These ILC laws are updating the control action for all $p$ time steps, but ask for zero error at only the addressed time steps remaining after deleting the initial row (or rows whose number is equal to the number of non-minimum phase zeros). Reference [41] asks to pick the extra freedom by picking a minimum norm solution, but the ILC approach simply applies whatever command one wishes for the first iteration, and then starts using any of the above control laws. The questions addressed here are: How well will this work? What final error level is produced? Does it make a difference which law we use? How significantly is the final error level affected by our choice of the initial run, etc?

Extensive numerical experience shows that no matter how one chooses the control action in the initial iteration, one could always achieve zero tracking error on the time steps remaining after deleting the chosen initial steps. After using the modified ILC laws, the final level of the control action and also the unaddressed error at the first time step, are insensitive to the choice of the control action in the initial run. This may appear counter-intuitive, and we seek to explain this phenomenon.

5.4 Analytical and Numerical Results

We established without asking for zero error for the first (or first few) time steps allows one to create solutions to the inverse problem that are stable. There are of course an infinite number of solutions to the underspecified set of equations, one of which is the original inverse solution which we do not want. The Moore-Penrose pseudoinverse was used in the
stable inverse chosen above, and seen to eliminate the unstable inverse issue. In section 5.4.1 we obtain an expression for the set of all possible inverse solutions, all expressed in terms of a parameter $\gamma$ that indicates the difference between any given solution and the Moore-Penrose solution.

ILC cannot make use of the Moore-Penrose pseudoinverse as a learning law during its iterations. ILC aims to get to zero tracking error in the real world, not in our imperfect model of the world, by iterative adjustments of the system input using world response data. ILC starts with an initial run, applying whatever one chooses, for example, as the input to the control system, one logically would ask for the desired output. The authors’ group has investigated three main classes of ILC laws in References [61], [62] and [75] and term these as $P$ transpose law, partial isometry law and quadratic cost law. Reference [64] shows that all the above laws can be unified in one general formulation. In section 5.4.2 we show that the converged solution for the ILC laws is dependent of the choice of the input for the initial run. And we show that all three ILC laws converge to the same solution when using the same initial run, i.e. the same value of $\gamma$.

Section 5.4.3 shows the dependence of the final converged control action $u(k)$ on the choice of the input for the initial run is very small. Hence, ILC easily converges to a very well behaved solution after deleting the requisite number of initial rows. It is also shown that if the input in the initial run is zero, or if it is made zero near the end of the initial run, then ILC essentially converges to the Moore-Penrose pseudoinverse solution.

One might expect to need very precise choice of the initial conditions to ensure the value of $C_2$ is sufficiently small to avoid unstable behavior. From this thinking the results here are counter-intuitive. It becomes evident that the choice of initial run needed to produce
anything close to the unstable behavior of the system inverse is something that one would
never think of using. Section 5.4.4 examines that the influence of the initial run on the
converged error on the unaddressed time step is very small.

The $\gamma$ Parameter Set of All Possible Solutions to the Underspecified
Equations

First, consider some properties of a generalized inverse of a rectangular matrix $P_d$ modeling
an underdetermined system after the deletion of the first row(s) in $P$, i.e. for the $3^{rd}$ order
system, there is one more control action than the number of errors being addressed. Partition
the SVD of matrix $P_d$ using the system $y_d^* = P_d \hat{u}$ for simplicity and considering one zero
outside the unit circle

$$y_d^* = U_d \begin{bmatrix} S_d & 0 \end{bmatrix} \begin{bmatrix} V_{d1}^T \\ V_{d2}^T \end{bmatrix} \begin{bmatrix} u \\ \end{bmatrix}$$

(5.6)

Denote $V_{d1}^T \hat{u} = \hat{u}_1$, then $\hat{u}_1 = V_{d1}^T \hat{u} = S_d^{-1} U_d^T y_d^*$,

$$\hat{u}_2 = V_{d2}^T \hat{u} = \gamma$$

, and $\gamma$ could be any scalar as it lies in the null space. Then converting to the original $u$
space, one gets

$$\hat{u} = \begin{bmatrix} V_{d1} & V_{d2} \end{bmatrix} \begin{bmatrix} S_d^{-1} U_d^T y_d^* \\ \gamma \end{bmatrix}$$

(5.7)

$$= P_d^+ y_d^* + V_{d2} \gamma$$
The first term represents the Moore-Penrose pseudo-inverse result minimizing the Euclidean norm of the control action. The second term gives all possible solutions by choice of all possible values of $\gamma$. The pseudo-inverse solution given by JiLLL NI, is a particularly attractive solution since it produces the smallest possible Euclidean norm of the control to accomplish the zero error at the time steps addressed. Of course there also exists a $\gamma$ producing zero error at all time steps, i.e. producing the true inverse solution of Equation 4.7, which contains the exponentially growing unstable control action.

**The $\gamma$ Values for Each ILC Law as a Function of the Initial ILC Run**

Since we use modified ILC laws to converge to one of these solutions that give zero error at addressed steps, it is of interest to know what $\gamma$ value is produced upon convergence as a function of $u_0$ for each choice of ILC law.

**$P$ Transpose Law:** Plug $L = \phi V_d U_d^T$, then the control action updates according to

$$u_{j+1} = u_j + \phi P_d^T \xi_{j,d} = (I_p - \phi P_d^T P_d) u_j + \phi P_d^T (y_d^* - d_d),$$

where the subscript $d$ denotes deleting the first row or entry in a matrix or a vector. Apply the SVD of matrix $P_d$ and partition $V_d^T \xi_{j+1}$ into the part that learns and the part not being updated in the iteration process, and one calculates the decoupled solution for the control action in the new space

$$
\begin{bmatrix}
V_{d1}^T \\
V_{d2}^T
\end{bmatrix}
\begin{bmatrix}
I_{p-1} - \phi S_d^2 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
V_{d1}^T \\
V_{d2}^T
\end{bmatrix}
\begin{bmatrix}
u_j + \phi S_d \\
0
\end{bmatrix}
U_d^T (y_d^* - d_d) \quad (5.8)
$$
Denote \( V_{d1}^T \tilde{u}_{j+1} = \tilde{u}_{d,j+1} \), \( M = I_{p-1} - \phi S_d^2 \) and \( W_d = \phi S_d U_d^T (y_d^* - d_d) \), then the learned control action in the new space is governed by

\[
\tilde{u}_{d,j+1} = M \tilde{u}_{d,j} + W_d
\]

whose solution is

\[
\tilde{u}_{d,j} = M^j \tilde{u}_{d,0} + (I_{p-1} - M)^{-1} (I - M^j) W_d
\]

(5.10)

Since one is free to pick the learning gain \( \phi \) in matrix \( M \), we consider \( \phi = 1/\sigma_{\text{max}} \) is a reasonable choice where \( \sigma_{\text{max}} \) denotes the maximum singular value of the \( P \) matrix. As the iteration number \( j \) goes to infinity, the learned part of the control action expressed in the converted space converges to

\[
\tilde{u}_{d,j} = S_d^{-1} U_d^T (y_d^* - d_d)
\]

(5.11)

Meanwhile, solving for the unlearned part and convert it back to the original space produces

\[
u_{\infty} = P_d^{1} (y_d^* - d_d) + V_{d2} V_{d2}^T u_0
\]

(5.12)

Comparing Equation 5.12 to Equation 5.7, we conclude that \( \gamma = V_{d2}^T u_0 \) for this learning law.
Partial Isometry Law: The control updates according to
\[ u_{j+1} = u_j + \phi V_d U_d^T e_{j,d}. \]

Perform the same operation as above, i.e. partitioning the converted control \( \tilde{u}_j = V_d^T u_j \) into the learned and the unlearned parts as \( \tilde{u}_{d,\infty} = V_{d1}^T u_j \) and \( \tilde{u}_{f,\infty} = V_{d2}^T u_j \). Then one obtains 5.8 with minor changes from \( S_d^2, S_d \) to \( S_d, 0 \) respectively. After performing the same calculation for the learned and the unlearned parts and converting back to the original space, one concludes that the value of \( \gamma \) is identical for this ILC law as for the P Transpose Law, and the converted control history is therefore also identical.

Quadratic Cost Law: The control updates as
\[ u_{j+1} = u_j + \phi (P_d^T P_d + rI)^{-1} P_d^T e_{j,d}. \]

Given the identity \( (X + Y)^{-1} = X^{-1} - X^{-1}Y(I + X^{-1}Y)^{-1}X^{-1} \) and the use of SVD of \( P_d = U_d \begin{bmatrix} S_d & 0 \end{bmatrix} V_d^T \), the inverse term in the middle can be expressed as
\( (P_d^T P_d + rI)^{-1} = V_d \text{diag} \left( (s_1^2 + r)^{-1} \ldots (s_{p-1}^2 + r)^{-1} r^{-1} \right) V_d^T \), where \( s_i \) denotes the \( i \)th singular value in matrix \( S_d \). Then plug into the control updating equation and again convert to the \( \tilde{u}_j \) space, and partition to the learned \( \tilde{u}_{d,\infty} \) and unlearned \( \tilde{u}_{f,\infty} \) by premultiplying \( u_j \) with \( V_{d1}^T \) and \( V_{d2}^T \). One gets a modified version of 5.8 with \( \phi S_d^2 \) changed to \( \text{diag} \left( s_1^2 (s_1^2 + r)^{-1} \ldots s_{p-1}^2 (s_{p-1}^2 + r)^{-1} 0 \right) \), and \( \phi S_d \) changed to \( \text{diag} \left( s_1 (s_1^2 + r)^{-1} \ldots s_{p-1} (s_{p-1}^2 + r)^{-1} 0 \right) \). Again, one gets the same control action as 5.11 and the same value of \( \gamma \).

It is interesting to note that when the iteration number goes to infinity, the control actions produced by all three ILC laws are identical, given by JiLLL NI pseudoinverse solution, plus the same term as a function of the initial iteration’s choice of command.
The Influence of the Initial Run on the Converged Final Control History

For the 3\textsuperscript{rd} order discrete-time system, $V_{d2}$ is a unit vector with magnitudes of the components growing linearly on a log scale as shown in Figure 4.4. Consider a one-second length trajectory, and 100 Hz sample rate, then the magnitude of the first component has an approximate magnitude of $10^{-50}$ based on linear extrapolation, since Matlab is not able to compute this number. Then it grows exponentially up to the magnitude of $10^{-1}$ for the last component. Therefore the latter part of $u_0$ contributes more to the value of $\gamma = V_{d2}^T u_0$. For a reasonable choice of the control action (the initial command) $u_0$, pre-multiplying it by a unit vector with such a property, one sees no reason to think that the resulting value of $\gamma$ could be large.

Also note, that one multiplies $\gamma$ by $V_{d2}$ to produce the influence on the converged control action. Hence, the influence of $u_0$ on the control action is given by multiplying this initial control history by the outer product $V_{d2} V_{d2}^T$. Figure 5.1) gives a carpet plot of the matrix entries vs. row and column number, on a linear scale. Obviously, only the last five entries in the rows and columns have much influence on the converged control action. Figure 5.2 further illustrates this where the magnitudes of the matrix entries given on a log scale. The planar surface in the back corner of the plot ending at the 100 by 100 entry, represents correct matrix entries. As the row entries are decreased the carpet plot leaves the planar surface when the computed entries get below approximately $10^{-16}$ to $10^{-17}$, and the same happens for the column entries. This corresponds to the fact that Matlab is unable to compute these entries accurately. When both the rows and the columns are too far from the back corner
of the plot, Matlab has trouble in two ways, the computed matrix entries are all stuck in the range of $10^{-33}$.

Consider some of the implications:

- If one wants $\gamma$ to precision of 4 significant digits, the last 5 components in $V_{d2}$ is enough. For purposes of illustration, consider that $u_0$ has all components equal to unity. Figure 5.3 shows the accumulation of $\gamma$, adding the terms of the inner product $\gamma = V_{d2}^T u_0$ together, progressing from step one to the final step. When entry $p$ is reached one has the actual value of $\gamma$. Note that only the last few time steps matter. Because the entries in $V_{d2}$ alternate in sign, the figure also gives the corresponding result if one makes all entries in $u_0$ have unit magnitude and alternate sign. But this does not produce a significantly different result.

- Therefore, one could use any desired input during the initial run, e.g. aiming to get close to zero error at all addressed time steps from the start, but then make the command decay to near zero for the last 5 entries. Then the final converged control action would be very close to the Moore-Penrose pseudoinverse.

- Alternatively, if possible, one could simply use the initial command as identically zero, in which case any of the ILC laws will converge to the Moore-Penrose pseudoinverse, corresponding to the minimum Euclidean norm control action to produce zero error at the addressed time steps.
Figure 5.1: Matrix entries of $V_{d2}V_{d2}^T$ showing the influence of initial input components of $u_0$ on control action

Figure 5.2: Logarithm of Magnitude of matrix entries $V_{d2}V_{d2}^T$
The Influence of the Initial Run on the Converged Error of the
Unaddressed First Time Step

The methods used here have avoided the difficulty of inverting an ill-conditioned matrix and avoided the use of an unstable control action. But this was accomplished at the expense of not being able to get zero error in the first time step. It is of interest to ask what happens to the error for this time step(s). The final level of error is given by $e_\infty = y^* - Pu_\infty - d$, which produces zero at all time steps but the first which gives

$$
e_\infty(1) = y^*(1) - Pf u_\infty - d(1)$$

$$= y^*(1) - Pf P_d^\dagger \left(y_d^* - d_d\right) - d(1) - P_f V_{d2} V_{d2}^T u_0$$

where $P_f = \begin{bmatrix} CB & 0 & \ldots & 0 \end{bmatrix}$ is the first row in the $P$ matrix. The first three terms on the right hand side are pre-determined by system dynamics, the desired command
trajectory, and the repeated disturbance during the iteration process. The only free choice is $u_0$. Again it is premultiplied by the matrix whose entries are studied. But this time it is further premultiplied by the $P_f$ matrix of all zeros except for $CB$. Recall that the discrete-time $B$ is roughly equal to the continuous time $B$ times the sample time interval, in this case 0.01 sec. So $CB$ should not be a large number. It is very difficult to move this initial value of the error, but it also seems true that the error is not likely to be a large number.

Previously we discussed the unstable inverse from the point of view of the initial conditions determining the coefficient of $C_2$ of the unstable solution $(-3.104)^k$. From this point of view one might think that one would have to be very careful with the initial condition in order to make the unstable term be near zero. Let us investigate if there is any need to be careful.

- First, observe how hard it is to influence the error at the first time step, and still maintain zero error at later steps. The additional initial control action $\Delta u_0$ necessary to make a change $\Delta e_{\infty}(1)$ satisfies

$$
\Delta e_{\infty}(1) = -P_f V_{d2} V_{d2}^T (\Delta u_0) = -(CB) \cdot V_{d2}(1) \cdot \Delta \gamma
$$

(5.14)

Numerically, Equation 5.13 says that in order to make one unit change $\Delta e_{\infty}(1)$ in the first time step error, $\Delta \gamma$ must have a magnitude of approximately $10^{-57}$ with a negative sign in front.

- To produce a given desired change in $\Delta e_{\infty}(1)$ there needs to be a correspondingly
large change in the control action given by

\[ u_{\infty}^{'} = P_d^\dagger \left( y_d^* - d_d \right) + (\gamma + \Delta \gamma) V_{d2} \]  \hspace{1cm} (5.15)

• It is conceivable that the Moore-Penrose pseudoinverse contains a nonzero value of \( C_2 \) when minimizing the Euclidean norm of the control action, but the value must be of the order of \( 1/(z_2)^k \) so that no large control is accumulated from this term in \( p \) time steps. One might prefer to have \( C_2 \) identically zeros, if one could find a way to do this.

• The instability of the control input producing zero error at the addressed time steps is then included in the \( V_{d2} \gamma \) term in Equation 5.12. Since \( V_{d2} \) is a unit vector, in order for the unstable history in the \( V_{d2} \) vector to have substantial influence on the control history, one needs a substantial value for \( \gamma \), i.e. one needs a substantial component of \( u_0 \) on \( V_{d2} \).

• For a given magnitude \( u_0 \) the maximizing choice is to pick the initial input to be equal to \( V_{d2} \), i.e. pick an unstable control input. One is not likely to do this, but in addition this only produces a value of \( V_{d2}^T V_{d2} = 1 \). Therefore, one also needs to make the control \( u_0 \) to be a large number multiplying \( V_{d2} \), in order to generate an initial input that has substantial instability observed within the given \( p \) time steps of the problem.
5.5 Stable Inverse Theorem Based Iterative Learning Control

In this section, the stable inverse theorem based ILC approach is sketched according to [13], for the purpose of comparison of differences and similarties. Because the stable inverse problem is defined on the infinite time interval \((-\infty, +\infty)\), the authors pre- and post-extended the original finite time desired output trajectory \(y_d(t), \ t \in [0, T]\) as

\[
y_r(t) = \begin{cases} 
0, & t \in (-\infty, t_0] \\
r_1(t), & t \in [t_0, 0] \\
y_d(t), & t \in [0, T] \\
r_2(t), & t \in [T, t_f] \\
0, & t \in [t_f, +\infty]
\end{cases}
\]  
(5.16)

where

\[
r_1(t_0) = 0, \quad r_1(0) = y_d(0), \quad r_1(T) = y_d(T), \quad r_1(t_f) = 0
\]  
(5.17)

\(r_1(t), r_2(t)\) are continuously differentiable. Then the problem of finding the stable inverse solution maintaining the exact output trajectory which satisfies the system

\[
\begin{align*}
\dot{x}_j(t) &= Ax_j(t) + Bu_j(t) \\
y_j(t) &= Cx_j(t)
\end{align*}
\]  
(5.18)

where \(x_j(t) \in \mathbb{R}^n, u_j(t) \in \mathbb{R}, y_j(t) \in \mathbb{R}\), could be converted to an optimal tracking problem
as

$$
\min_u \ J(u) = \frac{1}{2} \int_{-\infty}^{+\infty} e^T(t) e(t) dt
$$

s.t.  \quad e(t) = y_r(t) - y(t)

$$
y(t) = Pu(t)
$$

$$
\begin{align*}
&u(\pm \infty) = 0, \quad x(\pm \infty) = 0, \quad y(\pm \infty) = 0 \\
\end{align*}
$$

(5.19)

Now using continuous time Lagrange multipliers \(\lambda(t)\) and gradient-based optimization algorithm to solve Equation 5.18. Define the Hamiltonian \(H(x, u, \lambda, t)\) as

$$
H(x, u, \lambda, t) = \frac{1}{2} (y_r - Cx)^T (y_r - Cx) + \lambda^T (Ax + Bu)
$$

(5.20)

The first-order necessary condition gives the costate equation as

$$
\dot{\lambda}(t) = -\partial_{x_j} H[x_j, u_j, \lambda, t] = -A^T \lambda(t) + C^T (y_r(t) - y_j(t))
$$

(5.21)

To make the performance index \(J(u)\) sliding towards in the decreasing direction, the control action based on the counterpart in the previous repetition updates along the direction

$$
\delta u_j = -\partial_{u_j} H[x_j, u_j, \lambda, t] = -B^T \lambda(t)
$$

(5.22)

Then the control action when the iteration number \(j \rightarrow \infty\) would converge to the stable inverse theorem based solution as modeled

$$
u_{j+1}(t) = u_j(t) + \phi z_j(t)
$$

(5.23)
where $\phi$ is learning rate, and $z_j(t)$ could be solved by

$$
\begin{align*}
\dot{\lambda}_j(t) &= -A^T \lambda_j(t) + C^T (y_r(t) - y_j(t)) \\
z_j(t) &= -B^T \lambda_j(t)
\end{align*}
$$

(5.24)

constraint by the boundary conditions $\lambda_j(\pm \infty) = 0$. Again, as mentioned previously in the stable inverse theorem section, this calculation needs two integrals from both $-\infty$ and $+\infty$, or by an infinite summation in discrete time scenario. Reference [8] points out that there is no direct relation between ILC law using adjoint system as outlined above, and stable inverse theorem. However, they both converge to the same solution when one chooses the control action of the initial run as zero, which coincides with the solution done by JiLLLL NI. The author here finds this is the most interesting part of this comparison.

## 5.6 Conclusions

The JiLLLL NI solution to an inverse discrete-time control problem produces zero error at all time steps except the first few (one step for example the 3rd order problem (or pole excess 3), 2 time steps if the problem were 5th order, 3 if it were 7th order). The inverse problem is inverting the associated difference equation, which has a zero(s) outside the unit circle that becomes an unstable pole(s) outside the unit circle. The resulting difference equation that must be satisfied has a solution of the associated homogeneous equation that is an arbitrary constant(s), determined by initial conditions, times the unstable solution(s). In order to have a stable inverse, it would seem necessary to set the initial conditions very precisely so that there would be a zero coefficient multiplying the unstable solution. We show that this is
not necessary, and in fact it is very hard to set initial conditions that exhibit the instability.

JiLLL NI gives a $p$ time step control history producing the desired output at all time steps but the first (or first few). Then the control action at the first time step is determined by the Moore-Penrose pseudoinverse. ILC wants to similarly converge to zero error, but cannot use this pseudoinverse solution because it seeks zero error in the unknown world model, instead of our model of the world. The set of all possible pseudoinverses is established. It is determined that all 3 ILC laws converge to the same pseudoinverse solution, when given the same initial input used in the first ILC iteration. It is determined what choice of the initial run is required to produce the actual unstable inverse for all time steps, and also it is determined what kind of initial run is needed to result in any significant unstable control action. It is clear that one would never pick such an initial input history.

If one wants to reduce the very small influence of a reasonable initial run on the ILC converged zero error control history, one can make the initial control action decay to zero for the last few time steps. If one wants to go further, and have ILC converge to the Moore-Penrose minimum Euclidean norm solution, then one can give a zero command to the control system for the entire first run. In this case, the ILC converges to the minimum Euclidean norm control solution of the Longman Stable Inverse JiLLL NI.

Since the ILC does not consider the error in the first time step, the error at this time step is studied. One might worry that something wild must be done at this time step in order to produce the stable inverse for the remaining steps. It appears that this not the case. Furthermore, requesting any significant change in the error at this first time step while keeping the remaining errors zero, requires introducing unstable control time histories.

The final conclusion is that all three ILC laws will converge to well behaved and very
useful solutions to the inverse control problem using any reasonable initial runs, and that the ill-conditioning and the instability of the inverse model are eliminated.
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Conclusion

This work develops a series of new stable inverses of linear discrete time systems. Having a stable inverse to make use of, this addresses a basic problem and has the potential to address difficulties in many control design problems. The work was motivated by solving the inverse instability issue in Iterative Learning Control (ILC) problems.

Typical feedback control systems do not do what you ask them to do. The concept of bandwidth is created to describe up to what frequency such a system will do something reasonably close to the command. Various control approaches aim to fix this problem, and produce zero tracking error following the commanded trajectory. These include Iterative Learning Control (ILC), Repetitive Control (RC), one step ahead control, indirect adaptive control, etc. Each aims to produce that input command that produces the desired output, i.e. solve the inverse problem. To implement such control laws, one must use discrete time models which represent the continuous world with inputs coming through a zero-order-hold. The exact discrete time equivalent, giving the same output at sample times as the differential equation, very often has Non-Minimum Phase (NMP) zeros, including sampling zeros, or intrinsic zeros, or both. This means that the inverse problem is unstable, i.e.
finding the input necessary to produce the desired output results in a control action that grows exponentially in magnitude with time.

With the knowledge of asymptotic locations of sampling NMP zeros, this work picks a representative discrete time model of a robot at NASA Langley Research Center. The analysis starts from detecting the instability in a discrete time difference equation model and a finite time matrices model, including a state space model and an ARX model. Then creates a factorization of systems matrices, modeling finite time dynamics of the input-output linear mapping of the discrete time system as the analogy to a transfer function. Based on two versions of the modified problem statements, a series of new stable inverses are developed. Then apply the new stable inverse ideas to solve the instability issue in ILC problems, justifying that all major learning laws converge to the same well behaved and useful solutions as well as being insensitive to the choice of control action in the initial iteration to start the learning procedure. This work also studies the commonalities and differences between the existing stable inverse theorem, and its application on ILC problems.

Applications of new stable inverses include. (1) ILC was the original motivation for the development of the stable inverse concepts presented in this work. ILC attempts to converge to the full inverse control action. Hence, it is very often trying to converge to an unstable control action. Often in applications people do not realize. The instability may not be evident for many iterations, and could also be stabilized by the analog to digital converters. For a slow sample rate it can become evident earlier, and then people wonder what is wrong. This work creates stable inverse methods to address this problem. This work also explains why ILC, without actually applying the stable inverse, without making any use of
the prescribed pseudoinverse, nevertheless converges to the right answer when using initial deletion for all major ILC laws, at meantime insensitive to the choice of control action at the intial iteration. (2) ILC design with local learning: Imagine a factory robot repeatedly starts from a home position, going to a newly arrived object where it performs a high precision task, and then returns home. High accuracy tracking is only needed for the task part of the trajectory. One could consider using a quadratic cost control in general, but phasing into the skip step stable inverse for some portion of the trajectory that needs high precision tracking. (3) One step ahead control is a digital feedback control law that aims to produce zero error every time step, and one of the major limitation is the inverse instability for any system with the relative degree of three or more. One could apply the stable inverse idea by increasing the sample rate to produce the equivalent of a generalized hold between the original sample times, and study the tracking error between the original sample times. (4) Indirect discrete time adaptive control creates a law promising to converge to zero tracking error in real time. The basic indirect adaptive control relies on the one-step ahead control law followed by the projection algorithm to update the model based on the current inverse. The asymptotic stability of the inverse of the system required by convergence condition is not satisfied in a majority of systems one would like to control. Preliminary study has been done to solve this issue by applying stable inverse ideas. (5) Note that one could reformulate the above control design problems as Linear Model Predictive Control that updates a batch of time steps instead of every step. This offers the ability to converge to zero tracking error at every time step of the skip step inverse, instead of the usual aim to converge to a quadratic cost solution.

There are still more things to explore in the future and some of them are ongoing.
The author intends to generalize stable inverses to multi-input, multi-output (MIMO), linear time varying or nonlinear discrete time systems. (2) Examine in a more detailed level on errors in between sample times to evaluate overall performance, via the study on the degree of freedom at initial time steps driving the system onto the desired state trajectory. (3) Make the current study on indirect adaptive control on real-time via the enhancement on stable inverses. (4) Generalize the stable inverses on systems with partial prior knowledge of system dynamics.
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Appendix A

Numerical Results on ILC of Time Varying Systems

A.1 Introduction

Systems for which one might want to apply ILC to obtain high precision tracking, can have time varying coefficients. Two cases can apply. One is that the system model is simply time varying. A second situation applies when one wants to use ILC designed for linear systems to apply to nonlinear systems. One can linearize the nonlinear model around the desired trajectory that is a function of time, and this produces time varying coefficients. The linear range around the desired trajectory can be large enough to make this approach effective. If not, one may seek to repeatedly linearize about trajectories during the iterations.

For constant coefficient LTI systems, the Toeplitz matrix of Markov parameters is well studied in the previous chapters. The purpose of this Appendix is to examine how these properties are modified as a time variation is introduced into the coefficients. We study the various classes of time variation. And for the basic laws of contraction mapping, partial isometry, and quadratic cost learning updates can in theory be used directly with time varying systems but no one has addressed the issue of what happens to the troublesome singular values associated with zeros of linear transfer functions outside the unit circle for constant coefficient systems are transformed by time variation. The investigation here seeks whether the methods obtained still address the issue of instability of the inverse.

A.2 On ILC of Linear Time Varying Systems

The Repetition Domain Model

Consider a general linear time varying state variable difference equation model

\[
\begin{align*}
    x_j(k+1) &= A(k)x_j(k) + B(k)u_j(k) \\
    y_j(k+1) &= C(k+1)x_j(k+1) + v(k+1)
\end{align*}
\]  

(A.1)
Therefore, the linear variational differential equations become such an interval. Linearizing the right hand of Equation if the input comes through a zero order hold, both 

Note that we will be integrating these differential equations across a sample time, and that 

Suppose that we have a set of functions 

Consider a general nonlinear ordinary differential equation of the form 

Relating Nonlinear Ordinary Differential Equations to \( P \) Matrix

Consider a general nonlinear ordinary differential equation of the form 

Suppose that we have a set of functions \( u^*(t), y^*(t), x^*(t) \) satisfying these equations, and we would like to have Equation A.4 linearized about these functions. Define the deviations from the desired solution by 

Note that we will be integrating these differential equations across a sample time, and that if the input comes through a zero order hold, both \( u(t) \) and \( \bar{u}(t) \) would be constants during such an interval. Linearizing the right hand of Equation A.4 about the desired trajectory 

Therefore, the linear variational differential equations become 

\[ \begin{align*} 
\dot{x}(t) &= A_C (x^*(t), u^*(t)) x(t) + B_C (x^*(t), u^*(t)) u(t) \\
y(t) &= C x(t) 
\end{align*} \]
where
\[ A_C (x^*(t), \ u^*(t)) = \frac{\partial f}{\partial \dot{x}(t)} \bigg|_* \quad B_C (x^*(t), \ u^*(t)) = \frac{\partial f}{\partial \bar{u}(t)} \bigg|_* \quad (A.8) \]

Now convert the linear time varying state space differential equation to a difference equation, giving the solution to Equation A.7 at sample times \( t = kT \) where \( k \) is an integer and \( T \) is the sample time interval. The state transition matrix \( \Phi (t, kT) \) is the square matrix solution of
\[ \Phi (t, kT) = A_C (x^*(t), \ u^*(t)) \Phi (t, kT) \quad (A.9) \]
on the interval \( kT - \tau - (k+1)T \) starting from the initial condition \( \Phi (kT, kT) = 1 \). Then

the solution of Equation A.7 is given as
\[ x(t) = \Phi (t, kT) x(kT) + \int_{kT}^{t} \Phi (t, \tau) B_C (x^*(\tau), \ u^*(\tau)) u(\tau) d\tau \quad (A.10) \]

Setting \( t = (k+1)T \) and using the fact that the input is constant over a sample time interval produces the desired time varying difference equation
\[ \begin{cases} 
  x_j(k+1) = A(k)x_j(k) + B(k)u_j(k) \\
  y_j(k+1) = C(k+1)x_j(k+1) + v(k+1) \\
  A(k) = \Phi ((k+1)T, kT) \\
  B(k) = \int_{kT}^{(k+1)T} \Phi ((k+1)T, \tau) B_C (x^*(\tau), \ u^*(\tau)) d\tau \quad (A.11) 
\end{cases} \]

Of course in the linearized time varying difference equation model, the resultant coefficients are varying with time, for simplicity in this paper, we choose coefficients \( A(k), B(k) \) as piecewise constants with reasonable sampling rate.

**A Linearization Example**

As an example of linearization, consider a first order nonlinear system in continuous time domain
\[ \dot{y}(t) + k_1y^2(t) + k_2y(t) = u(t) \quad (A.12) \]

Suppose we know the command \( u^*(t) \) that produces the output \( y^*(t) \) and we wish to linearize the equation about this input-output pair. Then the nonlinear term can be written linearized for small deviations from \( y^*(t) \), as \( y^3(t) = (y^*(t))^3 + 3(y^*(t))^2 (y(t) - y^*(t)). \) The linearized equation becomes
\[ \dot{y}(t) + \left[3k_1(y^*(t))^2 + k_2\right] y(t) = u(t) - k_1(y^*(t))^3 + 3k_1(y^*(t))^3 \quad (A.13) \]

This is a linear differential equation with time varying coefficient, and it has a repeating forcing term, and the function about which it was linearized. If the command input comes in through a zero order hold, it would be held constant from one time step to the next, and one could recomputed the linearized equation, and convert to a difference equation, but with the repeating forcing term on the input to the equation rather than on the output. This forcing function produces a particular solution to the linear equation which could be computed as a convolution sum. One can then delete the forcing term to the difference
equation, and substitute the particular solution for the output disturbance \( v(k) \), to complete getting the equation into the form used in Equation A.11. Or equivalently, we could write
\[
y(t) = y^*(t) + \Delta y(t) \quad \text{and} \quad u(t) = u^*(t) + \Delta u(t)
\]
and convert the equations to use the deviations \( \Delta y(t) \), \( \Delta u(t) \) as variables. In this case the linearized equation takes the form
\[
\Delta \dot{y}(t) + \left[ 3k_1(y^*(t))^2 + k_2 \right] \Delta y(t) = \Delta u(t)
\]
(A.14)

This form has the same time varying coefficient on the left hand side, but the “disturbance” forcing term is no longer present on the right. Then use the linearization method described in the last section, and combine the results of Equation A.11 and Equation A.3 producing \( P \) matrix. The purpose of this chapter is to investigate the property of this resultant \( P \) matrix presenting the dynamics of time varying systems. Note that, the coefficients of the system itself could be also time varying, here we consider the situation where the coefficients are dependent at time since linearized system of the original nonlinear system, and the nominal output trajectory is function of time. And it might cause some trouble for some systems for some desired trajectory, like the eigenvalues of \( A(k) \) are greater than one, which makes the system \( P \) matrix unstable.

### A.3 Investigation of \( P \) Matrix of LTV Systems

In this section, the authors investigate the “distortion” to the properties of linear time invariant \( P \) matrix listed above in the last section. Systems for which one might want to apply ILC to obtain high precision tracking, can have time varying coefficients. Two cases can apply. One is that the system model is simply time varying. A second situation applies when one wants to use ILC designed for linear systems to apply to nonlinear system. One can linearize the nonlinear model around the desired trajectory that is a function of time, and this produces time varying coefficients. The purpose of the paper is to investigate the second situation. The linear range around the desired trajectory can be large enough to make this approach effective. If not, one may seek to repeatedly linearize about trajectories during the iterations.

### The Distortion of Input-Output Singular Vector Pairs

The expectation of the input-output singular vector pairs of the LTI \( P \) matrix, as discussed in Chapter 3 and shown in Figure A.1 and Figure A.2. The author is in interested in investigating the systematic pattern of distortion on these singular vector pairs due to the variation on different part of desired \( y^*(t) \). Use the linearized time varying system modeled as Equation A.14, and we choose a first set of different desired output trajectories \( y^*_1(t), y^*_2(t), y^*_3(t) \) as
\[
y^*_i(t) = e^{\left( \frac{(t-m_i)^2}{2\sigma^2} \right)}
\]
(A.15)
where \( m_1 = 0.3, m_2 = 1.0, m_3 = 1.7, \) and \( \sigma = 0.1 \). Basically, this set of the resired \( y^*(t) \) is a Gaussian distribution function without the normalizing factor and with different means.
Figure A.1: Magnitude of components of first three output singular vectors of LTI $P$ matrix

Figure A.2: Magnitude of components of first three input singular vectors of LTI $P$ matrix
Figure A.3: $y^*_1(t) = e^{\frac{(t-m_1)^2}{2\sigma^2}}$

and the same standard deviation, which are depicted in Figure A.3, Figure A.4, Figure A.5. We choose each desired $y^*(t)$ as two seconds long with 100 sampling rate.

**Observation 1:** Figure A.6, Figure A.7, Figure A.8, Figure A.9, Figure A.10, Figure A.11, Figure A.12, Figure A.13, Figure A.14 show the first set of the desired output trajectories $y^*_1(t)$, $y^*_2(t)$, $y^*_3(t)$, and their corresponding linearized time varying system coefficients, $A_d(k)$ and $B_d(k)$, since we want to investigate properties of $P$ matrix, the coefficients are in discrete time, although $B_d(k)$ here is not easily visible. And also present the first three singular vectors $U$ and $V$. It could be seen that for the desired output in the same "shape" with concentration on different parts of the trajectories, i.e. the "bump" is at the start, in the middle and in the end. For some systems, might lead to the time variation on the system coefficients on their corresponding part of the period. Compared to the first three singular vectors of linear time invariant $P$ matrix, we might also expect that there should be some variation on the input-output singular vector pairs on their corresponding part, respectively. And if the time variation is reasonably small, the rest time histories of the singular vectors remain similar shape to the undistorted ones. At the same, the input-output singular vector pairs no longer remain the reversed time order pattern.

**Observation 2:** Compared to the desired output $y^*_4(t)$, Figure A.15, Figure A.16, Figure A.17 linearized about the desired trajectory $y^*_4(t) = \sin(7\pi t)e^{\frac{(t-m_1)^2}{2\sigma^2}}$. The authors want to mimic the wavelet basis functions with the mother basis with the Gaussian distribution function coupling with some other sinusoidal functions representing different localized frequencies. We have reasons to believe that after linearizing the desired output
Figure A.4: $y_2^*(t) = e^{\left(\frac{(t-m_2)^2}{2\sigma_2^2}\right)}$

Figure A.5: $y_3^*(t) = e^{\left(\frac{(t-m_3)^2}{2\sigma_3^2}\right)}$
Figure A.6: The desired output $y^*_1(t)$ and time varying coefficients

Figure A.7: The resulted first three input singular vectors linearized about $y^*_1(t)$
Figure A.8: The resulted first three output singular vectors linearized about $y^*_1(t)$

Figure A.9: The desired output $y^*_2(t)$ and time varying coefficients
Figure A.10: The resulted first three input singular vectors linearized about $y_2^*(t)$

Figure A.11: The resulted first three output singular vectors linearized about $y_2^*(t)$
Figure A.12: The desired output $y^*_3(t)$ and time varying coefficients

Figure A.13: The resulted first three input singular vectors linearized about $y^*_3(t)$
with different frequencies, leading to the system coefficients have components of different frequencies. And for input-output singular vector pairs, we might expect more “wiggles” in terms of distortion on the corresponding part of the time histories.

The Distortion of the Singular Value Decomposition for Linearly Changing Desired Trajectories

**Observation 3:** Figure A.18, Figure A.19, Figure A.20 show the systematic results of linearizing about the desired output $Y^*_5(t) = 4t$, a linearly time increasing trajectory. It could be observed that when the system coefficients change monotonically, the input-output singular vectors, instead of well “distributed” along the whole time trajectories, they may flat out to zero sooner. And it might be due to the fact of causality of $P$ matrix, as discussed earlier, for the case of a LTI $P$ matrix, each column is the unit pulse response starting at different time step.

The Distortion of the Singular Value Decomposition for Linearied Systems with Periodic Coefficients

There exists a nice description of the finite time influence on frequency response behavior. A very important property of the steady state frequency response of a linear time invariant system is that a singular frequency input produces a single frequency in the output. Clearly these are not pure sinusoids. In order to associating frequencies with the singular vectors, one could take the discrete Fourier transform of the singular vectors in to determine what frequency they correspond to, and also what singular value is associated with that frequency.
Figure A.15: The desired output \( y_4^*(t) \) and time varying coefficients

Figure A.16: The resulted first three input singular vectors linearized about \( y_4^*(t) \)
Figure A.17: The resulted first three output singular vectors linearized about $y_4^*(t)$

Figure A.18: The desired output $y_5^*(t)$ and time varying coefficients
Figure A.19: The resulted first three input singular vectors linearized about $y_5^*(t)$

Figure A.20: The resulted first three output singular vectors linearized about $y_5^*(t)$
And take a closer look, if we take the DFT of the columns for the columns and use the largest magnitude entry as the frequency, the mapping of columns to frequency number follows: 1, 2, 2, 3, 3, 4, 4, .... There are important situations in which periodic coefficient linear systems arise discussed in Reference [76]. A large class of such systems result when one wants to apply iterative learning control in nonlinear system. Linearizing about the desired trajectory results in linear equations with periodic coefficients. One developed the inverse of the steady state frequency response of the system and used it as a compensator to update the command for a feedback control system. An important new aspect is that unlike constant coefficient system where a single frequency input produces the same single frequency in the output, the periodic coefficient problem can have multiple harmonic and subharmonics in the output. For simplicity, if there is one frequency in the periodic coefficient, we could see the effect is that it produces the sums and differences of every frequency in the input or output respectively. If there are more than one frequency in the coefficient, we would have more sums and differences. The authors try to relate this phenomenon to the distortion of the singular vectors upon the time variation on the constant coefficients. For the purpose of illustration, consider a first order nonlinear system

$$y'(t) + ay^2(t) = bu(t)$$  \hspace{1cm} (A.16)

and then linearize about the desired trajectory to get linearized time varying system

$$\Delta y'(t) + 2ay^* \Delta y(t) = b \Delta u(t)$$  \hspace{1cm} (A.17)

To see the updated singular vectors, we first choose $y^*_8(t) = 20 \cdot \begin{bmatrix} -1 + 0.5 \cdot \sin(4\pi t) \end{bmatrix}$ with one single relatively low frequency components, and then $y^*_9(t) = 20 \cdot \begin{bmatrix} -1.1 + 0.5 \cdot \sin(16\pi t) \end{bmatrix}$ containing higher frequency component. And then take DFT of the columns of singular vector matrices.

**Observation 4:** The left part of Figure A.21 shows the desired trajectory $y^*_8(t)$ with single low frequency component and periodic coefficients of the linearized system. The solid line in the Figure A.22 is DFT of the 10th singular vector of $U$ of the original system with constant coefficients. From previous experience, it is reasonable since we use the largest magnitude entry as the frequency, and the number of column 10 maps to 6 Hz. It is interesting to see that, the 10th singular vector of the time varying system has the largest magnitude at 6 Hz as well, however, it also contains relatively big magnitude at both 4 Hz and 8 Hz, as the sum and difference of the original frequency 6 Hz and the 2 Hz frequency component contained in the periodic coefficients introduced during the linearization about the desired output which contains one single frequency. Figure A.23 and Figure A.24 show the similar phenomenon except that we choose $y^*_9(t)$ to linearize about which contains one single higher frequency 8 Hz. In DFT of the 30th singular vector of $U$ of the linearize system with periodic coefficients, we observe that besides the largest magnitude entry representing the dominant centered frequency 16 Hz, also two spikes at 8 Hz and 24 Hz, again the sum and difference of original 16 Hz and 8 Hz component contained in the periodic coefficients. Note that similar behavior could be seen in the singular vectors of $V$. Now what if we choose $y_10^*(t) = y^*_8(t) + y^*_9(t)$, the combination of previous two trajectories to linearize about,
since now it contains more than one single frequency. Again, shown in Figure A.25 and Figure A.26, the largest magnitude entry is at 16 Hz, and the secondary largest magnitude entries are at 14 Hz and 18 Hz, corresponding to the components of coefficients regarding to $y_8^\ast(t)$ whose magnitude is greater than $y_9^\ast(t)$, and then two relatively large entries at 8 Hz and 24 Hz, corresponding to $y_9^\ast(t)$. It is interesting to note there are also some other spike in between the sums and differences.

**Investigation of the Stable Inverse Methods for the Modified SVD**

The basic laws of contraction mapping, partial isometry, and quadratic cost learning updates can in theory be used directly with time varying systems, but no one has investigated on the issue of what happens to the troublesome singular values associated with zeros of linear transfer functions outside the unit circle for constant coefficient systems are transformed by time variation. The purpose of this section seeks to know if the anomalous singular values defined above still exist, if so, do the methods summarized in Chapter 4 still address the issue of instability of the inverse. With the method discussed in the last section, we consider the 3rd order nonlinear system

$$y'''(t) + (2\xi_1\omega_1 + a) y''(t) + (\omega_1^2 + 2\xi_1\omega_1 a) y'(t) + y^2(t) + a\omega_1^2 y(t) = a\omega_1^2 u(t)$$

with the nonlinear term $y^2(t)$, and linearize about some desired output trajectory, giving the linearized time varying system model

$$\Delta y'''(t) + (2\xi_1\omega_1 + a) \Delta y''(t) + (\omega_1^2 + 2\xi_1\omega_1 a) \Delta y'(t) + (2y^*(t) + a\omega_1^2) \Delta y(t) = a\omega_1^2 \Delta u(t)$$

(A.18)

where $a = 8.8$, $\xi_1 = 0.5$, $\omega_1 = 37$. Numerical experience shows that when one linearizes about some desired output trajectory, could result in unstable linear time varying system, i.e. the eigenvalues of $A_d(k)$ could be outside the unit circle. We choose $y_6^\ast(t) = 0.1y_1^\ast(t)$ and $y_7^\ast(t) = 0.1y_5^\ast(t)$ to linearize about. Figure A.27 and Figure A.28 show the 1st, 20th and 60th
Figure A.22: DFT of the 10th input singular vector of the constant coefficients system compared to the linearized system with periodic coefficients.

Figure A.23: The desired output $y^*_0(t)$ and time varying coefficients.
Figure A.24: DFT of the 30th input singular vector of the constant coefficients system compared to the linearized system with periodic coefficients.

Figure A.25: The desired output $y_10^*(t)$ and time varying coefficients.
Figure A.26: DFT of the 30th input singular vector of the constant coefficients system compared to the linearized system with periodic coefficients

Observation 5: Figure A.29 and Figure A.30 show that, similar to the linear time invariant $P$ matrix, when the system coefficients are affected by reasonable amount of time variation, we might still encounter the troublesome of the existence of the troublesome anomalous singular value preventing producing a stable inverse of the system and the pair of singular vectors associated with the anomalous singular value, with one exponentially growing and the other one exponentially decaying. It also shows that with the stable inverse methods developed by the authors and workers, by deleting the first row of time dependent $P$ matrix (bottom left), or allow the use of two zero order hold values between each time step for which one asks for zero tracking error, i.e. the number of rows deleted to the number of anomalous singular value, they somehow still work eliminating the anomalous singular value. The updated singular values are marked with asterisks in Figure A.31 and Figure A.32.
Figure A.27: 1\textsuperscript{st}, 20\textsuperscript{th} and 60\textsuperscript{th} column of time varying $P$ matrix linearized about $y_6^*(t)$

Figure A.28: 1\textsuperscript{st}, 20\textsuperscript{th} and 60\textsuperscript{th} column of time varying $P$ matrix linearized about $y_7^*(t)$
Figure A.29: Input-out singular vector pair associated with $\sigma_{\text{min}}$ of $P_6$

Figure A.30: Input-out singular vector pair associated with $\sigma_{\text{min}}$ of $P_7$
Figure A.31: The updated singular values of $P_{6d}$

Figure A.32: The updated singular values of $P_{7d}$