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ABSTRACT 

Identification, Characterization, and Mitigation of the Performance Limiting Processes in 

Battery Electrodes 

Kevin W. Knehr 

 Batteries are complex, multidisciplinary, electrochemical energy storage systems that are 

crucial for powering our society. During operation, all battery technologies suffer from voltage 

losses due to energetic penalties associated with the electrochemical processes (i.e., ohmic 

resistance, kinetic barriers, and mass transport limitations). A majority of the voltage losses can 

be attributed to processes occurring on/in the battery electrodes, which are responsible for 

facilitating the electrochemical reactions. A major challenge in the battery field is developing 

strategies to mitigate these losses. To accomplish this, researchers must i) identify the processes 

limiting the performance of the electrode, ii) characterize the main, performance-limiting 

processes to understand the underlying mechanisms responsible for the poor performance, and 

iii) mitigate the voltage losses by developing strategies which target these underlying 

mechanisms. In this thesis, three studies are presented which highlight the role of 

electrochemical engineers in alleviating the performance limiting processes in battery electrodes.  

Each study is focused on a different step of the research approach (i.e., identification, 

characterization, and mitigation) and analyzes an electrode from a different battery system.  

The first part of the thesis is focused on identifying the processes limiting the capacity in 

nanocomposite lithium-magnetite electrodes. To accomplish this, the mass transport processes 

and phase changes occurring within magnetite electrodes during discharge and voltage recovery 

are investigated using a combined experimental and modeling approach. First, voltage recovery 

data are analyzed through a comparison of the mass transport time-constants associated with 



 

 

different length-scales in the electrode. The long voltage recovery times are hypothesized to 

result from the relaxation of concentration profiles on the mesoscale, which consists of the 

agglomerate and crystallite length-scales. The hypothesis was tested through the development of 

a multi-scale mathematical model. Using the model, experimental discharge and voltage 

recovery data are compared to three sets of simulations, which incorporate crystal-only, 

agglomerate-only, or multi-scale transport effects. The results of the study indicate that, 

depending on the crystal size, the low utilization of the active material (i.e., low capacity) is 

caused by transport limitations on the agglomerate and/or crystal length-scales. For electrodes 

composed of small crystals (6 and 8 nm diameters), it is concluded that the transport limitations 

in the agglomerate are primarily responsible for the long voltage recovery times and low 

utilization of the active material. In the electrodes composed of large crystals (32 nm diameter), 

the slow voltage recovery is attributed to transport limitations on both the agglomerate and 

crystal length-scales.  

Next, the multi-scale model is further expanded to study the phase changes occurring in 

magnetite during lithiation and voltage recovery experiments. Phase changes are described using 

kinetic expressions based on the Avrami theory for nucleation and growth. Simulated results 

indicate that the slow, linear voltage change observed at long times during the voltage recovery 

experiments can be attributed to a slow phase change from α-LixFe3O4 to β-Li4Fe3O4. In 

addition, simulations for the lithiation of 6 and 32 nm Fe3O4 suggest the rate of conversion from 

α-LixFe3O4 to γ-(4 Li2O + 3 Fe) decreases with decreasing crystal size. 

The next part of the thesis presents a study aimed at characterizing the formation of 

PbSO4 films on Pb in H2SO4, which has been previously identified as a performance-limiting 

process in lead-acid batteries. Transmission X-ray microscopy (TXM) is utilized to monitor, in 



 

 

real time, the initial formation, the resulting passivation, and the subsequent reduction of the 

PbSO4 film. It is concluded with support from quartz-crystal-microbalance experiments that the 

initial formation of PbSO4 crystals occurs as a result of acidic corrosion.  Additionally, the film 

is shown to coalesce during the early stages of galvanostatic oxidation and to passivate as a result 

of morphological changes in the existing film. Finally, it is observed that the passivation process 

results in the formation of large PbSO4 crystals with low area-to-volume ratios, which are 

difficult to reduce under both galvanostatic and potentiostatic conditions.  

In a further extension of this study, TXM and scanning electron microscopy are 

combined to investigate the effects of sodium lignosulfonate on the PbSO4 formation and the 

initial growth of PbSO4 crystals. Sodium lignosulfonate is shown to retard, on average, the 

growth of the PbSO4 crystals, yielding a film with smaller crystals and higher crystal densities. In 

addition, an analysis of the growth rates of individual, large crystals showed an initial rapid 

growth which declined as the PbSO4 surface coverage increased. It was concluded that the 

increase in PbSO4 provides additional sites for precipitation and reduces the precipitation rate on 

the existing crystals. Finally, the potential-time transient at the beginning of oxidation is 

suggested to result from the relaxation of a supersaturated solution and the development of a 

PbSO4 film with increasing resistance. 

The final part of the thesis presents a study aimed at mitigating the ohmic losses during 

pulse-power discharge of a battery by the adding a second electrochemically active material to 

the electrode. Porous electrode theory is used to conduct case studies for when the addition of a 

second active material can improve the pulse-power performance. Case studies are conducted for 

the positive electrode of a sodium metal-halide battery and the graphite negative electrode of a 

lithium-ion battery. The replacement of a fraction of the nickel chloride capacity with iron 



 

 

chloride in a sodium metal-halide electrode and the replacement of a fraction of the graphite 

capacity with carbon black in a lithium-ion negative electrode were both predicted to increase the 

maximum pulse power by up to 40%.   In general, whether or not a second electrochemically 

active material increases the pulse power depends on the relative importance of ohmic-to-charge 

transfer resistances within the porous structure, the capacity fraction of the second 

electrochemically active material, and the kinetic and thermodynamic parameters of the two 

active materials. 
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CHAPTER 1 

INTRODUCTION 

1.1. Batteries and Energy Storage 

Batteries are arguably the most well-known electrochemical technologies used by our 

society. They are responsible for powering both high-end consumer electronics (e.g., smart 

phones, laptop computers, tablets, and power tools) and low-end devices (e.g., remote controls, 

calculators, and watches). In addition, larger battery systems are used as uninterruptible power 

supplies for emergency, no-fail applications and are prevalent in the transportation sector as 

starters for all-gasoline vehicles [1, 2]. As our society continues to grow and mature, a new 

generation of batteries is required to meet a new generation of energy storage challenges, 

especially those related to the looming global energy crisis. In recent years, “next-generation” 

batteries have shown significant potential as efficient, cost-effective energy storage devices for 

several important applications, including: storing energy from intermittent renewable sources 

(i.e., wind and solar), powering electric and hybrid-electric vehicles, and providing back-up 

power for important infrastructure such as telecommunication equipment [3-5]. 

1.2. Battery Operation 

A schematic of a generic battery cell is shown in Figure 1.1. A battery cell typically 

contains a positive and a negative electrode, which are immersed in a liquid electrolyte and are 

spatially divided by a separator. The electrodes are often metal or metal-composites which store 

and release energy through reactions with the electrolyte. The separator is a porous, electronic 

insulator and its role is to prevent electrical contact between the electrodes in the cell while 

simultaneously allowing for the transfer of ions between the electrodes. To form a battery cell, 
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these components are tightly sandwiched between two current collectors that provide electrical 

connection to an external circuit [6].  

 

 

Figure 1.1. Operation of a battery cell during discharge 

Figure 1.1 also depicts the discharge process for a generic battery cell, where it is 

assumed the positive electrode is composed of some metal, P, and the negative electrode of some 

metal, N. Upon discharge, an electrical connection is made between the current collectors, which 

results in spontaneous electrochemical reactions. The negative electrode acts as an anode and is 

oxidized, releasing an electron into the current collector. This electron flows through the external 

circuit to the positive electrode (cathode) where it is used to complete a reduction reaction. 

Useful work is obtained from the electrons flowing between the two electrodes across the 

external circuit. In addition to the electron flow, there is a continual exchange of ions between 
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the negative and positive electrode, which occurs through the liquid electrolyte and across the 

separator. The ions are necessary to maintain electro-neutrality in the cell and are often used to 

complete the electrochemical reactions.  

During charging of a battery cell, an external power supply is used to apply work into the 

system, which causes all of the electrochemical processes in Figure 1.1 to progress in the reverse 

(non-spontaneous) direction. The work is applied in the form of excess voltage, which is used to 

overcome the energetic penalties associated with reversing the reactions. 

1.3. Battery Performance 

The power released by a battery cell is determined by the voltage between the electrodes 

and the current flowing through the external circuit, which is controlled by the rates of the 

electrochemical reactions. The power is calculated as follows: 

 𝑃 = 𝐼 × 𝑉 (1.1) 

The total amount of energy released by a battery cell is determined by integrating the power over 

time: 

 

𝐸 = ∫ 𝐼(𝑡)𝑉(𝑡)𝑑𝑡

𝑡

0

 

(1.2) 

The integration is necessary because, depending on the way the battery is discharged (e.g., 

constant load, constant current, or constant voltage), both the current and/or the voltage can 

fluctuate with time.  

 At rest (i.e., no current flowing through the external circuit), the voltage of a battery cell 

corresponds to the difference between the chemical potentials of the positive and negative 

electrodes. This is often referred to as the open circuit potential. Upon discharge, the voltage of 
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the cell deviates from the open circuit potential due to losses associated with the electrochemical 

processes. Conceptually, this voltage can be represented as follows: 

 𝑉𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 𝑈 − 𝜂𝑜ℎ𝑚 − 𝜂𝑠 − 𝜂𝑐 (1.3) 

where U is the open circuit potential and ηohm is the voltage loss due to ohmic resistances 

associated with the flow of electrons and ions. ηs is the voltage loss due to surface overpotentials 

associated with the reactions happening at the positive and negative electrodes. ηc is the 

concentration overpotential, which accounts for deviations from ideal behavior due to 

unfavorable distributions of reactants and products in the cell (e.g. failure of reactants to quickly 

diffuse to the reaction sites at the surface of the electrodes). During charging, the voltage in the 

cell can be represented in a manner similar to Eq. 1.3, but now the voltage losses are added to the 

open circuit potential: 

 𝑉𝑐ℎ𝑎𝑟𝑔𝑒 = 𝑈 + 𝜂𝑜ℎ𝑚 + 𝜂𝑠 + 𝜂𝑐 (1.4) 

The extent of the voltage losses in Equations 1.3 and 1.4 is proportional to the current 

flowing through the cell. Higher currents correspond to higher voltage losses due to increases in 

the energetic penalties associated with maintaining high reaction rates and current flow. 

However, high current also corresponds to higher power (see Eq. 1.1). This indicates that 

maximizing the power of a battery cell during discharge is an optimization problem, where the 

current should be high enough to increase the power, but not so high that voltage losses become 

too great. A similar tradeoff is observed during charging, where using high currents is important 

for rapid charging of batteries. 
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1.4. Electrode Design  

 When developing a battery cell, the various components (i.e., electrodes, electrolyte, 

separator, and current collectors) must be designed to achieve three main objectives: i) 

accomplish their designated roles during operation of the cell, ii) minimize voltage losses while 

completing their roles, and iii) meet design specifications associated with the battery’s 

application (e.g., cost, lifetime, safety, size and weight). Sometimes, these three objectives are 

interrelated, and satisfying one objective will satisfy all three. More often, designing and 

developing a component to meet one objective may negatively impact another, especially when 

attempting to meet multiple design specifications. Therefore, when developing the next 

generation of batteries, researchers must know how to tailor the components to achieve all three 

objectives as best as possible. To accomplish this, one must understand the tradeoffs and 

challenges associated with component development and design.  

 Proper design of the battery electrodes is crucial to optimizing battery performance due to 

their role in facilitating the electrochemical reactions. One of the major challenges when 

developing an electrode is guaranteeing full utilization of the material. For instance, in order for 

the electrode material to undergo an electrochemical reaction, the reaction sites must be 

accessible to both ions and electrons. Failure to accomplish this makes portions of the electrode 

material electrochemically inactive, which increases the size, weight, and cost of the battery. To 

facilitate ion transport, the electrodes must be designed with porous structures that allow for 

complete wetting of the electrode material by the liquid electrolyte. This is often obtained by 

fabricating the electrodes from small particles of material (mm to nm in size), which are 

compressed together to give the electrodes a structure resembling soil or sand [7, 8]. To facilitate 

electron transport, the electrode materials must be good electronic conductors. For some next-



6 

 

generation electrodes, the materials which undergo the electrochemical reactions are actually 

poor electronic conductors [9, 10]. In these cases, the poor electronic conductivity is overcome 

by blending particles of the electrochemically active material with particles of a highly-

conductive, electrochemically-inactive material. This blend of particles is then used to fabricate 

electrodes with the desired properties. 

 Another challenge when developing an electrode is reducing the surface overpotential 

associated with the electrochemical reactions. Reducing the surface overpotential decreases the 

voltage losses which increases the efficiency, power density, and energy density of the cell. All 

of these factors help to reduce the size, weight, and cost of the battery. The easiest way to reduce 

the surface overpotential is by developing electrochemically-active materials with inherently 

facile kinetics. However, some novel battery systems employ active materials with relatively 

poor kinetics because the materials satisfy other important specifications like low cost and light 

weight. To overcome the kinetics limitations, electrodes can be designed with high surface area. 

This is often done by reducing the particle size of the active material in the electrodes (often 

down to the nanoscale) [11, 12]. 

 The development of materials with good inherent properties is another important part of 

electrode design. For instance, the electrochemical performance of a material and the amount of 

that material needed to meet design specifications (i.e. energy and power requirements) are 

inversely proportional, with better performance corresponding to less material. Good electronic 

conductivity and facile kinetics have already been identified as important properties for 

improving the size, weight, and cost of batteries. Further improvements can be obtained by 

developing negative and positive electrode materials which produce a large open circuit potential 

(i.e., a large cell voltage) [13]. Materials should also be developed with large inherent capacities 
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(C cm
-3

 or C g
-1

), which maximize the amount of charge stored per a given quantity of material. 

In addition, lifetime and safety are other important design specifications. These specifications 

can be obtained by developing electrode materials which are stable in the liquid electrolytes. 

1.5. Optimizing Electrode Performance 

 No matter the material or the design, to some extent, all battery electrodes will suffer 

from the voltage losses described in Section 1.3. A major challenge in the battery field is 

developing strategies to mitigate these losses in both emerging and existing battery technologies. 

Accomplishing this requires a three step approach (see Figure 1.2). First, the main processes 

limiting the overall performance must be identified (i.e., ionic transport, electronic transport, 

reaction kinetics, or inherent physical properties of the material). Second, the main performance-

limiting processes must be characterized to understand the underlying mechanisms responsible 

for the poor performance. Finally, strategies must be developed which target the underlying 

mechanisms and mitigate the voltage losses.  Due to the multidisciplinary nature of batteries, this 

three-step process is often accomplished collectively within the battery field using input from 

synthetic chemists, materials scientists, and electrochemical engineers (to name a few). 

 

 

Figure 1.2. Research methodology used to optimize the performance of battery electrodes. 

1. Identify processes limiting 

electrode performance:

e-/ion flow kinetics

material properties
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of main, performance-
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1.6. Thesis Overview 

In this thesis, three studies are presented which highlight the role of electrochemical 

engineers in alleviating the performance limiting processes in battery electrodes. Each study is 

focused on a different step of the process outlined in Figure 1.2 (i.e., identification, 

characterization, and mitigation) and analyzes an electrode from a different battery system. The 

remainder of this section provides a brief description of each study. Further details can be found 

in individual chapters, including more specific background information, experimental details, 

and model formulations. 

 

1.6.1. Identification of the Processes Limiting Capacity in Lithium-Magnetite Electrodes 

 Lithium-ion batteries are by far the most widely used battery systems in our society. They 

are responsible for powering cells phones, laptops, cameras, tablets, electric vehicles and more. 

Part of the success of lithium-ion batteries can be attributed to their high efficiency and long 

cycle life. Both of these characteristics arise from the use of electrode materials which undergo 

electrochemical, intercalation reactions. Intercalation is the reversible insertion of a molecule 

into the crystalline lattice of a host material (see Figure 1.3). The process is highly efficient 

because it does not require breaking and reforming of the chemical bonds between the atoms of 

the host material. Instead, the intercalation process only causes the host material to expand and 

contract upon insertion and removal of the molecules. Intercalation reactions have relatively low 

kinetic overpotentials, which is one of the main reasons for the high efficiency of lithium ion 

batteries (>95% energy efficiency). In addition, the lack of bond breaking in the host material 

prevents rapid degradation, which gives the batteries a high cycle life (upwards of 10,000 cycles) 

[13, 14]. 
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Figure 1.3. Schematic of the electrochemical intercalation of a lithium-ion into a host material 

Both electrodes in a lithium-ion battery cell undergo intercalation reactions. The cell is 

charged and discharged by moving lithium from one electrode to the other. During 

charge/discharge cycling, lithium is continuously moving back and forth between the electrodes; 

hence, these batteries are commonly referred to as “rocking-chair” batteries. The reactions are 

given as: 

 

N

discharge

charge

N LiΓΓeLi
 

 
 

 
 

(Negative) 

 

 (1.5) 

 

 

P

discharge

charge

P ΓeLiLiΓ 
 

 


 
 

(Positive) 

 

 (1.6) 

where Г and LiГ refer to open and occupied insertion sites in the host material, respectively. The 

subscripts ‘N’ and ‘P’ denote the negative and positive electrodes, respectively. 

 A key to the success of lithium-ion batteries is the development of host materials that are 

lightweight, inexpensive, and have high intrinsic capacities (i.e., dense quantities of insertion 

sites). Recently, considerable research efforts have focused on the advancement of magnetite 

(Fe3O4) as an electrode in lithium-ion batteries due to its high theoretical capacity (926 mAh g
-1

), 

e- Li+
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low cost and safety (non-toxic) [15-20]. Despite these advantages, one of the major challenges 

limiting the advancement of magnetite electrodes is a considerable difference between the 

maximum, theoretical capacity and the observed, experimental capacity of the active material. 

One reason for the differences in capacity is the close-packed inverse spinel structure of Fe3O4, 

which restricts the transport of lithium in the material. The slow transport prevents lithium from 

penetrating deep within the host material, which prevents the full utilization of the electrode 

material.  To address this issue, several authors have synthesized Fe3O4 nano-crystallites in 

attempts to minimize the path length for ion transport. Electrodes fabricated with nano-

crystalline magnetite have shown significant improvement in capacity; however, the theoretical 

capacity has still proven difficult to obtain, especially during cycling [15, 16].  

 To address this issue, Chapters 2 to 4 of this thesis focus on identifying the processes 

limiting the capacity in nanocomposite lithium-magnetite electrodes. In Chapter 2, a combined 

experimental and modeling approach is used to identify which mass transport processes are 

limiting the performance of the electrodes: i) transport of lithium ions through the bulk 

electrolyte, ii) transport of lithium ions between agglomerated nano-crystals, and/or iii) transport 

of solid-state lithium within the crystals. Based on the results of the experimental study, a multi-

scale mathematical model is developed and validated against electrodes comprised of small (6 

nm) crystals. The model is able to simulate the performance of a battery electrode by coupling 

mass transport on the agglomerate and crystal length-scales with thermodynamic and kinetic 

expressions for the electrochemical reactions. In Chapter 3, the multi-scale mathematical model 

is further utilized to explore the mass transport limiting processes in electrodes comprised of 6, 

8, and 32 nm crystals. In particular, the model is used to identify the impact of mass transport 

limitations in the agglomerate and crystal length-scales. Finally, in Chapter 4, the multi-scale 
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model is expanded to study the phase change occurring within magnetite during lithiation. Phase 

change is an unavoidable consequence of the large capacity of magnetite. At high levels of 

lithiation, the bonds between the atoms in the host material begin to break and rearrange into 

different structures. Understanding the impact of phase change on electrode performance is 

crucial to further advancement of Fe3O4 as a lithium-ion host material. 

 

1.6.2. Characterization of Film Formation in Lead-Acid Batteries 

 Lead-acid batteries have been a major part of the economy for over 100 years. Recently, 

they have seen significant use in next-generation stand-alone and automotive applications due to 

their high energy efficiency (75 to 80%), low cost (200 to 400 $/kWh), and the existence of a 

strong manufacturing and recycling infrastructure [21, 22]. For example, recycling efforts are 

able to recover up to 96% of the Pb from spent batteries [23].  The lead-acid battery contains two 

lead-based electrodes separated by a liquid sulfuric acid (H2SO4) electrolyte. During cycling, the 

following reactions occur: 

 
 

 
 e2PbSOSOPb 4

charge

discharge

4
 (Negative) (1) 

OH2PbSOe2H4SOPbO 24

charge

discharge

2

42 
 

 
 

 (Positive) (2) 

Both electrodes are coated by a lead sulfate (PbSO4) film during discharge, which is dissolved 

during charge. The performance, capacity, and life-time of the battery is greatly affected by the 

formation, growth, and resulting structure of these salt films [24]. For instance, one of the major 

issues reducing the lifetime of lead-acid batteries in high-rate, partial state-of-charge applications 

(i.e., electric vehicles) is the progressive sulfation of the negative electrode, whereby the PbSO4 



12 

 

becomes irreversible and cannot be fully converted back into Pb after a sufficient charge. Over 

time, the unreacted PbSO4 builds-up as a film on the Pb surface (see Figure 1.4), which blocks 

available reaction sites and increases the voltage losses due to kinetic and concentration 

overpotentials [25].  

 

Figure 1.4. Presence of PbSO4 salt film at failure of lead-acid battery [25]. 

Despite the importance of the PbSO4 films on the performance of the electrode, there is a 

lack of understanding on the mechanisms of film formation and the resulting microstructure. To 

address this issue, Chapters 5 and 6 present a study aimed at characterizing the formation of 

PbSO4 films on Pb using an advanced, in situ, synchrotron technique (i.e., transmission X-ray 

microscopy). The technique is used to study, in real time, the formation and dissolution of PbSO4 

films on Pb under normal operating conditions. Chapter 5 gives an in-depth description of the 

experimental technique and provides results on the formation and dissolution of the film in 

H2SO4. Chapter 6 expands this work by studying how the film growth is impacted by the 

inclusion of a common chemical additive into the H2SO4 solution.  

1 mm

5 μm

NiCl2a) b)
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1.6.3. Mitigation of Ohmic Losses during Pulse Power Operation of Electrodes 

 The ability to deliver high power pulses at all depths of discharge is an important 

requirement of a battery, especially for transportation applications [5, 26]. Nevertheless, high 

power is often difficult to achieve at high depths of discharge (DoD) because of an increase in 

the ohmic resistance. The ohmic resistance increases due to the movement of the reaction fronts 

within the electrodes from more favorable (less resistive) to less favorable (more resistive) 

locations [27, 28]. For instance, this behavior has been documented in the positive electrode of 

sodium metal-halide batteries, where the low resistivity of the electrode (nickel and/or iron) and 

the higher resistivity of the liquid electrolyte (sodium tetrachloroaluminate) cause the reaction 

front to move from the separator to the current collector during discharge [29, 30]. At high DoD, 

the reaction front is far from the separator and the ionic path length is increased, which increases 

the ohmic resistance in the electrode.  

 One strategy for mitigating this resistance and improving the pulse-power performance is 

to add a second electrochemically active material to the electrode, which only reacts at high 

DoD. At low DoD, only the first active material reacts, and the reaction front associated with this 

material moves from the separator to the current collector while the second active material 

remains evenly distributed throughout the electrode. When the electrode is pulsed at high DoD, 

the high ohmic losses are avoided by reacting the second material close to the separator instead 

of the first material deep within the electrode.  

 This concept has already been used to improve the pulse-power performance of the 

positive electrode in sodium metal-halide batteries [30, 31]. However, the conclusions were 

based entirely off of data from commercial cells with no attempts to analyze this concept 
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quantitatively. Therefore, the objective of Chapter 7 is to explore conditions and designs when 

this concept is viable and if it may be applicable to other battery electrodes. To accomplish this, 

a generic model is developed based on porous electrode theory. The model is used to conduct 

two case studies on the positive electrode of a sodium metal-halide battery and the negative 

electrode of a lithium-ion battery. In both cases, the analysis demonstrates how the addition of a 

second electrochemically active material can mitigate ohmic losses in the battery and improve 

pulse-power at high DoD. 
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CHAPTER 2 

MESOSCALE TRANSPORT IN MAGNETITE ELECTRODES FOR 

LITHIUM-ION BATTERIES: ANALYSIS OF VOLTAGE RELAXATION 

TIMES AND MODEL FORMULATION 

 

This chapter provides the groundwork for the next three chapters, whose aim is to identify 

the performance limiting processes in lithium-magnetite electrodes. In this chapter, the mass 

transport processes occurring within magnetite electrodes during lithiation and voltage recovery 

are investigated using a combined experimental and modeling approach. Voltage recovery data 

are analyzed through a comparison of the mass transport time-constants associated with different 

length-scales within the electrode. Based on this analysis, a multi-scale mathematical model is 

developed, which incorporates an agglomerate and a crystallite length-scale. In Chapter 3, the 

multi-scale model is used to determine, which length-scale, agglomerate or crystallite, is 

responsible for the low utilization of the active material. In Chapter 4, the model is further 

expanded to analyze the phase changes occurring within the electrodes during lithiation and 

voltage recovery experiments. 

2.1. Introduction 

In recent years, magnetite (Fe3O4) has shown promise as a lithium-ion electrode material 

due to its low cost, safety (non-toxic), and high theoretical capacity (926 mAh/g). The high 

theoretical capacity results from the close-packing, inverse spinel structure of the material. One 

problem of this material is that the close-packing structure also hinders rapid ion transfer, which 

causes the experimental capacity to deviate significantly from the theoretical value. To address 
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this issue, several authors have synthesized Fe3O4 nano-crystallites in attempts to minimize the 

path length for ion transport [1-6]. The smaller path length increases the capacity at higher 

discharge currents by increasing the utilization of the active material. For example, Zhu et. al. 

have previously reported that magnetite electrodes with crystallite sizes of 6-10 nm exhibit a 

30% increase in delivered capacity [2-3]. 

In addition to the size of the Fe3O4 crystallites, the size of agglomerates of the active 

material can have a large effect on electrochemical behavior [7-8]. The influence of 

agglomerates makes it difficult to directly interpret the impact of crystallite size using 

electrochemical data. One approach to understand the coupled behavior of agglomerates and 

crystals is through the development of a mathematical model that can predict the electrochemical 

performance while simultaneously allowing for the decoupling of the two length-scales 

(agglomerate and crystal). To date, the development of such a model has been challenging due to 

a lack of understanding of the mesoscale (atoms to μm) transport processes occurring within 

battery electrodes. 

In this study, the electrochemical behavior of Fe3O4 is investigated using a combined 

experimental and analytical approach. In particular, the voltage recovery of the material is used 

to analyze the mass transport occurring within the electrode on the mesoscale. The results of this 

analysis are used to develop a multi-scale mathematical model, which incorporates the 

agglomerate and crystal length-scales and can predict the performance of the Fe3O4 electrodes 

during discharge and voltage recovery. 
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2.2. Experimental 

2.2.1. Experimental Set-up 

All experimental work in this chapter was conducted by collaborators at Stony Brook 

University and Brookhaven National Laboratory. Nanocrystalline magnetite (6 and 8 nm), Fe3O4, 

was synthesized using a co-precipitation approach, utilizing aqueous solutions of iron (III) 

chloride hexahydrate, iron (II) chloride hexahydrate, and base according to a previously reported 

method [2, 3]. Larger sized nanocrystalline magnetite, ~32 nm, was purchased from Alfa Aesar.   

X-ray diffraction data was collected using a Rigaku Smart Lab diffractometer with Cu Kα 

radiation.  The crystallite sizes of the Fe3O4 powders were calculated by applying the Scherrer 

equation to the FWHM of the (311) peak.  An instrumental broadening correction was applied 

using a LaB6 standard. 

Electrodes were prepared using magnetite, carbon, and polyvinylidene fluoride binder 

coated onto an aluminum foil substrate.  Electrochemical tests were performed using two 

electrode coin-type experimental cells with lithium metal anodes and 1M LiPF6 in dimethyl 

carbonate:ethylene carbonate electrolyte. The electrodes were comprised by weight of 90% 

Fe3O4, 5% acetylene carbon black, and 5% PVDF. Discharge was conducted with no 

preconditioning under a C/200 rate to 0.5, 1.0, 1.5, 2.0 and 2.5 electron equivalents per Fe3O4 

and then allowed to rest under open circuit conditions for up to 30 days. A total of 15 coin-cells 

were used, one for each depth of discharge and each crystal size (6, 8, and 32 nm). Good 

agreement was observed between the discharge curves for cells comprised of the same crystal 

size. The cells had a thickness of 51±4 μm and an active mass loading of 4.2±0.3 mg cm
-2

. All 

electrochemical testing was conducted at 30°C.  
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Cross sectional TEM images of the Fe3O4 electrodes were acquired by embedding the 

samples in an epoxy resin.  A Reichert-Jung UltracutE ultramicrotome was used to slice 80 nm 

sections of the embedded electrodes for TEM analysis.  Sections were viewed with a FEI 

Tecnai12 BioTwinG
2
 transmission electron microscope.  Digital images were acquired with an 

AMT XR-60 CCD Digital Camera system. The public domain Java image processing program 

Image J was used to determine the size and agglomerate distributions from the TEM cross 

sectional images [9]. 

 

2.2.2. Experimental Results and Discussion 

2.2.2.1. Discharge and Relaxation  

Figure 2.1a shows the results of the discharge and voltage recovery experiments for the 6, 

8 and 32 nm diameter crystals. Each crystal size consists of 5 overlaid curves, one for each depth 

of discharge. The vertical lines correspond to the recovery portions of the experiments. In this 

work, the maximum values of the vertical lines represent the equilibrium potential at each depth 

of discharge. For the three crystal sizes, there is good agreement between the maximum values of 

the vertical lines. This suggests the equilibrium potential at each depth of discharge is a material 

property that is independent of crystal size. Therefore, the variations in the discharge curves of 

the different crystal sizes are not due to thermodynamic differences. The variations likely result 

from transport (mass and charge) and kinetic effects. 

In Figure 2.1b, the voltage recovery portions of the 6 nm experiments are shown. For all 

five depths of discharge, the voltage starts to approach a steady value between 200 and 700 hours 

after the current is interrupted. These long recovery times could be associated with a slow phase 

transition occurring within the material. However, this is unlikely because the phase transition of 
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magnetite from an inverse cubic spinel (LixFe3O4) to a rock-salt like phase (LiFeO2) does not 

occur until between x = 2.8 and x = 4.0 (for x in LixFe3O4) [1]. Instead, these long times are 

likely caused by the slow relaxation of concentration profiles to a uniform value. This 

assumption provides the basis for determining mass transport parameters in solids (i.e., diffusion 

coefficients) using the galvanostatic intermittent titration technique (GITT) [10, 11]. 

 

 

Figure 2.1. a) Discharge and voltage recovery data for Fe3O4 electrodes used in voltage recovery 

experiments. Each crystal size consists of 5 overlaid curves. b) Voltage recovery experiments for 

crystals with an average diameter of 6 nm. 

Accurately determining mass transport parameters from voltage recovery data using a 

technique like GITT requires an understanding of the structure of the electrode material. For 

instance, Fig. 2.2 shows TEM micrographs of a magnetite electrode, where the dark contrast is 

magnetite and the light contrast is carbon black and polymer binder. The micrographs show the 

existence of large agglomerates (on the order of 5 μm in diameter) formed by groups of 32 nm 

crystals. The presence of these agglomerates suggests that mass transport within the system may 
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occur across three length-scales: the bulk electrode, the agglomerate, and the crystal scales. An 

understanding of the time constants associated with concentration relaxation on each length-scale 

is required to identify which feature(s) of the electrode are responsible for the long voltage 

recovery times. 

 

Figure 2.2. Transmission electron micrographs of the cross-section of a magnetite electrode 

composed of Fe3O4 (dark contrast), carbon, and PVDF binder. Fe3O4 nano-crystals have an 

average diameter of 32 nm. 

2.2.2.2. Time Constant Analysis  

A comparison of the concentration relaxation times associated with each length-scale can 

be accomplished using the mass transport time-constant,  , which characterizes the time 

required for the concentration in the system to relax after a step change in concentration at one 

boundary.  This time-constant is defined as follows: 

D

2
  (2.1) 
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where   is the characteristic length and D is the mass transfer diffusion coefficient. The values 

of these parameters for typical lithium-ion electrode materials are given in Table 2.1. For the 

magnetite material used in this work, the bulk electrode has a thickness of ~50 μm, which (using 

the diffusion coefficients in Table 2.1) corresponds to a time-constant between 2.5 and 25 

seconds. This time constant is too small to explain the voltage recovery times observed in Figure 

2.1b and suggests that mass transport on the agglomerate and/or crystal scales are dominant. 

 

Table 2.1.  Sizes and diffusion coefficients for typical lithium-ion electrode materials. 

 Characteristic 

Length 

Diffusion Coefficient 

(cm
2
 s

-1
) 

Bulk Electrode (thickness) 10 μm – 1 cm 10
-5

 to 10
-6

 (12) 

Agglomerate (radius) 100 nm – 10 μm – 

Nano-Crystal (radius) 1 nm – 100 nm 10
-8

 to 10
-18

 (12) 

 

To determine which length scale (agglomerate or crystal) is dominant, a direct 

comparison of their time constants was conducted. The results of this comparison are provided in 

Figure 2.3, which shows how the ratio between the time constants varies due to changes in the 

ratios of the characteristic lengths and diffusion coefficients. In the figure, the subscript x refers 

to the crystal length scale. The shaded areas were calculated using the values given in Table 2.1. 

For these calculations, it was assumed the diffusion coefficient of the agglomerate spans both the 

crystal and bulk values. The shaded areas are sectioned to indicate when the mass transport on 

the agglomerate, crystal, or both length scales are expected to control the recovery time. The 

dashed box corresponds to the time-constant ratios expected from the magnetite electrodes used 

in the present experiments. The ratios of the radii were determined from TEM images, with the 

radii of the agglomerates ranging from 500 nm to 15 μm and the radii of the crystals ranging 
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from 3 to 16 nm. Due to a lack of experimental data available in the literature for the diffusion of 

Li
+
 in magnetite crystals and agglomerates, the diffusion coefficients were estimated from Eq. 

2.1 using τ = 400 hrs (from Fig. 2.1b) and the radii from the TEM images as the characteristic 

lengths. The resulting diffusion coefficients ranged from 10
-12

 to 10
-15 

cm
2
 s

-1
 for the 

agglomerates and 10
-17

 to 10
-20 

cm
2
 s

-1
 for the crystals. Both of these ranges were concluded to be 

physically reasonable for the magnetite material. The location of the dashed box in Fig. 2.3 

indicates that the mass transport within the agglomerate and/or crystal length-scales may be 

responsible for the long voltage relaxation times.  

 

Figure 2.3. Comparison of the mass transport time-constants for the agglomerate and crystal 

length-scales. The shaded areas were calculated from the values given in Table 2.1. It is assumed 

the diffusion coefficient of the agglomerate spans both the crystal and bulk values. The three 

colored areas correspond to regions where mass transport during relaxation is dominated by one, 
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the other, or both length-scales.  The dashed box corresponds to the time-constant ratios expected 

from the Fe3O4 electrodes used in the present experiments. 

2.3. Modeling 

2.3.1. Model Development 

The results of the time-constant analysis in Section 2.2.2.2 suggest that the voltage 

recovery behavior of the magnetite electrodes may result from mass transport effects on both the 

agglomerate and crystal length-scales. To further explore this, a multi-scale model has been 

developed, which consists of the agglomerate and crystal length-scales (Fig. 2.4). The model is 

constructed based on the following assumptions: 

 

Figure 2.4.  Schematic of the agglomerate and crystal length-scales in the model. 

1. The system is considered isothermal. 

2. The mass and charge transfer properties (i.e., conductivity and diffusion coefficients) are 

assumed to be isotropic.  
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3. The impact of intermolecular interactions on species transport is neglected (i.e., dilute 

solution). 

4. Variations in concentration and potential within the bulk electrode are considered 

negligible. 

5. The agglomerates and crystals are assumed to be spherical and have a constant volume.   

6. Variations in concentration and potential within the agglomerate and crystal are assumed 

to occur only in the radial directions. 

7. The polarization associated with the lithium-metal negative electrode is considered 

negligible. 

 

2.3.1.1. Agglomerate Scale Governing Equations  

In the agglomerate, the conservation of mass for lithium is defined using the following 

equation: 
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 (2.2) 

where cagg is the concentration of lithium between the crystals in the agglomerate, aggD  is the Li
+
 

diffusion coefficient within the agglomerate, ε is the porosity, a is the specific surface area, F is 

Faraday’s constant, and irxn is the local reaction current density. Eq. 2.2 is derived assuming that 

there is no convection within the pores of the agglomerate and that migration due to spatial 

variations in electrolyte potential is negligible. The local reaction current density is determined 

assuming an intercalation reaction of the following form: 

LiΓeΓLi    (2.3) 

where Γ and LiΓ are unoccupied and occupied interstitial sites in the crystal lattice, respectively. 

From this description, the reaction rate is derived, resulting in the following kinetic expression: 
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In Eq. 2.4, F is Faraday’s constant, RG is the ideal gas constant, T is the temperature and a  and 

c  are the anodic and cathodic charge transfer coefficients, respectively. 0i  is the exchange 

current density, 
1  is the potential in the solid phase, and U is the equilibrium potential. The 

potential in the liquid is used as a point of reference and has been arbitrarily set to zero for 

convenience. In Eq. 2.5, rxnk  is the reaction rate constant, xc  is the concentration of intercalated 

lithium at the surface of the crystal (LiΓ in Eq. 2.3), and max,xc  is the maximum concentration of 

lithium within the crystal (i.e., the concentration of Li in 438 OFeLi ). 

 The potential in the solid is assumed to obey Ohm’s law, and a conservation of charge 

relationship gives: 

  1

21  rxnai  (2.6) 

where   is the electronic conductivity of magnetite. 

2.3.1.2. Crystal Scale Governing Equations 

Within each crystal, the lithium is assumed to diffuse between the interstitial sites of the 

crystal lattice. The concentration of lithium in the crystal, cx, is determined from the following 

mass balance: 
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2.3.1.3. Boundary and Initial Conditions.  

For the lithium concentration on the agglomerate scale, the concentration at the 

agglomerate surface is equal to the bulk electrolyte concentration, and there is zero flux at the 

center of the agglomerate: 

0cc
aggrragg 


 (2.8) 

  0

0



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agg

r

c
 (2.9) 

For the potential, the gradient at the center of the agglomerate is also zero.  

0
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At the surface of the agglomerate, the potential gradient is set by the applied current: 
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where iapp is the applied current (mA g
-1

), and 
43OFe  is the density of magnetite. 

In each crystal, the flux at the surface is defined by the local reaction current and the flux 

at the center is zero: 
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In Eq. 2.12, irxn is evaluated with respect to the crystal’s position in the agglomerate scale. At the 

beginning of the simulation, all three variables are set to initial values, as follows: 

00
cc

tagg 


;   0,101  
t

;   0,0 xtx cc 


 (2.14) 
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2.3.1.4. Equilibrium Potential, Parameters, and Constants  

The expression for the equilibrium potential as a function of lithium concentration is 

derived using the approach from Karthikeyan et al. [13]. The expression is developed using the 

Redlich-Kister thermodynamic equation to define the excess Gibbs free energy. The excess 

Gibbs free energy is used to calculate the activity corrections for the chemical potentials of the 

species in Eq. 2.3, which results in the following expression for the equilibrium potential: 
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The parameters in Eq. 2.15 (Uref and Ak) are obtained by fitting the equation to 

experimental data using a generalized reduced gradient algorithm. The values for the parameters 

are given in Table 2.2 and the resulting fit is shown in Figure 2.5. For the fit, the experimental 

data up to x = 4 (for x in LixFe3O4) were obtained from the maximum voltage during the voltage 

recovery experiments for the 6 and 8 nm crystals. The data between x = 4 and x = 8 were linearly 

extrapolated. The voltage at x = 8 was approximated using the final voltage of a 0.16 mA g
-1

 

discharge out to 8 electron equivalents [1].  
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Figure 2.5. Fit of analytical expression for the equilibrium potential to experimental data using 

the Redlich-Kister expansion for the activity coefficients. 

Table 2.2.  Parameters determined for the Redlich-Kister expansion. 

Parameter Value 

N 7 

Uref 1.5617 

A0 -6.5811 × 10
-1

 

A1 6.5863 × 10
-3 

A2 1.2249 × 10
-1 

A3 2.7651 × 10
-1 

A4 -5.1470 × 10
-1 

A5 -1.2049 × 10
-4 

A6 -4.3649 × 10
-8 

A7 1.1099 × 10
-1 

 
 

The results of the voltage recovery experiment were also used to obtain an order of 

magnitude estimate for krxn in Eq. 2.5. Figure 2.6a shows the instantaneous jump in voltage 10 

ms after the current was interrupted during the recovery experiments for the 6, 8, and 32 nm 
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crystals. These potential jumps are the sum of the activation and ohmic overpotentials in the 

electrode. Assuming linear kinetics, the potential jumps can be expressed as: 

  ohm
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Grxn
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Fi

TRi



 




0

ˆ
 (2.16) 

where   is the overpotential and rxnî  is the estimated reaction rate, which can be calculated for 

each data point in Fig. 2.6a assuming every crystal is electrochemically active and the reaction is 

uniform. This results in the following equation: 

3
ˆ 43 xOFeapp

rxn

ri
i


  (2.17) 

Figure 2.6b plots rxnî  vs. tot . The slope of a linear fit though the data yields a numerical 

expression for the exchange current density. Using Eq. 2.5 and providing an order of magnitude 

estimate of 10
-4

 mol cm
-3

 for the concentration terms, the reaction rate constant can be 

approximated using the following equation: 

42

1

10




F

TRslope
k G

rxn  (2.18) 

The value of krxn and all other constants used to simulate the 6 nm electrodes in Section 2.3.2, 

except the specific surface area (a), are given in Tables 2.3 and 2.4. The specific surface area is 

determined by assuming the spherical crystals are close-packed (ε = 0.26) and all the crystal 

surface area is electrochemically active. These assumptions yield the following equation: 
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Figure 2.6. a) Instantaneous voltage change at the start of the recovery experiments caused by the 

interruption of the current (Δt = 10 ms). b) Psuedo-polarization curve obtained from current 

interrupt data. Reaction current was estimated using Eq. 2.16. 

Table 2.3.  Values and description of physical parameters 

Symbol Description Value 

max,xc  Maximum Li
+ 

 concentration in Fe3O4 (mol cm
-3

)
 

1.788 × 10
-1 

aggD  Diffusion coefficient in the agglomerate (cm
2 

s
-1

)
a 

2.25 × 10
-13

 

xD  Diffusion coefficient in the crystal (cm
2 

s
-1

)
a
 2.0 × 10

-18
 

rxnk  Reaction rate constant (mol
-1/2

 cm
-1/2

 s
-1

)
b
 5.62 × 10

-9 

xr  Radius of crystal (nm)
b
 3.0 

aggr  
Radius of agglomerate – average from TEM 

(μm)
b
 

1.05 

a  Anodic charge transfer coefficient
c
 0.5 

c  Cathodic charge transfer coefficient
c
 0.5 

  Agglomerate porosity
c
 0.26 

43OFe  Density of magnetite (g cm
-3

) 5.175 

  Conductivity of magnetite (S cm
-1

) (15) 4.269 × 10
-2 

           a
Fit to experimental data 

             
b
Experimentally determined 

             
c
Estimated 
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Table 2.4.  Values and description of constants and initial conditions 

Symbol Description Value 

0c  Bulk Li
+
 concentration in the electrolyte (mol cm

-3
) 10

-3
 

0,xc  Initial lithium concentration in the crystal (mol cm
-3

) 10
-5

 

F  Faraday’s constant (C mol
-1

) 96,485 

appi  Applied current (mA g
-1

) 4.40 to 4.84 

GR  Ideal gas constant (J mol
-1

 K
-1

) 8.314 

T  Temperature (K) 303 

0,1  Initial potential of the electrode (V) 3.3
 

 

2.3.1.5. Numerical Methods 

The governing equations were discretized using the forward-time, central-space finite 

difference method. For each time step, first the agglomerate scale was discretized, and the 

resulting block, tri-diagonal matrix was solved in Fortran 95 using the BAND(J) algorithm (14). 

Next, the resulting concentration and potential profiles were used to re-calculate the reaction 

current density. Finally, at every node in the agglomerate, the concentration profile within the 

crystal was determined using the updated reaction current as a boundary condition. Each 

discretized governing equation for each crystal was subsequently solved using the BAND(J) 

algorithm. Mesh sizes of 51 points were used for both the agglomerate and crystal scales. The 

time step was 0.5 seconds. Computer experiments were performed for the mesh sizes and time 

step in order to guarantee convergence. 

 

2.3.2. Comparison with Experiments 

The multi-scale model was validated against the discharge and voltage recovery data for 

the 6 nm experiments (Figure 2.7). For the discharge and recovery curves in Fig. 2.7a, a good 

agreement is shown between the simulated results and experimental data. Both sets of data in this 
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figure consist of 5 overlaid curves, one for each depth of discharge. Slight variations between the 

discharge curves of individual simulations occur because different applied current densities were 

used to match the experimental conditions. Good agreement is also observed for the voltage 

recovery data in Fig. 2.7b. The simulation is able to capture both the initial rise and the plateau 

voltage observed in the experiments. The results of these two plots suggest that the discharge and 

recovery behavior for the given experiments can be explained using the multi-scale model. 

 

 

Figure 2.7. Comparison of multi-scale model simulations to experimental data: a) discharge and 

voltage recovery and b) voltage recovery for crystals with an average diameter of 6 nm. 

2.4. Summary 

The comparison of mass transport time-constants was shown to be a useful tool in 

determining which transport processes within an electrode contribute to the voltage recovery. 

The long voltage recovery times observed for magnetite electrodes were attributed to the slow 

relaxation of lithium concentration profiles on the agglomerate and crystal length-scales. This 

conclusion was verified through the development of a multi-scale model, which showed good 

agreement with experimental data. 
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CHAPTER 3 

MODELING THE MESOSCALE TRANSPORT OF LITHIUM-

MAGNETITE ELECTRODES USING INSIGHT FROM DISCHARGE AND 

VOLTAGE RECOVERY EXPERIMENTS 

 In this chapter, the multi-scale mathematical model developed in Chapter 2 is used to 

investigate the electrochemical performance of lithium-magnetite electrochemical cells. 

Experimental discharge and voltage recovery data are compared to three sets of simulations, 

which incorporate crystal-only, agglomerate-only, or multi-scale transport effects. Conclusions 

are drawn about the transport limitations on the agglomerate and crystal length-scales. In 

addition, a further extension of the multi-scale model is proposed which accounts for the impact 

of agglomerate size distributions on electrochemical performance.  

3.1. Introduction 

 Large increases in the use of distributed and intermittent energy sources (i.e., wind and 

solar) have increased the need for cost effective, reliable, and efficient energy storage 

technologies [1]. To address these needs, significant research efforts have focused on the 

development of next generation materials for secondary batteries, which can provide inexpensive 

and long lasting energy storage solutions [2-4]. In particular, considerable work has focused on 

the advancement of magnetite (Fe3O4) as an electrode in lithium-ion batteries due to its high 

theoretical capacity (926 mAh g
-1

), low cost and safety (non-toxic) [5-14]. Despite these 

advantages, one of the major challenges limiting the advancement of magnetite electrodes is a 

considerable difference between the maximum, theoretical capacity and the observed, 

experimental capacity of the active material. This difference increases the anticipated cost of 
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magnetite batteries because it requires the electrodes to be overdesigned with excess amounts of 

active material. 

 The difference between the theoretical and experimental capacity is related to the close-

packed inverse spinel structure of Fe3O4, which restricts the transport of lithium in the material. 

To address this issue, several authors have synthesized Fe3O4 nano-crystallites in attempts to 

minimize the path length for ion transport [9-14]. The smaller path length increases the 

utilization of the active material by making it possible for ions to penetrate to the center of the 

crystals, especially at high rates of discharge. Electrodes fabricated with nano-crystalline 

magnetite have shown significant improvement in capacity; however, the theoretical capacity has 

still proven difficult to obtain [11]. Further improvements in capacity may require a more 

detailed understanding of the ancillary effects associated with fabricating an electrode from 

nano-crystalline active materials. For instance, due to the materials synthesis and electrode 

fabrication processes, Fe3O4 nanocrystals tend to form micron-sized agglomerates [15]. These 

agglomerates could decrease the utilization of the active material by hindering ion transport 

towards the crystals at the center of the agglomerate.  

At present, it has been difficult to directly quantify the impact of agglomerates on 

electrochemical performance due to the complex structure of the battery electrodes. With the 

addition of agglomerates, there are three length-scales within the electrode that can impact the 

overall battery performance: the bulk electrode (macro-scale), the agglomerates (mesoscale), and 

the crystals (nanoscale). An understanding of the processes, especially ion transport, occurring 

on all three length-scales is needed to further optimize the nanocomposite magnetite electrodes.  

 One way to help clarify which physical processes on which length-scales influence the 

battery performance is through the development of a mathematical model with predictive 
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capabilities. A variety of modeling efforts exist in the literature for a variety of lithium ion 

batteries and electrodes [16-29]; however, to the best of the authors’ knowledge, there have been 

no attempts to simulate the performance of a Fe3O4 electrode. In addition, most of the current 

models only account for the physical processes in the bulk electrode and the solid crystal because 

the investigated electrode materials tended to have larger crystal sizes (>50 nm in diameter) 

which do not readily form agglomerates. One exception is the work of Dargaville and Farrell, 

which simulated the performance of a lithium iron phosphate battery and included an 

agglomerate length-scale [19]. In that work, the authors used insight from the experimental 

literature to assume the FePO4 crystals formed porous agglomerates [30, 31]. They concluded 

from simulations that the agglomerates only impacted the electrochemical performance at high 

rates of discharge. In contrast, transmission electron microscope images of Fe3O4 electrodes 

indicate that the nanocrystals, which typically have diameters of 8 to 32 nm, form tightly packed 

agglomerates with small void spaces [15]. These observations suggest that the Fe3O4 

agglomerates could have a more significant impact on the electrochemical performance of the 

electrode.  

This chapter seeks to investigate the performance-limiting processes of a magnetite 

electrode using a mathematical model that was developed with insight from experimental 

discharge and voltage recovery data. Recent voltage recovery experiments performed by Zhu et. 

al. have shown that electrodes fabricated with nano-crystalline magnetite take over 100 hours to 

reach an equilibrium voltage in response to current interruption [11]. In Chapter 4, it was 

suggested that these long voltage recovery times were caused by the relaxation of concentration 

distributions within the agglomerate and/or crystal length-scales of the electrode. To further 

investigate this behavior, a multi-scale mathematical model was proposed, which was validated 



38 

 

against discharge and recovery data from electrodes comprised of 6 nm crystals. In the present 

work, a more in depth study is conducted using the multi-scale model. The performance-limiting 

processes within the agglomerate and crystal length-scales of a Li/Fe3O4 electrode are simulated 

and compared to experimental discharge and voltage recovery data for electrodes composed of 6, 

8, and 32 nm nanocrystals. Results provide information on how the ion transport on each length-

scale impacts the electrochemical performance. In addition, an extension to the model is 

proposed which accounts for the influence of distributions in agglomerate size. 

3.2. Method of Approach 

3.2.1. Experimental 

All experimental work in this chapter was conducted by collaborators at Stony Brook 

University and Brookhaven National Laboratory. Nanocrystalline magnetite (6 and 8 nm), Fe3O4, 

was synthesized using the co-precipitation approach described in Chapter 2. Larger sized 

nanocrystalline magnetite, ~32 nm, was purchased from Alfa Aesar. Electrodes were prepared 

using the same method described in Chapter 2. Lithiation was conducted with no preconditioning 

under a C/200 rate to 0.5, 1.0, 1.5, 2.0 and 2.5 electron equivalents per Fe3O4 and then allowed to 

rest under open circuit conditions for up to 30 days. A total of 15 coin-cells were used, one for 

each depth of discharge and each crystal size (6, 8, and 32 nm).  

 

3.2.2. Modeling 

 Simulations were conducted using the multi-scale model developed in Chapter 2. In this 

chapter, simplifications to the multi-scale model were made in order to develop crystal-only and 

agglomerate-only models (Figure 3.1). Results from all three models were compared to 

experimental data in order to understand which length-scales were responsible for the observed 
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trends in electrochemical performance. The crystal-only model was developed by assuming a 

fast diffusion coefficient of lithium on the agglomerate scale (10
-6

 cm
2
 s

-1
), which, under the 

current experimental conditions, yielded negligible variations in lithium-ion concentration 

throughout the agglomerate. Likewise, the agglomerate-only model was developed by assuming 

a fast diffusion coefficient for lithium on the crystal scale (10
-12

 cm
2
 s

-1
).  

 

Figure 3.1. Schematic of the transport processes occurring on the crystal and agglomerate length 

scales, which provide the foundation for the crystal-only, agglomerate-only, and multi-scale 

models.  

3.3. Results and Discussion 

3.3.1. Voltage Recovery Experiments 

 Figures 3.2a and 3.2b show the voltage recovery data for experiments conducted with 

electrodes comprised of crystals with diameters of 8 and 32 nm, respectively. Data for 6 nm 
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diameter crystals can be found in Chapter 2. For each set of data, the cells were discharged at 

C/200 to 0.5, 1.0, 1.5, 2.0 and 2.5 electron equivalents per Fe3O4 prior to the observed voltage 

recovery. During voltage recovery of electrodes with 8 nm crystals, the voltage of electrodes that 

were discharged to low electron equivalents (0.5, 1.0, and 1.5) goes through a maximum before 

falling to an equilibrium value. A similar behavior is observed for electrodes with 6 nm crystals 

that were discharged to low electron equivalents in Chapter 2. For all other sizes and levels of 

discharge, the maximum voltage occurs at the end of the recovery experiment. 

Recovery times greater than 200 hours are observed for all five depths of discharge and 

all crystal sizes. As discussed in Chapter 2, these long times are likely caused by the slow 

relaxation of concentration profiles on the agglomerate and/or crystal length scales to a uniform 

value. The long voltage recovery times indicate large non-uniformities in the lithium 

concentration within the electrode at the end of discharge. This suggests a poor utilization of the 

active material, where only a fraction of the material participates in the reaction.   

 

 

Figure 3.2. Voltage recovery data for Fe3O4 electrodes comprised of crystals with an average 

diameter of a) 8 nm and b) 32 nm.   

b)a)
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3.3.2. Comparison of Models to Experimental Data 

 To further explore whether mass transport effects on the agglomerate and/or crystal 

length-scales are responsible for the long voltage recovery times, simulations from three 

different models (i.e., crystal-only, agglomerate-only, and multi-scale) were compared to 

experimental data. To accomplish this, the mass transport diffusion coefficients were first 

obtained by fitting each model to the 6 nm experiments. The resulting values were kept constant 

for the 8 and 32 nm simulations in order to gauge how each model predicted the observed trends 

in experimental data. For the agglomerate-only and multi-scale models, the agglomerate radius 

(ragg) was 1.05 μm, which was obtained by taking the average of all agglomerate sizes from 

transmission electron micrographs of the cross-section of two electrodes fabricated with 8 and 32 

nm crystals, respectively. This value was used for all simulations, unless specified otherwise. 

To the best of the authors’ knowledge, there are no reported values of lithium-ion 

diffusion coefficients in magnetite crystals (or agglomerates of crystals) reported in the literature. 

Therefore, the mass transport diffusion coefficients for each model were determined by fitting 

the simulated voltage recovery times to experimental data. The diffusion coefficients were 

selected to give the best agreement over the entire range of simulations (i.e., for discharges to 

0.5, 1.0, 1.5, 2.0, and 2.5 electron equivalents per Fe3O4). For the fitting procedure, the recovery 

time was defined as the time it takes the voltage to reach 90% of its maximum value. As an 

example, the results of the fitting procedure for the agglomerate model are shown in Figure 3.3. 

The figure compares the experimental recovery time to simulations using the best fit diffusion 

coefficient (Dagg), 0.5 × Dagg, 2 × Dagg, and 10 × Dagg. The results indicate that fitting the 

simulations to the recovery time can provide a reasonable estimate for the diffusion coefficient, 

at least within an order of magnitude. The simulations using 0.5 × Dagg could not be completed 
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past 2.05 electron equivalents due to mass transport limitations (i.e., onset of a mass-transfer 

limited current was predicted).  

 

Figure 3.3. Comparison of experimental recovery time to agglomerate models with different Li
+
 

diffusion coefficients. Best fit diffusion coefficient was used for all agglomerate model 

simulations. 

 Table 3.1 contains the diffusion coefficients obtained for each model using the fitting 

procedure. For the multi-scale model, the diffusion coefficient in the agglomerate (Dagg) was set 

equal to Dagg from the agglomerate-only model. The diffusion coefficient in the crystal (Dx) was 

determined by selecting the lowest possible value that did not have an impact on the simulated 

discharge or voltage recovery. Obtaining the diffusion coefficient in this manner yielded the best 

agreement for the multi-scale model with the discharge and voltage recovery data, including 

trends in electrochemical performance with changes in crystal size. 
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Table 3.1. Diffusion coefficients used to fit models to experimental voltage recovery for 

electrodes with 6 nm crystals 

 
Diffusion Coefficient (cm

2

 s
-1

) 

Model 
Agglomerate 

(D
agg

) 
Crystal 

(D
x
) 

Crystal – 3.0 × 10
-20

 

Agglomerate 2.3 × 10
-13

 – 

Multi-scale 2.3 × 10
-13

 2.0 × 10
-18

 

 

 Note that the agglomerate diffusion coefficient used in the simulations is within the range 

of experimentally reported values for the solid-state lithium diffusion coefficient in commercial 

lithium-ion materials (10
-8

 to 10
-18

 cm
2
 s

-1
) [32]. This value is much lower than the agglomerate 

diffusion coefficient (~10
-6

 cm
2
 s

-1
) used by other authors to simulate lithium transport through 

loosely-packed agglomerates of FePO4 [19]. The low diffusion coefficient likely results from the 

tight packing of the nano-crystals within the Fe3O4 agglomerates, which has been observed using 

transmission electron microscopy [15]. Furthermore, assuming the crystals are close-packed, the 

maximum and minimum size of the void spaces for ion transport in the agglomerate can be 

determined from the size of the octahedral and trigonal void spaces, respectively. Figure 3.4 

shows how the size of the crystals impacts the size of the void spaces in the agglomerate. The 

upper and lower bounds of the highlighted region were determined from a geometric analysis of 

the void spaces. The size of the void space is determined from the diameter of the largest sphere 

capable of fitting in the void (see equations in Figure 3.4). For the magnetite experiments, the 
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maximum crystal radius was 16 nm, which suggests that the largest void spaces range from ~5 to 

13 nm. In this range, it is likely that ion-surface (as opposed to ion-ion or ion-solvent) 

interactions dictate the rate of mass transport through the agglomerate. Therefore, diffusion 

coefficients in the agglomerate are expected to be significantly lower than those obtained by 

using porosity/tortuosity corrections, which inherently assume ion-solvent interactions dominate. 

 

 

Figure 3.4. Range of void space sizes expected for an agglomerate of close-packed nano-crystals. 

Size of the void space is determined from the diameter of the largest sphere capable of fitting in 

the void. Octahedral and trigonal packed spheres provide the upper and lower bounds of the 

agglomerate void space, respectively. 

 In addition, the agglomerate diffusion coefficient is five orders of magnitude higher than 

the solid-state lithium diffusion coefficient used in the simulations. Similar differences in 

diffusion coefficients are observed for metals, where diffusion within the grain-boundaries and 
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on the surfaces is typically several (four to six) orders of magnitude faster than solid-state 

diffusion through the bulk material [33-35]. This suggests that the mechanism responsible for 

diffusion through the agglomerate may be similar to the mechanisms associated with grain 

boundary and surface diffusion. Additionally, this trend agrees with the observations of Wang et. 

al., who tracked lithium transport and conversion in FeF2
 
nanoparticles using in-situ transmission 

electron microscopy and concluded that diffusion along the surface of the nanoparticles was 

much quicker than the diffusion in the bulk material [36]. 

 Figure 3.5 shows the maximum voltage change during the voltage recovery (ΔVmax) for 

all three experiments (6, 8, and 32 nm crystals) and all three models (crystal-only, agglomerate-

only, and multi-scale). For each set of experimental data, there were slight variations in the 

applied current density due to variations in the active mass. The current densities for the 6, 8 and 

32 nm datasets were 4.6±0.1, 4.6±0.1, and 4.6±0.2 mA g
-1 

(mean ± standard deviation), 

respectively. To account for these variations, three simulations were conducted for each crystal 

size. In the figure, each simulation curve was obtained using the average current density with the 

error bars corresponding to the ΔVmax obtained from simulations using the maximum and 

minimum current densities. 

 According to the experimental data, there is almost no difference in ΔVmax for the 6 and 8 

nm crystals and a significant increase in ΔVmax for the 32 nm crystals. The results of Figure 3.5 

indicate that only the multi-scale model is able to predict these trends (Fig. 3.5c). For instance, 

the crystal-only model (Fig. 3.5a) over-predicts the change in ΔVmax due to changes in crystal 

size. It also cannot simulate discharges past an average of 0.4 electron equivalents per Fe3O4 for 

the 32 nm crystals because, at this point, the model predicts that the surface of the crystal will be 



46 

 

fully lithiated (8 electron equivalents). In addition, the agglomerate-only model (Fig. 3.5b) 

significantly under-predicts the increase in ΔVmax for the 32 nm crystals.  

A similar behavior is observed for the predicted discharge curves. Figure 3.6 shows the 

discharge curves for all three experiments and all three models. The discharges were conducted 

to a cut-off voltage of 1.5 V with current densities of 4.4, 4.7, and 4.5 mA g
-1

 for the 6, 8, and 32 

nm cases (simulations and experiments), respectively. Figure 3.6a shows that the crystal-only 

model over-predicts the changes in discharge time due to changes in crystal size. It also predicts 

a change in the discharge time between the 6 and 8 nm data which is not observed 

experimentally. Figure 3.6b shows that the agglomerate-only model does not predict the 

observed decrease in discharge time for the 32 nm crystals. In fact, all three simulations for the 

agglomerate model produce the same result. Only the multi-scale model (Fig. 3.6c) is able to 

predict the similar discharge time for the 6 and 8 nm crystals and the decrease in discharge time 

for the 32 nm crystals.  

 The results of the comparison of the models suggest that the long voltage recovery times 

of the Fe3O4 electrodes are caused by the relaxation of concentration distributions on both the 

agglomerate and crystal length-scales. These concentration distributions arise from mass 

transport limitations within the electrode. For the electrodes comprised of 6 and 8 nm crystals, 

recovery is caused by concentration relaxation on the agglomerate scale. This explains why there 

is no variation in the discharge or recovery behavior between the two crystal sizes. For the 

electrodes composed of 32 nm crystals, recovery is caused by concentration relaxation on both 

the agglomerate and crystal scales. The crystal-scale becomes a factor when going from 8 to 32 

nm crystals because, according to Eq. 2.1 (see Chapter 2), this corresponds to a 16-fold increase 

in the mass-transport time constant. 



47 

 

 

Figure 3.5. Maximum voltage during voltage recovery. Comparison of a) crystal-only, b) 

agglomerate-only, and c) multi-scale models to experimental data. Multiple simulations were 

conducted for each crystal size to account for slight variations in the experimental current 

density. The maximum and minimum ΔVmax are displayed as error bars. Current densities: 6 nm 

(4.4 to 4.8 mA g
-1

), 8 nm (4.4 to 4.8 mA g
-1

), 32 nm (4.5 to 4.9 mA g
-1

). 
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Figure 3.6. Comparison of the discharges to a cutoff voltage of 1.5 V for the a) crystal-only, b) 

agglomerate-only, and c) multi-scale models. Current densities are 4.4, 4.7, and 4.5 mA g
-1

 for 

the 6, 8, and 32 nm cases (simulations and experiments), respectively. All electrodes were 50 µm 

thick with an active mass loading of 4.4 mg cm
-2

 (6 nm), 4.0 mg cm
-2

 (8 nm), and 4.6 mg cm
-2

 

(32 nm). 

3.3.3. Multi-Scale Model Results  

 In the previous section, it was concluded that the multi-scale model provides the best 

agreement with the Fe3O4 voltage recovery experiments. This section provides a more thorough 

analysis of the multi-scale simulation results. Figure 3.7 compares the voltage recovery after 
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discharges to 1.5, 2.0, and 2.5 electron equivalents per Fe3O4 for the 8 and 32 nm data. Good 

agreement is observed between the experimental and simulated results for the 8 nm data. For the 

32 nm data, fairly good agreement is observed for the final voltage, but there are discrepancies 

between the recovery times to reach the final voltage. The origin of this discrepancy can be 

identified through an analysis of the predicted concentration distributions. 

 

 

Figure 3.7. Comparison of experimental voltage recovery to the multi-scale model for electrodes 

composed of a) 8 and b) 32 nm magnetite crystals. 

 For instance, Figures 3.8 and 3.9 contain predicted concentration distributions within the 

electrodes composed of 8 and 32 nm crystals during voltage recovery after discharge to 1.5 

electron equivalents. Figure 3.8 shows the predicted distributions of the average solid-state 

lithium concentration within the agglomerate, and Figure 3.9 shows the predicted distributions of 

the solid-state lithium within the crystal at the agglomerate surface. In the figures, cagg is the 

concentration of lithium-ions in the agglomerate, c0 is the bulk concentration of lithium-ions in 

the electrolyte, and cx is the concentration of intercalated lithium in each crystal. r and r  are the 

radial positions within the agglomerate and crystal, respectively, and ragg and rx are the radii of 

a) b)
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the agglomerate and crystal, respectively. In Fig. 3.8, there is little difference between the 8 and 

32 nm simulations. Both show an equilibration of the solid-state lithium concentration in the 

agglomerate within 200 hours. Because the model assumes there is no direct crystal to crystal 

exchange of solid-state lithium, the predicted equilibration is caused by lithium transport within 

the void spaces of the agglomerate. Near the surface of the agglomerate, the solid-state lithium is 

oxidized to produce mobile lithium-ions, which diffuse to the center of the agglomerate and 

subsequently reduce back into solid-state lithium. The rate of reduction towards the center is 

controlled by the mass transport of lithium through the crystal. This is shown by the inset in Fig. 

3.8a, which provides the simulated relaxation profiles of the mobile ions in the agglomerate. A 

similar result is observed for the 32 nm simulations. 

 

 

Figure 3.8. Distribution of the average intercalated lithium in each crystal (i.e., cx,avg) throughout 

the agglomerate during voltage recovery after discharge to 1.5 electron equivalents per mole 

Fe3O4. Plots are for simulations of electrodes with a) 8 and b) 32 nm crystals. Inset in a) shows 

the distribution of lithium-ions in the agglomerate (i.e., cagg) during the same recovery. Similar 

predictions of cagg are observed for the simulations with 32 nm crystals. Symbols: r is the radial 

a) b)
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position within the agglomerate, ragg is the radius of the agglomerate (1.05 µm), and c0 is the 

concentration of lithium-ions in the bulk electrolyte (1 M). 

In addition, the agglomerate distributions provide information about the utilization of the 

active mass. For both simulations, at the end of discharge/start of recovery (t = 0), the reaction 

was only able to penetrate ~20% of the crystal radius. Using this value, the percent volume of the 

agglomerate which participated in the reaction, νactive, can be calculated using the following: 

 
 

3

33

agg

aggagg

active
r

rrr 
  (3.1) 

where aggr  is the radius of the agglomerate (1.05 μm for these simulations) and Δr is the 

penetration depth of the reaction into the agglomerate (0.21 μm). The results of this calculation 

indicate that only 48.8% of the active material in the agglomerate was utilized during discharge.  

In contrast to the agglomerate-scale distributions, there are strong differences between the 

distributions of solid-state lithium within the crystal at the surface of the agglomerate. For the 8 

nm simulations (Fig. 3.9a), there is little spatial variation within the crystal, which indicates that 

mass transport within the crystal has a negligible impact on the voltage recovery. The decreases 

in concentration over time are due to the relaxation behavior on the agglomerate scale. For the 32 

nm data (Fig. 3.9b), large variations within the concentration of the solid-state lithium are 

observed. At the start of relaxation, the concentration at the surface of the crystal is over 3× 

higher than the concentration at the center. These distributions reinforce the conclusion that 

crystal-scale effects only impact the voltage recovery for experiments with the large, 32 nm 

crystals and not those conducted with the 6 or 8 nm crystals. It also suggests that the discrepancy 
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between the simulations and experiments at 32 nm (Fig. 3.7b) is because other phenomena such 

as phase change within the crystal may contribute to the large recovery times. 

In addition to phase change, other factors may explain the discrepancy in the voltage 

recovery times for the cases with the 32 nm crystals. In the following two paragraphs, three such 

factors are discussed which were investigated by making adjustments to the multi-scale model. 

For brevity (and because none of the factors showed significant improvements in the predicted 

results), no simulated data are shown. First, a decrease in the agglomerate scale diffusion 

coefficient due to variations in the geometry and packing of the nano-crystals may partially 

explain the discrepancy in voltage recovery times. To test this hypothesis, simulations were 

conducted with a decreased agglomerate scale diffusion coefficient (2X lower or 1.15 × 10
-13

 

cm
2
 s

-1
). Slight improvements were observed in the agreement between the rise time of the 

simulations and experiments. However, significant discrepancies between the maximum voltage 

changes during recovery (ΔVmax) were observed. In an attempt to get better agreement with 

ΔVmax, the diffusion coefficient in the crystal scale (Dx) was also adjusted for the 32 nm 

simulations. However, even over a wide range of Dx (1.0× 10
-15

 to 1.0× 10
-18 

cm
2
 s

-1
), good 

agreement between the experiments and simulations for both the voltage recovery time and 

ΔVmax could not be obtained. Based on these findings, we concluded that a decrease in the 

agglomerate scale diffusion coefficient is not likely to be the sole reason for the discrepancies in 

rise time.  

In addition, we tested the hypothesis that the presence of electrochemically inactive 

crystals could explain the discrepancy in the voltage recovery time. Simulations were conducted 

assuming 60% and 85% of the crystals were electrochemically active. Both sets of simulations 

yielded negligible improvements in the agreement between the rise time and negatively impacted 
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the agreement with ΔVmax. Therefore, we also concluded that inactive crystals would not likely 

explain the discrepancy.  Finally, we investigated the use of concentrated solution theory to 

describe the mass transport within the crystal, whereby the differences in chemical potential 

provide the driving force for mass transport. To accomplish this, the governing equation for mass 

conservation within the crystal (see Eq. 2.7 in Chapter 2) was reformulated as shown in [24-27]. 

A new solid-state diffusion coefficient was obtained by fitting the reformulated set of equations 

to experimental data using the procedure outlined earlier in the text. Slight variations in the 

predicted performance were observed with concentrated solution theory; however, the agreement 

with experimental data was not improved. 

 

 

Figure 3.9. Distribution of lithium in the crystal (i.e., cx( r )) located at the surface of the 

agglomerate during voltage recovery after discharge to 1.5 electron equivalents per mole Fe3O4. 

Plots are for simulations of electrodes with a) 8 and b) 32 nm crystals. Inset in b) shows profiles 

at early times for simulations with 32 nm crystals. Symbols: r and r  are the radial positions 

within the agglomerate and crystal, respectively, and ragg and rx are the radii of the agglomerate 

(1.05 µm) and crystal, respectively. 

a) b)
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3.3.4. Impact of Agglomerate Distributions 

The analysis of the voltage recovery data using the multi-scale model indicated that the 

formation of agglomerates impacts the electrochemical performance of the magnetite electrodes. 

These simulations were conducted using a single, average agglomerate size; however, electrodes 

typically contain a range of agglomerate sizes [15]. To study the impact of agglomerate size 

distributions on the predicted performance, the multi-scale model was adjusted to include a 

representative distribution of agglomerate sizes.  

Figure 3.10 shows the experimental distribution of agglomerates composed of 8 nm 

crystals obtained from transmission electron micrographs of the cross-section of a fully-

fabricated battery electrode. A similar distribution for agglomerates composed of 32 nm crystals 

was also observed [15]. Both distributions were obtained using the experimental approach 

described in Chapter 2. Along with the experimental data, Figure 3.10 includes the representative 

distribution of agglomerates used in the simulation. The sizes (i.e., diameters) and number 

fractions (i.e., frequencies) were selected to best match the experimental data. These values were 

incorporated into a multi-agglomerate model, which is capable of simultaneously solving for the 

coupled concentration and potential distributions in all three representative agglomerate sizes. 

The full mathematical formulation of the multi-agglomerate model is available in Section 3.5. 

 In order to understand the impact of the agglomerate distribution, two case studies were 

conducted, which compared the simulated results from a multi-agglomerate and a single-

agglomerate model. For the single-agglomerate model, the agglomerate diameter was set equal to 

the average agglomerate size reported earlier in the manuscript (2.1 μm). In the first study, 

separate diffusion coefficients were obtained for the single-agglomerate and multi-agglomerate 

simulations by fitting both of the models to experimental data for a discharge at 4.7 mA g
-1

 to a 
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cut-off of 1.5 V. The results of this study are shown in Fig 3.11a. To get good agreement for both 

models, the multi-agglomerate diffusion coefficient (Dm-agg) is ~2× higher than the single-

agglomerate diffusion coefficient (Ds-agg). This indicates that, for the magnetite electrodes, a 

failure to incorporate the agglomerate distribution in the multi-scale model impacts the fitted 

agglomerate diffusion coefficient by a factor of ~2. 

 

 

Figure 3.10. Experimental and simulated agglomerate distributions for electrodes comprised of 8 

nm crystals. A similar distribution was observed for electrodes with 32 nm crystals [15]. 

 In the second study, the diffusion coefficient in the agglomerate (Dagg) was obtained by 

fitting the multi-agglomerate model to experimental data. This value was then used in the single-

agglomerate simulation. Figure 3.11b shows the results of this study. For the single-agglomerate 

simulation, a ~50% increase in capacity is observed when compared to the experimental and 

multi-agglomerate simulation results. The increase in capacity can be explained by an increase in 

the utilization of the active mass. For instance, Figure 3.12 shows the predicted concentration 

distributions of solid-state lithium in the agglomerate for the single-agglomerate and multi-
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agglomerate models during the simulations in Fig. 3.11b. For all four agglomerates (one from the 

single-agglomerate model and three from the multi-agglomerate model), the simulated 

distributions indicate that the reactions only occur near the surface of the agglomerate. This is 

due to mass transport limitations of lithium ions through the agglomerate. 

 

Figure 3.11. Comparison of simulations conducted using a single, average agglomerate size 

(single agglomerate) or a representative distribution of three agglomerates (multi-agglomerate). 

a) Diffusion coefficient is adjusted for both simulations to fit data. b) Simulations are conducted 

with the same diffusion coefficient. The electrode in the experiment was 50 µm thick with an 

active mass loading of 4.0 mg cm
-2

 and was discharged at 4.7 mA g
-1

 to a cutoff voltage of 1.5 V. 

 In Figure 3.12, the percent volume of each agglomerate which participates in the reaction, 

νactive, was calculated using Eq. 3.1. For the single agglomerate model, νactive is representative of 

the total active mass utilization in the electrode. For the multi-agglomerate model, the total 

utilization can be determined using the following equation. 

b)a)
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where fk is the number fraction of agglomerates with radius k. Evaluation of Eq. 3.2 results in a 

total active mass utilization of 47.3% for the multi-agglomerate simulation. The utilization 

predicted in the single-agglomerate model (71.9%) represents a 52% increase in the total 

utilization when compared to the multi-scale model. This accounts for the ~50% increase in 

capacity predicted in Fig. 3.11b. The low utilization predicted by the multi-agglomerate model 

results from the low utilization of the large agglomerates in the distribution. Although the largest 

agglomerates have a number fraction of less than 10% (f3 = 7.5%), they account for over 50% of 

the active mass. Therefore, even a few large agglomerates in the electrode can negatively impact 

the capacity of the battery. 
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Figure 3.12. Simulated distributions of the solid-state lithium (cx) throughout the agglomerates 

during discharge of the a) single-agglomerate and b-d) multi-agglomerate simulations. Capacities 

are in reference to Figure 3.11b.   

3.4. Summary 

 We report here an analysis of the ion transport limitations occurring within a lithium-

magnetite electrochemical cell using a combined experimental and theoretical approach. A multi-

scale mathematical model, which accounted for mass transport in the agglomerate and crystal 

length-scales, was used to analyze experimental discharge and voltage recovery data. It was 

concluded that the long voltage recovery times of the magnetite electrodes were caused by the 

relaxation of concentration distributions, which developed as a result of mass transport 
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limitations within the electrode. For electrodes comprised of 6 and 8 nm crystals, the mass 

transport limitations were shown to mostly occur within the agglomerate length-scale. For 

electrodes composed of 32 nm crystals, mass transport limitations were shown to occur in both 

the agglomerate and crystal length-scales. Therefore, the observed decrease in the discharge 

capacity between 8 and 32 nm was attributed to the addition of crystal-scale transport limitations. 

In addition, the impact of a representative agglomerate size distribution on simulation 

results was studied using an expanded version of the multi-scale model. Inclusion of a 

representative agglomerate distribution indicated that variations in agglomerate size could impact 

the values of the fitted diffusion coefficients by a factor of ~2. The inclusion of a small number 

fraction of large agglomerates was shown to significantly decrease the predicted capacity, which 

indicates a possible direction for improving magnetite electrode performance.  

3.5. Appendix A: Multi-Agglomerate Model 

 The multi-agglomerate model was developed using the same assumptions and governing 

equations reported in Chapter 2. The agglomerate size distribution was simulated using three 

representative agglomerate sizes. The lithium concentrations ( kaggc ,  and kxc , ) and voltage ( k,1 ) 

distributions in the three agglomerates were solved for simultaneously by defining the variables 

using dimensionless groups and applying coupled boundary conditions between the 

agglomerates. To accomplish this, the following dimensionless groups were employed: 
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where the subscript k, denotes the 1
st
, 2

nd
, or 3

rd
 agglomerate size in the representative 

distribution. The reaction rate, irxn,k, is defined using the Butler-Volmer equation: 

      kkckkakkrxn UUii
~~exp

~~exp
~

,1,1,0,    (3.4) 

          acacaa

kxkxkaggxrxnk cccccFki


,,,max,0,0
~1~~~




 (3.5) 

The equilibrium potential, Uk, is obtained by fitting a thermodynamic description of the system 

to experimental voltage recovery data. Definitions for all other variables can be found in Section 

3.6. 

The dimensionless groups in Eq. 3.3 are used to transform the original governing 

equations into dimensionless equations, resulting in the following expressions for mass and 

charge conservation in each agglomerate, k: 
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The multi-agglomerate simulations were only conducted for the experiments with 8 nm crystals. 

Therefore, to decrease the solving time, it was assumed that the concentration of solid-state 

lithium in each crystal increased uniformly (i.e, no spatial variations of lithium within the 

crystals). The validity of this assumption is demonstrated by the predicted concentration 

distributions in Fig. 3.8a. This assumption makes it possible to solve for the solid-state 

concentration without solving for the mass transport in the crystal. Instead, the conservation of 

mass for the solid-state lithium was determined using the following equation: 
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The dimensionless form of Eq. 3.8 is written as follows:  
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The solution of these equations (Eqs. 3.4-3.7 and 3.9) was obtained using the following 

boundary conditions: 
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In Eq. 3.12, the potentials of all three agglomerates are set equal because it is assumed there are 

no spatial variations of potential within the bulk electrode. This assumption is valid for the small 

applied current (C/200) and thin electrodes (50 μm thick) used in the present experiments. The 

final conservation of charge boundary condition is obtained by setting the sum of the electronic 

current at the surface of all the agglomerates equal to the applied current. 
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where fk is the number fraction of agglomerates of size k in the electrode and both sides of Eq. 

3.13 have units of amps. 
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Note that the value of the dimensionless distance, r~  (Eq. 3.3), does not depend on the 

agglomerate size k. Because of this, it is possible to simultaneously solve the domain equations 

in all three agglomerate sizes using the same finite-difference grid.  To accomplish this, the 

finite-difference method is used to discretize all nine governing equations in dimensionless space 

and dimensionless time (Eqs. 3.6, 3.7 and 3.9 for all three agglomerate sizes). At each time step 

in real time, t, the resulting block, tri-diagonal matrix containing all nine independent, 

dimensionless variables is solved using the BAND(J) algorithm [37].  

3.6. List of Symbols 

a  specific surface area (cm
2
 cm

-3
) 

aggc  lithium concentration in the agglomerate (mol cm
-3

) 

0c  bulk concentration in the electrolyte (mol cm
-3

) 

xc  solid-state lithium concentration (mol cm
-3

) 

max,xc  maximum solid-state lithium concentration (mol cm
-3

) 

aggD  diffusion coefficient in the agglomerate (cm
2
 s

-1
) 

xD  diffusion coefficient in the crystal (cm
-2

 s
-1

) 

f  number fraction of agglomerates 

F  Faraday’s constant (96,485 C mol
-1

) 

appi  applied current (A g
-1

) 

0i  exchange current density (A cm
-2

) 

rxni  reaction rate (A cm
-2

) 

rxnk  reaction rate constant (mol
-1/2

 cm
-1/2

 s
-1

) 
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r  radial position in the agglomerate (cm) 

aggr  agglomerate radius (cm) 

r  radial position in the crystal (cm) 

xr  crystal radius (cm) 

GR  ideal gas constant (8.314 J mol
-1 

K
-1

) 

t  time (s) 

T temperature (K) 

U  equilibrium potential (V) 

Greek 

ca  ,  anodic and cathodic charge transfer coefficients 

  porosity 

1  potential in the solid (V) 

43OFe  density of magnetite (g cm
-3

) 

  conductivity of magnetite (S cm
-1

) 

Subscript 

agg denotes agglomerate 

k denotes agglomerate size 

x denotes crystal 
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CHAPTER 4 

MULTI-SCALE SIMULATIONS OF LITHIUM-MAGNETITE 

ELECTRODES INCORPORATING PHASE CHANGE  

 In this chapter, the phase changes occurring in magnetite (Fe3O4) during lithiation and 

voltage recovery experiments are modeled using a multi-scale model whose groundwork was 

presented in Chapter 2. Phase changes are described using kinetic expressions based on the 

Avrami theory for nucleation and growth. Simulated results provide information on the rate and 

onset of phase formation in magnetite during lithiation and voltage recovery experiments. 

4.1. Introduction 

 Two major factors limiting the widespread use of electric vehicles are the size and cost of 

the lithium-ion batteries used in the power system. To address these issues, next-generation 

batteries must contain active materials with high specific energy (Wh L
-1

 or Wh g
-1

), which can 

meet the required design specifications with smaller quantities of material. Currently, the specific 

energies of commercially available lithium-ion battery electrodes are limited by relatively low 

theoretical capacities – 140 to 200 mAh g
-1 

and ~370 mAh g
-1

 for positive and negative electrode 

materials, respectively [1, 2]. These materials have low capacities because they can only accept 

~1 mole of lithium per mole of host material (e.g., C6, CoO2, and FePO4). In an effort to expand 

the capacity of battery electrodes, new compounds are being investigated which undergo 

multiple electron transfers (MET) and can accommodate multiple moles of lithium per mole of 

host material. These compounds include metal oxides, fluorides, oxyfluorides, nitrides, and 

sulfides [3-9]. Unlike commercial lithium-ion electrode materials, which store and release energy 

through a (de)intercalation reaction, the MET compounds can undergo conversion reactions, 
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which result in the structural rearrangement and phase change of the host material. The kinetics 

of formation and reversibility of these phase changes are important factors dictating the 

applicability of these new materials. 

 Among the new set of compounds, magnetite (Fe3O4) is of particular interest due to its 

low cost, safety, and high theoretical capacity (926 mAh g
-1

), which is associated with its ability 

to accommodate 8 moles of lithium per mole of Fe3O4 [10-15]. During lithiation, magnetite first 

undergoes an intercalation process which results in the structural rearrangement of the material 

from an inverse spinel to a rock-salt-like structure [16-20]. Upon further lithiation, magnetite 

undergoes a conversion process to Li2O and Fe metal [21-24]. Until recently, the performance of 

magnetite was limited by slow solid-state transport of lithium ions through the close-packed 

structure of the material. However, nanosizing has been utilized to shorten the path length for 

lithium ion diffusion, which has improved the rate capability and increased the utilization of the 

active material [13-15, 25-27]. Further improvements in rate capability and utilization have been 

obtained using alternative electrode synthesis methods that reduce agglomeration of the 

nanocrystals [28, 29]. Despite these improvements, it is still difficult to obtain the theoretical 

capacity of Fe3O4, especially during cycling. Recently, investigations of the (de)lithiation process 

using synchrotron X-ray and transmission electron microscopy techniques have suggested that 

the poor capacity is caused by an inability to fully convert from Li2O and Fe metal into the 

inverse-spinel phase (Fe3O4) during delithiation [21, 24]. This suggests that further 

improvements in performance may result from a better understanding of the kinetics of structural 

rearrangement and phase change within the material. 

 This work seeks to complement recent experimental investigations by modeling the phase 

changes occurring within magnetite during lithiation and voltage recovery. In the battery field, 
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modeling of phase change has been done in other materials (e.g. FePO4 and FeF2) using phase-

field theory, which implements the Cahn-Hilliard equation to describe the concentration 

distribution of Li
+
 within a crystal [30-34]. Phase-field modeling is capable of simulating phase-

separation of materials into regions of high- and low-levels of lithiation by calculating the 

distribution of Li
+

 which minimizes the free energy of the crystal. The concentration distributions 

agree well with experimental observations; however, the results are highly dependent on the use 

of a representation of the free energy of the system (often arising from regular solution theory 

and developed based on experimental observations), which often results in poor agreement 

between simulations and electrochemical performance data [33-37]. Other attempts to simulate 

the electrochemical performance of a material which undergoes phase change have utilized a 

“shrinking-core” model, which tracks the boundary separating the high- and low-lithium phases 

as it progresses from the surface of a crystal to the center during lithiation [38-40]. These models 

agree well with electrochemical data; however, they often only simulate the battery during 

lithiation of the electrode because modeling the subsequent delithiation is difficult due to the 

existence of multiple moving boundaries. In addition, shrinking-core models assume that both 

phases (high- and low- lithium) are already present at the start of the simulation. Therefore, they 

do not provide kinetic descriptions of the initial formation of the highly concentrated phase. 

 In this chapter, we seek to simulate the phase changes within magnetite during lithiation 

by incorporating the kinetics of nucleation and growth of new phases into the multi-scale model 

previously developed in Chapter 2. In Chapter 3, a version of the model without phase change 

was able to capture the electrochemical performance of an electrode at low levels of lithiation, 

where Fe3O4 undergoes an intercalation process. To expand our understanding to higher levels of 

lithiation, the formation of new phases are incorporated into the model using kinetic expressions 
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inspired by the Avrami theory for nucleation and growth [41-43]. Herein, simulations with phase 

change are used to explain the behavior of electrodes with “small” (~6 nm) and “large” (32 nm) 

crystals during lithiation and voltage recovery experiments.  

4.2. Experimental 

All experimental work in this chapter was conducted by collaborators at Stony Brook 

University and Brookhaven National Laboratory. The materials synthesis and electrode 

fabrication follow the same approach outlined in Chapters 2 and 3. In this study, for electrodes 

comprised of 6 and 32 nm crystals, lithiation was conducted under a C/200 rate to 0.5, 1.0, 1.5, 

2.0, 2.5, 3.0, 3.5 and 4.0 electron equivalents per Fe3O4 and then allowed to rest under open 

circuit conditions for up to 30 days.  For electrodes comprised of 8 nm crystals, similar 

experiments were conducted to 0.5, 1.0, 1.5, 2.0, 2.5, 3.25, 3.5, 4.0, 4.5, 5.0, 6.0, 7.0, and 8.0 

electron equivalents per Fe3O4.  

4.3. Kinetics of Phase Change 

 This section describes the generic approach used to model the rearrangement of a 

material from “a” to “b,” where a and b are unique phases of the same host material. Both a and 

b contain the same number of host atoms (e.g., for a host material of Fe3O4 both phases contain 3 

Fe and 4 O), but they differ in the arrangement of those atoms and in the concentration of solid-

state lithium within the phases, designated as ca and cb. At equilibrium, both phases have the 

same chemical potential and well-defined concentrations of solid-state lithium, whereby ca
*
 < cb

* 

with the * denoting equilibrium values (see Figure 4.1). Because both phases are at the same 

chemical potential, a plateau is observed in the equilibrium voltage, whereby the host material 

has the same equilibrium voltage at all solid-state lithium concentrations between ca
*
 and cb

*
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[39]. In this region between ca
*
 and cb

*
, the equilibrium structure of the host material corresponds 

to a fraction of phase a at concentration ca
*
 and a fraction of phase b at concentration cb

*
. Under 

equilibrium conditions, the fractions of a and b can be determined from a mass balance. Under 

non-equilibrium conditions, such as the discharge of an electrode, the formation of phase b must 

be described by a kinetic process. If the formation of phase b is instantaneous, the kinetic process 

can be described by the following equation: 

     bbaa ΓLieabLiabΓLi    (4.1) 

where LiaГa and LibГb are the equilibrium phases of a and b, respectively, and Гa and Гb 

represent the arrangement of the atoms in the host material in phases a and b, respectively. 

During lithiation of a material with instantaneous formation of phase b, the voltage is practically 

constant between ca
*
 and cb

* 
because Eq. 4.1 does not depend on the total solid-state lithium 

concentration. 

 In actuality, instantaneous formation of phase b is only an ideal case that does not apply 

to all systems or at every operating condition. Therefore, a kinetic description is needed for the 

non-instantaneous formation of phase b (from a). In this work, the driving force for formation of 

b is an increase in ca above a saturation value, ca,sat, which is equal to the equilibrium 

concentration in a (ca
*
), for this case. This hypothesis suggests that, although phase a has a well-

defined equilibrium concentration, it is able to exist in a supersaturated state with a concentration 

of solid-state lithium greater than the equilibrium concentration (see Figure 4.1). Assuming that 

only the a phase is electrochemically active, the formation of b can be described by the following 

two step process, whereby lithium is first inserted into a and then the host material rearranges 

into the equilibrium phases: 
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 axa

lithiation

aa ΓLixexLiΓLi 

    (4.2) 

   bbaa

changephase

axa ΓLiy1ΓyLiΓLi   , where 
ba

bxa
y




  (4.3) 

During lithiation of a material with non-instantaneous formation of phase b, the voltage does not 

remain constant between ca
*
 and cb

*
.
 
The voltage depends on the degree of supersaturation of 

phase a, which can continuously change during lithiation and depends on the relative rates of the 

two steps.  

 

Figure 4.1. Schematic of the equilibrium potential and supersaturation potential during phase 

change of a host material from phase a (at a solid-state lithium concentration of ca) to phase b (at 

a solid-state lithium concentration of cb
*
). 
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In this work, the kinetic description for the formation of b from a in Eq. 4.3 is given as 

follows: 

    bbsataab

b cck
t








13/2

,
 

(4.4) 

  abbb ckkk 2,1, 1  

where θ corresponds to the volume fraction of a given structure. The 2/3 dependence on θb 

results from the assumptions that new structures of phase b nucleate as spheres and grow in three 

dimensions [41]. The term (1-θb) causes a reduction in the rate of formation as the volume 

fraction of a approaches zero [42]. The rate constant for formation kb is assumed to depend 

linearly on ca. 

 

 

Figure 4.2. Generic results for a particle undergoing phase change from phase a to b. a) 

Concentration of solid-state lithium in phase a (ca) and b) volume fraction of phase a (θa) during 

uniform lithiation of a particle at a constant reaction rate. Diagrams show how ca and θa are 

impacted by the slow, moderate, and fast formation of phase b (from a) as described in Eq. 4.1. 
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 Figure 4.2 provides a pictorial representation of the process described by Eq. 4.4 for a 

slow, moderate, and fast rate of θb formation. The pictorial representation was developed 

assuming that a single crystal of host material comprised of only phase a and at an initial solid-

state lithium concentration, ca,0, is lithiated uniformly at a constant reaction rate. At the start of 

lithiation (ca < ca,sat), only θa is present, and ca increases linearly with time as a result of the 

constant reaction rate. As the concentration in a exceeds the critical saturation concentration 

(ca,sat), phase b starts to form, which decreases the volume fraction of a (θa) in the crystal. In 

addition, the formation of phase b impacts ca due to the rearrangement of solid-state lithium 

within the particle. The value of ca can be determined through a mass balance on the total 

amount of solid-state lithium in the particle, as follows:  

 
   

nFr

i

t

c

t

c

x

rxnbbaa 3









 
 (4.5) 

where rx is the radius of the crystal, and it is assumed only the a-phase is electrochemically 

active. Assuming a negligible difference between the size of the unit cells of phases a and b and 

a constant value of cb = cb
*
, which corresponds to the concentration at equilibrium, Eq. 4.5 can 

be simplified to: 

    
nFr

i

t
cc

t

c

x

rxnb

ba

a

b

3
1 * 












  (4.6) 

 The values of ca during a slow, moderate, and fast rate of θb formation are also shown in 

Figure 4.2a. If no θb is formed, ca increases linearly with time. If θb is formed, the rate of change 

of ca decreases because ca < cb
*
, which indicates that the formation of θb corresponds to a 

“repackaging” of the solid-state lithium in the particle into a more concentrated structure. 

Because only the a-phase is assumed to be electrochemically active, the variations in ca for the 
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different rates of formation result in variations in the voltage profile observed during discharge. 

Therefore, accurate modeling of this process requires determination of ca,sat, cb
*
, a description of 

the supersaturation potential for ca, and the rate constants kb,1 and kb,2.  

4.4. Results and Discussion 

4.4.1 Determination of α, β, and γ Phases 

Figure 4.3 shows the results of the voltage recovery experiments, whereby electrodes 

comprised of 6, 8, and 32 nm Fe3O4 crystals were lithiated to a set concentration of lithium (x in 

LixFe3O4) and then allowed to rest under open circuit conditions for up to 30 days. The figure 

plots the maximum voltage for each electrode during the 30 day rest period. According to this 

plot, there are two plateaus in the equilibrium potential of Fe3O4. The first plateau starts at x ~ 1, 

and the second starts at x ~ 6. The existence of two plateaus indicates that there are two regions 

where Fe3O4 undergoes an electrochemical reaction involving two solid phases. This suggests 

that Fe3O4 can exist in three unique arrangements, referred to herein as α, β, and γ.   

The first voltage plateau at x = 1 corresponds to an equilibrium between the α- and β-

phases. According to the schematic in Figure 4.1, the existence of the plateau from x = 1 to x = 3 

suggests that, at equilibrium, the α phase has a solid state lithium concentration of x = 1 (α-

LiFe3O4) and the β phase has a concentration of x = 3. However, this result is only valid under 

the assumption that the voltage recovery experiments have reached equilibrium potentials after 

30 days. For experiments lithiated to x < 3.0, the electrodes are close to equilibrium after 30 days 

and the voltage in Figure 4.3 roughly corresponds to the equilibrium potential (see Chapters 2 

and 3). For experiments lithiated to x > 3.0, the voltage of the electrodes is still changing 

significantly at 30 days. For instance, the inset in Figure 4.3 shows that the voltages of electrodes 

discharged to 4 moles of Li
+
 per mole of Fe3O4 are still rapidly changing at 30 days. In addition, 
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structural characterization suggests the existence of a rock-salt phase at a concentration of x = 4, 

which has a structure resembling Li2O and FeO closely packed on an O-anion framework [21]. 

Therefore, in this work, the β phase is assumed to have an equilibrium structure of the form β-

Li4Fe3O4, and the first voltage plateau is assumed to extend to x = 4. Based on this assumption, 

the reaction for the instantaneous formation of the β phase is given as follows: 

 


43443 OFeLi3e3LiOLiFe    
(4.7) 

 

Figure 4.3. Maximum voltage during recovery at open circuit for up to 30 days after lithiation to 

a set amount of x in LixFe3O4. Inset: Experimental data for voltage recovery after lithiation to x = 

4 for x in LixFe3O4. Voltage recovery data sectioned into an initial, rapid recovery attributed to 

the relaxation of concentration distributions on the agglomerate and crystal length-scales and a 

later, slow recovery attributed to the formation of the β phase from the α phase. 
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For the second plateau, it extends out to x = 8 and is believed to be associated with the 

conversion reaction that forms Li2O and metallic Fe [21]. In this work, these conversion products 

are represented as the γ phase, which is assumed to have a solid-state lithium concentration of x 

= 8 lithium per Fe3O4. The instantaneous formation of γ can be expressed by the following 

equation: 

 
   


γ

243y 3FeO4Liey8Liy-8OFeLi    
(4.8) 

where the solid-state concentration at the onset of the plateau is defined by the variable y. The 

solid-state concentration at the onset is unknown because the voltage recovery experiments are 

still changing at 30 days. Its value is obtained below by fitting simulations with γ formation to 

experimental results (see Section 4.4.3.2). 

 Evidence of these phases during lithiation of electrodes containing 8 and 32 nm Fe3O4 

crystals at a C/200 rate is shown in Figure 4.4. The degree of lithiation (i.e., lithiated capacity) is 

defined as the average moles of lithium inserted into one mole of Fe3O4 electrode material. For 

both curves, the plateaus at ~1.5 V and ~1.2 V correspond to β and γ formation, respectively. 

Note that these “plateaus” do not maintain a constant voltage during lithiation, which suggests 

that the formations of β and γ are non-instantaneous. The third plateau at ~0.8 V can be 

attributed to continual lithiation accompanied by electrolyte reduction [44]. To avoid uncertainty 

associated with the electrolyte reduction, the analysis of phase change is restricted to lithiation 

above 1.0 V. Differences in the degree of lithiation at which these three plateaus are observed 

can be attributed to lithium transport resistances that result in higher local solid-state 

concentrations within the electrodes containing 32 nm crystals [24]. For instance, the inset in the 

figure plots the experimental voltage versus the maximum solid-state lithium concentration 

predicted by the multi-scale model given in Section 4.4.3. The data was obtained by cross-
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referencing the experimental voltage at a given degree of lithiation to the predicted maximum 

solid-state concentration at that same degree of lithiation. The results indicate that the voltage 

plateaus for the 8 and 32 nm crystals correspond to the same maximum solid-state concentration 

in the electrode. 

 

Figure 4.4. Lithiation of pristine electrodes comprised of 8 and 32 nm crystals at a C/200 rate. 

Inset: Plot of experimental voltage vs. maximum solid-state concentration predicted by model 

during lithiation (see Section 4.4.3 for model details). 

4.4.2 Phase Change from α-LixFe3O4 to β-Li4Fe3O4 

4.4.2.1 Formulation with β-Li4Fe3O4 Phase 

The phase change from α-LixFe3O4 to β-Li4Fe3O4 is simulated by incorporating the 

kinetic description in Eq. 4.1 into the multi-scale model developed in Chapter 2. A comparison 

of the governing equations and boundary conditions with and without phase change is provided 
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in Tables 4.1 and 4.2. The two formulations are identical in the agglomerate length-scale. 

Differences in the formulations arise in the treatment of mass transport and phase formation on 

the crystal length-scale. In the phase change model, the β phase is assumed to undergo a non-

instantaneous formation according to the following process: 

 
  xexLiOLiFe 43



⇌


α

43x1 OFeLi   
(4.9) 

 


431 OFLi ex ⇌  




43443 OFLi1OLiFey ey , where 
3

1
x

y   (4.10) 

Equations 4.9 and 4.10 are formulated to show that phase change only occurs when x > 1 in the α 

phase. To determine the volume fraction of the β phase, the kinetic description in Eq. 4.4 can be 

rewritten as follows: 

    












13/2

,satcck
t

 

(4.11) 

   ckkk 2,1, 1  

where 

 satc ,  is the saturation concentration in α at which β starts to form. The volume fraction of 

α phase is calculated from a conservation of mass assuming negligible variations in the size of 

the unit cells of the two phases: 

 1    (4.12) 

 To calculate the distribution of solid-state lithium in the crystal, it is assumed that lithium 

can only move through the α phase. A mass balance on the total lithium in the α phase yields the 

following:  

 
     

t
cccD

t

c
effx



















 ,1  (4.13) 
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which is formulated based on the same assumption used to develop Eq. 4.6 – i.e., that the lithium 

concentration in the newly formed β phase is constant. The effective diffusion coefficient, Dx,eff, 

in Eq. 4.13 is defined as: 

 
 ,, xeffx DD   (4.14) 

The total concentration of solid-state lithium, cx, at a given location in a crystal can be calculated 

from: 

 
  cccx   (15) 

In addition, this formulation assumes only the α phase is electrochemically active. To account for 

this assumption, slight variations were made to the kinetic expressions and the boundary 

conditions at the crystal surface, which are provided in Tables 4.1 and 4.2. 

 The last difference between the models with and without phase change is the expression 

used to model the open circuit potential of the system. According to the schematic in Figure 4.1, 

the open circuit potential during discharge of a system with phase change depends on the degree 

of supersaturation of the α phase. Therefore, an expression is needed for the open circuit 

potential as a function of the concentration of solid-state lithium in the α phase, cα. This 

expression is obtained by fitting a thermodynamic equation to a set of experimental data obtained 

from the voltage recovery experiments. The procedure for the fitting is provided in Section 4.6. 

The experimental data are obtained by exploiting the fact that the voltage recovery curves (see 

inset in Figure 4.3 for example) have two characteristic regions. During the first ~200 hours, 

there is a voltage recovery that can be attributed to the relaxation of concentration profiles in the 

agglomerate and crystal length-scales (see Chapter 3). Afterwards, there is a slower, seemingly 

linear recovery at long times that can be attributed to phase change. Assuming that the 

concentration distributions relax more quickly than the phase transformation, at the start of the 
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linear region of the recovery curve, Fe3O4 mostly exists in the α phase. Therefore, at this point, 

cα ~ cx. The open circuit potential in the α phase at each degree of lithiation can then be 

approximated using the voltage at this point. 

 

Table 4.1. Comparison of governing equations used in models with and without phase change. 

 
w/o β Formation (Ch. 2) w/ β Formation  

Mass 

(agg.) F

ai
cD

t

c
rxn

aggagg

agg





2  No change 

Mass 

(crystal) xx

x cD
t

c 2



      

t
cccD

t

c
effx



















 ,1  

 -   cccx   

Phase -    












13/2

,satcck
t

 

Charge   1

21  rxnai  No change 

Reaction 
   






















 









 


TR

UF

TR

UF
ii

G

c

G

a

rxn

11

0 expexp
   No change 

   aca

xxxaggrxn ccccFki


 max,0    aca ccccFki aggrxn










 max,0  

 

 

 

 

 

 

 



81 

 

Table 4.2. Comparison of boundary conditions used in models with and without phase change. r 

and r  refer to units of distance in the agglomerate and crystal length-scales, respectively. ragg 

and rx are the radii of the agglomerate and crystals, respectively. 

 
w/o β Formation (Ch. 2) w/ β Formation 

Mass 
(agg.) 

0




r

cagg  at 0r  No change 

 
0ccagg   at aggrr    

Mass 
(crystal) 

0




r

cx  at 0r  0




r

c  at 0r  

  
nF

ri

r

c
D rxnx

x 



  at xrr    

nF

ri

r

c
D rxn

effx

 





 ,  at xrr   

Charge 01 




r


 at 0r  No change 

 





3

431 aggOFeapp ri

r





 at aggrr   

 

 

  

The parameters used to model the phase change and mass transport are provided in Table 

4.3 along with the mass transport parameters used in the model without phase change. Values for 

all other parameters remain unchanged from Chapter 2. 
 satc , , cβ, and cα,max in Table 4.3 

correspond to x = 1, x = 4, and x = 8 for x in LixFe3O4, respectively. This assumes that the α-

LixFe3O4 phase can accept the theoretical maximum of 8 moles of lithium per mole of Fe3O4, 

which is not unlikely due to the existence of 64 open tetrahedral sites per unit cell of Fe3O4 [45]. 

Note the good agreement between the mass transport diffusion coefficients for both models. This 

agreement indicates that the addition of β formation does not change earlier conclusions that a 
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large portion of the voltage recovery results from the relaxation of concentration distributions in 

the agglomerate and crystal length scales (see Chapter 3). 

 

Table 4.3. Parameters used in multi-scale simulations with and without phase change from α-

LixFe3O4 to β-Li4Fe3O4. 

  Value 

Symbol Description w/o β (Ch. 2) w/ β  

Dagg Diffusion in agglomerate (cm
2
 s

-1
)

a 
2.3 × 10

-13 
2.6 × 10

-13
 

Dx or Dx,α Diffusion in crystal (cm
2
 s

-1
)

a 
2.0 × 10

-18
 1.25 × 10

-18
 

cx,max or cα,max Max concentration in crystal (mol cm
-3

)
b
 1.79 × 10

-1
 1.79 × 10

-1
 

kβ,1 β phase rate constant 1 (cm
3
 mol

-1 
s

-1
) 

a 
- 1.0 × 10

-5
 

kβ,2 β phase rate constant 2 (cm
3
 mol

-1
)

a - 60 


 satc ,

 
Saturation concentration of α (mol cm

-3
)

b
  - 2.24 × 10

-2
 

cβ Concentration in β (mol cm
-3

)
b - 8.94 × 10

-2
 

 a
fit to experimental data 

 
b
obtained from analysis of voltage recovery 

 

4.4.2.2 Validation with Voltage Recovery Experiments 

 Figure 4.5 compares experimental data for voltage recovery experiments of electrodes 

comprised of 6 nm crystals to results for simulations with and without phase change. All 

simulations were conducted using the model formulation described herein. Simulations without 

phase formation were conducted by setting the rate constant kβ,1 equal to zero. Comparisons are 

shown for electrodes that were lithiated to an average concentration of x = 2.0 and 2.5 in 

LixFe3O4. At both degrees of lithiation, simulations with phase change show better agreement 

with experimental data. Both simulations (with and without phase change) capture the initial 

behavior during the first ~200 hours of the voltage recovery, which is attributed to the relaxation 

of concentration distributions within the agglomerate and crystal length-scales. However, only 

the model with phase change is able to capture the gradual rise in voltage at later times, which is 
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attributed to the rearrangement of the supersaturated α-LixFe3O4 phase into the lower energy, 

equilibrium phases of α-LiFe3O4 and β-Li4Fe3O4. Similar results were obtained for electrodes 

comprised of 8 nm crystals. An analysis of the voltage recovery behavior of the electrodes 

comprised of 32 nm Fe3O4 was not conducted due to the early onset of γ-(4 Li2O + 3 Fe) phase 

formation during the lithiation process. 

 

 

Figure 4.5. Comparison of experimental voltage recovery data to simulated results from models 

with and without phase change from α to β. Data is shown for recovery after lithiation to average 

concentrations of a) x = 2 and b) x  = 2.5 in LixFe3O4 at a C/200 rate. 

 In addition to the examples at x = 2.0 and 2.5 in Figure 4.5, Figures 4.6 and 4.7 

demonstrate how the model with β-Li4Fe3O4 phase formation improves agreement with the 

voltage recovery experiments from x = 0.5 to 3.0. Figures 4.6 and 4.7 compare experimental data 

to simulated results for two parameters used to describe the voltage recovery: the rise time and 

the maximum change in voltage. The rise time is defined as the time it takes the voltage to reach 

90% of its maximum value during recovery. Qualitatively similar results were observed for all 

definitions of the rise time between 85% and 95% of the maximum voltage. In Figure 4.6, 
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simulations with and without phase change show good agreement at low degrees of lithiation (x 

< 2.0) where the amount of β formation is expected to be low because the level of 

supersaturation in the α phase is low. At higher degrees of lithiation, where the level of 

supersaturation in the α phase is high, only the simulations with β formation are able to capture 

the experimental trends in rise time. Similarly, for the maximum change in voltage during 

recovery (Figure 4.7), both simulations show good agreement at low degrees of lithiation, but 

only the model with phase change is able to capture the performance at higher degrees of 

lithiation. For instance, the simulations without phase change under predict the voltage change 

for all recoveries where x > 1.5. 

 

 

Figure 4.6. Rise time during voltage recovery, which is defined as the time required to reach 

90% of the maximum voltage. 
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Figure 4.7. Maximum change in voltage during voltage recovery. 
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of the recovery, the α phase starts to transform into β phase near the outside of the agglomerate 

(Fig. 4.8a) while the solid-state concentration in the α phase begins to redistribute towards a 

uniform concentration (Fig. 4.8b). The redistribution in the α phase is controlled by mass 

transport of lithium ions through the pores of the agglomerate (see Chapter 3). The majority of 

the β phase is formed near the edge of the agglomerate because, initially, the α phase is at a 

higher supersaturated concentration at that location. The higher concentration arises because 

mass transport resistances restrict the lithiation reaction towards the outside of the agglomerate 

during discharge.  

Between 180 and 360 hours, the concentration in the α phase completely relaxes to a 

uniform value. This corresponds to the end of the initial region of the voltage recovery described 

by the inset in Figure 4.3. After this time, the concentration continues to change, which is caused 

by the formation of β phase. The concentration decreases as β phase is formed because the solid-

state concentration in the β phase is higher (x = 4) than the concentration in the α phase (see Eq. 

4.13). This period corresponds to the slow, linear portion of the recovery (see Figure 4.5b). At 

the end of the 30 day recovery (720 hours), the model predicts 43% of Fe3O4 is in the β phase. 

Note that because of the uneven distribution of β within the agglomerate, at the end of recovery, 

the concentration of total solid-state lithium (cx) is higher at the edge of the agglomerate (see 

inset in Figure 4.8b).  
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Figure 4.8. Distributions of a) θα and b) cα within agglomerate during recovery of an agglomerate 

comprised of 6 nm crystals after a lithiation to an average concentration of x = 2.5 in LixFe3O4. 

Times are reported with respect to the start of recovery. Inset in b): Distribution of the total solid-

state lithium concentration in both the α and β phases.  
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4.4.3 Conversion from α-LixFe3O4 to γ-(4Li2O+3Fe) 

According to the previous section, the rate of β formation is slow with almost no β 

forming during the lithiation of the electrode. Due to the absence of β phase, it is unlikely that 

the γ “phase” (which is comprised of Li2O + Fe metal) forms from β-Li4Fe3O4. Instead, we 

hypothesize that the γ phase forms directly from α-LixFe3O4. Therefore, in order to explain the 

behavior of Fe3O4 electrodes during lithiation to 1.0 V, a version of the multi-scale model was 

formulated, which incorporated the phase change from of α to γ (without any β phase).  

 

4.4.3.1 Formulation with γ-(4 Li2O + 3 Fe) 

In this formulation, the γ-(4 Li2O + 3 Fe) is assumed to undergo a non-instantaneous 

formation from the α phase according to the following process: 

 
  xexLiOFeLi 434 



⇌


α

43x4 OFeLi   
(4.16) 

 


434 FLi Oex ⇌   




eyO 3FO4Li1FeLiy 2434  , where 
4

1
x

y   (4.17) 

Equations 4.16 and 4.17 are formulated to show that γ formation only occurs when x > 4 in the α 

phase. This value of x was determined by fitting the model to experimental data (see Figure 4.9 

and related discussion). The governing equations and boundary conditions for the model with γ 

are almost identical to the equations for β phase formation (see Tables 4.1 and 4.2). Changes are 

only made to the values of the constants used to solve for the mass transport in the crystal and 

the phase change. These equations are rewritten for the model with γ formation as follows: 

 

     
t

cccD
t

c
effx



















 ,1  (4.18) 
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  cccx   (4.19) 

 
   













13/2

,satcck
t

 (4.20) 

 The major difference between the models is the definition of the effective diffusion 

coefficient. Recent investigations using in situ TEM have revealed that, even after a shell of γ 

“phase” (Li2O + Fe metal) forms around a nanocrystal of Fe3O4, the inside of the crystal 

continues to lithiate [23]. This suggests that lithium ions are able to diffuse through γ-(4 Li2O + 3 

Fe). One possible mechanism of diffusion is between the grain boundaries of the nanosized 

structures of Li2O and Fe metal [46]. To account for this additional pathway for lithium 

transport, the effective diffusion coefficient is defined as: 

 






  ,

max,

,, 1 xxeffx D
c

c
DD 














  (4.21) 

 

where, 1    (4.22) 

Equation 4.21 was developed assuming there are two pathways which solid-state lithium (cα) can 

transport through the crystal: i) diffusion through the α phase and ii) diffusion through the 

nanograins of the γ structure. The equation was formulated using an equivalent circuit model 

with both pathways existing in parallel. In addition, the effective diffusion coefficient (Dx,eff) 

includes a relation of (1 – cα/cα,max) within the α phase. This relation has been previously used in 

battery simulations to account for a decrease in the diffusivity at higher concentrations of solid-

state lithium, which results from a decline in the number of lattice sites available for diffusion 

[32, 47]. 
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4.4.3.2 Model Parameterization and Analysis 

 The mass transport and phase-change parameters for the simulations with γ formation are 

provided in Table 4.4. The values of all other parameters and constants are unchanged from the 

previously developed model (see Chapter 2). The diffusion coefficient in γ (Dx,γ) was selected to 

approximate “infinitely” fast diffusion when compared to diffusion in the α phase. The 

supersaturation value at which γ forms from the α phase ( 
 satc ,

) was determined by fitting 

simulations to experimental data for lithiation of 32 nm Fe3O4 at C/200. The results of the fitting 

are shown in Figure 4.9. Best agreement was obtained for a solid-state lithium concentration of x 

= 4, for x in LixFe3O4.   

 

Table 4.4. Parameters used in multi-scale simulations with phase change from α-LixFe3O4 to γ-(4 

Li2O + 3 Fe). 

Symbol Description Value 

Dagg Diffusion in agglomerate (cm
2
 s

-1
)

a 
2.6 × 10

-13
 

Dx,α Diffusion in α phase (cm
2
 s

-1
)

a 
1.25 × 10

-18
 

Dx,γ Diffusion in γ phase (cm
2
 s

-1
)

a
 5.0 × 10

-17 

cα,max Max concentration in crystal (mol cm
-3

)
b
 1.79 × 10

-1
 

kγ (6 nm) γ phase rate constant (cm
3
 mol

-1 
s

-1
) 

a 
0.8 × 10

-3
 

kγ (32 nm) γ phase rate constant (cm
3
 mol

-1
 s

-1
)

a 2.5 × 10
-3 


 satc ,

 
Saturation concentration of α (mol cm

-3
)

a
  8.94 × 10

-2
 

cγ Concentration in γ (mol cm
-3

)
b 1.79 × 10

-1
 

       a
fit to experimental data 

     
b
obtained from analysis of voltage recovery 
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Figure 4.9. Comparison of experimental data to multi-scale simulations with different values for 

the saturation concentration at which γ starts to form from α. All other parameters remain 

unchanged from Table 4.4. Experiments and simulations were conducted at a C/200 rate for 

electrodes comprised of 32 nm crystals. 

 Figure 4.10 shows how the inclusion of the (1 – cα/cα,max) relation in the definition of the 

effective diffusion coefficient (Eq. 4.21) improves the simulated results. The figure compares 

simulations to experimental data for lithiation of 32 nm Fe3O4 at C/200. Both simulations were 

run using the γ-model with the same parameters, constants, and governing equations. The only 

difference between the simulations is whether or not the (1 – cα/cα,max) relation is included in the 

definition of the effective diffusion coefficient (Eq. 4.21). According to Figure 4.10, the 

simulation with the (1 – cα/cα,max) relation shows much better agreement with experimental data, 

especially during lithiation up to x = 1. Without this term, the model under predicts the decrease 
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in voltage at the onset of lithiation. This suggests that the initial decrease in voltage before the 

phase-change plateau is accelerated by an increase in the mass transport resistances of solid-state 

lithium within the crystal. Note that slight deviations still exist between the experiments and the 

model with the (1 – cα/cα,max) relation. These deviations likely result from an oversimplification 

of the relationship between solid-state concentration and diffusivity. For instance, studies have 

shown that the solid-state diffusion coefficient of lithium in graphite can be expressed by a series 

of exponential relations, which depend on the solid-state lithium concentration [48].  

 

 

Figure 4.10. Comparison of experimental data to multi-scale simulations with and without the (1 

– cα/cα,max) relation in the definition of the effective solid-state diffusion coefficient (Eq. 4.12). 

All other parameters remain unchanged from Table 4.4. Experiments and simulations were 

conducted at a C/200 rate for electrodes comprised of 32 nm crystals. 
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4.4.3.3 Lithiation of 6 and 32 nm Fe3O4 

  Comparisons of simulations to experiments during the lithiation of 6 and 32 nm Fe3O4 at 

C/200 is shown in Figure 4.11. Three simulations were conducted for each crystal size: i) no γ 

formation, ii) γ formation with the rate constant fit to the 6 nm experiments (kγ = 0.8 × 10
-3

 cm
3
 

mol
-1 

s
-1

), and iii) γ formation with the rate constant fit to the 32 nm experiments (kγ = 2.5 × 10
-3

 

cm
3
 mol

-1 
s

-1
). The results indicate that the rate constant associated with γ formation decreases as 

the size of the Fe3O4 crystal decreases. Therefore, the rate of γ formation is predicted to decrease 

as the size of the crystal decreases. This trend is in agreement with other nanoscale lithiation 

materials. For instance, decreasing the crystal size in the nanoscale regime of both FePO4 and 

TiO2 has been shown to suppress phase separation [49, 50]. It has been suggested that phase 

separation is suppressed because the surface strain between the two phases becomes 

energetically too costly for the smaller crystals [49]. 

 

 

Figure 4.11. Voltage profiles during lithiation of electrodes containing a) 6 and b) 32 nm Fe3O4 

crystals at a C/200 rate. Simulations are shown on each figure for different rate constants for the 

formation of the γ structure. 
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 In addition to impacting the rate constant associated with formation of γ, the size of the 

crystal impacts the onset of the conversion process, where the onset is measured in reference to 

the total number of coulombs passed into the electrode. The onset of γ formation occurs earlier in 

the electrodes with larger crystals because of an increase in the solid-state transport limitations. 

For example, Figure 4.12 shows predicted profiles of the volume fraction of the α phase in the 

crystal at the edge of the agglomerate. Simulations were conducted using the best fit values for kγ 

(i.e., 0.8 × 10
-3

 and 2.5 × 10
-3

 for 6 and 32 nm crystals, respectively). The crystal at the edge of 

the agglomerate was chosen because it has the highest degree of lithiation in the agglomerate, 

which results in the maximum amount of phase change. In the figure, rx and r are the radius of 

the crystal and the distance from the center of the crystal, respectively. The xavg label corresponds 

to the degree of lithiation (i.e., lithiated capacity) and is defined as the average moles of lithium 

inserted into one mole of Fe3O4 electrode material. The profiles for the electrodes with 6 nm 

crystals (Figure 4.12a) indicate that the conversion from α to γ starts at xavg ~ 2.75. Once 

initiated, the conversion occurs relatively uniformly within the crystal due to small mass 

transport limitations (see Chapter 3). In contrast, the profiles for the 32 nm crystals (Figure 

4.12b) indicate that conversion from α to γ starts at xavg ~ 1.0. The early onset of γ formation 

arises because of large transport limitations within the 32 nm crystals. The large transport 

limitations result in concentration gradients with higher solid-state lithium concentrations near 

the edge of the crystal, which drive γ formation (see Chapter 3). The presence of concentration 

gradients also explains the non-uniformity in the distribution of θα within the crystal. For 

instance, when the cutoff voltage of 1.0 V is reached, phase formation has only occurred in the 

outermost 20% of the crystal radius because the innermost region was at a solid-state lithium 

concentration below the supersaturated concentration, 
 satc , .   
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Figure 4.12. Predicted distributions of the volume fraction of α phase in the crystal at the 

outermost edge of the agglomerate. Distributions were obtained from simulations with a) 6 and 

b) 32 nm Fe3O4 crystals. Simulations were conducted using the best fit values for kγ (i.e., 0.8 × 

10
-3

 and 2.5 × 10
-3

 for 6 and 32 nm crystals, respectively). xavg label corresponds to the degree of 

lithiation in Figure 11, where x refers to the average moles of lithium inserted into one mole of 

Fe3O4 electrode material. 
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 Simulations of the lithiation to 1.0 V were also conducted using a model which 

incorporated phase formation from α to β and α to γ. The model was formulated with the same 

kinetic descriptions of phase formation defined in Equations 4.11 and 4.20. No changes were 

made to the values of parameters and constants given in Tables 4.3 and 4.4. The objective was to 

test the assumption that there is negligible β formation during lithiation, and, therefore, γ must be 

directly formed from the α phase. The resulting simulations predict negligible formation of β 

phase during the lithiation of the 6 and 32 nm crystals to the 1.0 V cutoff voltage. For instance, 

when the cutoff voltage is reached, the maximum volume fraction of β phase (i.e., the value of θβ 

at the edge of the crystal at the edge of the agglomerate) for electrodes comprised of 6 and 32 nm 

crystals is 6% and 0.4%, respectively. These small fractions of β phase produced negligible 

variations in the voltage profile. Therefore (and for brevity), no simulation data are shown. 

4.5. Summary  

 In this work, a combined experimental and theoretical approach is used to describe the 

phase changes occurring within magnetite (Fe3O4) during lithiation and voltage recovery. Data 

from voltage recovery experiments of 6, 8, and 32 nm Fe3O4 was utilized to identify the 

existence of three distinct materials, defined as: α-LixFe3O4, β-Li4Fe3O4, and γ-(4 Li2O + 3 Fe). 

The formation of the β and γ materials was incorporated into a multi-scale model, which 

accounted for mass transport in the agglomerate and crystal length scales. The kinetics of the 

phase formations were described by an expression derived from Avrami theory for nucleation 

and growth. It was concluded that the potential change observed at the start of the voltage 

recovery experiments is caused by the relaxation of concentration distributions in the 

agglomerate and crystal, while the slow, linear voltage change observed at long times is caused 

by a slow phase change from α-LixFe3O4 to β-Li4Fe3O4. In addition, it was concluded that 
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negligible amounts of β phase formed during lithiation of Fe3O4 to a 1.0 V cutoff due to the slow 

kinetics of phase change. Furthermore, simulations of the lithiation process indicate that the 

voltage plateau at ~1.2 V can be attributed to the formation of γ-(4 Li2O + 3 Fe) from α-LixFe3O4. 

These simulations also indicated that the rate of γ formation is suppressed as the size of the 

nanocrystalline Fe3O4 is decreased, which is in agreement with previous studies on other 

nanocrystalline, lithium host materials. 

4.6. Appendix A: Open Circuit Potential for α-LixFe3O4 Phase 

  An equation for the open circuit potential of the α-LixFe3O4 phase as a function of the 

degree of supersaturation was obtained by fitting a thermodynamic expression derived from 

Karthikeyan et al. to experimental voltage recovery data [51]. The equation was derived based 

on the Redlich-Kister expression for the excess Gibbs free energy. It includes a Nernstian 

dependence on both the concentration of lithium ions in the agglomerate and the concentration of 

solid-state lithium in the α phase, with an activity correction for non-idealities in the α phase. It 

is defined as follows:  
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The experimental data for the supersaturated α phase was approximated using the points 

on the voltage recovery curves where the recovery transitions from the initial region, where the 

voltage change is rapid, to the later region, where the voltage change is slow and seemingly 

linear (see inset in Figure 4.3). This point was assumed to represent the portion of the recovery 

experiment where the concentration distributions have completely relaxed, but there is still 

minimal phase formation. Under these assumptions, the degree of lithiation and voltage at this 

point correspond to the degree of supersaturation of the α phase and the open circuit potential at 
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that degree of supersaturation, respectively. Further discussion on these assumptions is provided 

in Section 4.4.2.1. The point where the voltage recovery curve transitions into the linear region is 

determined mathematically based on the change in voltage (dV/dt) of the recovery experiments. 

The time at which this occurs is defined as the first point during the voltage recovery experiment 

where dV/dt is less than twice dV/dt at the end of the recovery experiments (first time when 

 
end

dtdVdtdV 2 ). 

The maximum voltage during recovery and the supersaturated voltage defined using the 

above criteria are provided in Figure 4.13 Both sets of data represent the average obtained from 

the experiments conducted with 6, 8, and 32 nm Fe3O4 crystals. The error bars represent the 

maximum and minimum deviation from the average. Also included in the figure are the values 

predicted by the equation for the open circuit potential, which was determined by fitting Eq. 4.23 

to the data for the supersaturated α phase. The values of the constants in the fit are provided in 

Table 4.5. 

 

Table 4.5.  Parameters determined for the equation of the open circuit potential of the α phase derived 

from the Redlich-Kister expansion. 

Parameter Value 

N 7 

Uref 1.518 

A0 -0.6472 

A1 0.1283
 

A2 0.3218
 

A3 0.1577
 

A4 -0.6670
 

A5 0.3445
 

A6 0.1228
 

A7 -0.1405
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Figure 4.13. Maximum voltage (Vmax) and voltage used to determine the open circuit potential of 

the supersaturated α phase (Vα). All voltage obtained from recovery experiments. Data points 

represent the average value of the 6, 8,and 32 nm experiments and the error bars represent the 

maximum and minimum deviation from average. 
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-3

) 


 satc ,  concentration at which β begins to form from α (mol cm

-3
) 


 satc ,  concentration at which γ begins to form from α (mol cm

-3
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0c  bulk concentration in the electrolyte (mol cm
-3

) 

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0

V
o

lt
a

g
e
 (

V
 v

s
. 
L

i/
L

i+
)

x in LixFe3O4

Vmax

Vss

Analytical fit to Vss

Vmax

Vα

Vα



100 

 

xc  total solid-state lithium concentration (mol cm
-3

) 

max,c  maximum solid-state lithium concentration in α phase (mol cm
-3

) 

aggD  diffusion coefficient in the agglomerate (cm
2
 s

-1
) 

xD  diffusion coefficient in crystal (cm
2
 s

-1
) 

f  number fraction of agglomerates 

F  Faraday’s constant (96,485 C mol
-1

) 

appi  applied current (A g
-1

) 

rxni  reaction rate (A cm
-2

) 

k , k   rate constant for phase formation (cm
-3

 mol
-1

 or cm
-3

 mol
-1 

s
-1

) 

rxnk  reaction rate constant (mol
-1/2

 cm
-1/2

 s
-1

) 

r  radial position in the agglomerate (cm) 

aggr  agglomerate radius (cm) 

GR  ideal gas constant (8.314 J mol
-1 

K
-1

) 

t  time (s) 

T temperature (K) 

U  equilibrium potential (V) 

Greek 

ca  ,  anodic and cathodic charge transfer coefficients 

  porosity 

1  potential in the solid (V) 

43OFe  density of magnetite (g cm
-3

) 
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  conductivity of magnetite (S cm
-1

) 

  volume fraction of phase 

Subscript 

agg denotes agglomerate 

α denotes alpha phase (LixFe3O4) 

β denotes beta phase (Li4Fe3O4) 

γ denotes gamma phase (4 Li2O + 3 Fe) 

x denotes crystal 
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CHAPTER 5 

IN SITU TRANSMISSION X-RAY MICROSCOPY OF THE LEAD 

SULFATE FILM FORMATION ON LEAD IN SULFURIC ACID 

Chapters 5 and 6 present the utilization of transmission X-ray microscopy to monitor, in 

real time, the behavior of the PbSO4 film that is formed on Pb in H2SO4. Images collected from 

the synchrotron x-rays are coupled with voltammetric data to characterize the initial formation, 

the resulting passivation, and the subsequent reduction of the film. This chapter gives an in-depth 

description of the experimental technique and provides results on the formation and dissolution 

of the film in H2SO4. Chapter 6 expands this work by studying how the film growth is impacted 

by the inclusion of a common chemical additive into the H2SO4 solution.   

5.1. Introduction 

Lead-acid batteries have been a major part of the economy for over 100 years [1].  

Recently, they have seen significant use in next-generation energy storage applications (e.g., 

renewable energy storage, smart-grid buffering, and transportation) due to their high energy 

efficiency (up to 80%), low capital cost, and the existence of a strong manufacturing, 

distribution, and recycling infrastructure [2].  During discharge of a lead-acid battery, Pb is 

transformed into PbSO4 at the surface of the negative electrode through the following reaction 

with H2SO4: 

   e2HPbSOHSOPb 4

discharge-

4  (5.1) 

As a result of the reaction, the Pb electrode is coated by a PbSO4 film, which is reduced during 

charge. The performance and life-time of lead-acid batteries is greatly affected by the formation, 
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growth, and resulting morphology of the PbSO4 film [3]. For instance, one of the major factors 

limiting the lifetime of lead-acid batteries in high-rate, partial state-of-charge applications (i.e., 

electric and hybrid-electric vehicles) is the progressive sulfation of the negative electrode, 

whereby the PbSO4 film becomes irreversible and cannot be fully converted back into Pb after a 

sufficient charge [4, 5].  

In the past 40 years, there has been a considerable effort focused on the formation of the 

PbSO4 film; however, there is still no general consensus on the exact mechanisms of nucleation 

and growth. For instance, both the Lakeman and Harrison groups studied the mechanisms of 

PbSO4 formation and suggested a dissolution-precipitation mechanism at low overpotentials with 

solid-state nucleation-and-growth occurring at high overpotentials [6-11].  Later work by Hall 

and Wright, which was further developed by Varela et al., suggested that both mechanisms 

(dissolution-precipitation and solid-state nucleation-and-growth) occur simultaneously in a 

complex manner which results in a bi-layered salt film with different properties for each layer.  

They suggested that passivation resulted from large crystals forming on top of a porous film as a 

result of a dissolution-precipitation mechanism [12-14].  More recently, Yamaguchi et al. have 

concluded that only a single layer of PbSO4 forms as a result of a dissolution-precipitation 

mechanism and that sulfation may result from the chemical re-crystallization of 

electrochemically formed PbSO4 [15]. 

Most of the early studies on PbSO4 formation relied on the interpretation of voltammetric 

data to indirectly understand the formation processes on Pb.  Potentiostatic pulses and 

voltammetric sweeps were applied to the electrode, while the resulting current responses were 

measured and analyzed.   Later, attempts were made to provide visual evidence by combining the 

same voltammetric techniques with atomic force microscopy (AFM). The AFM studies were 
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able to obtain valuable information on the effects of operating conditions (e.g., open circuit 

standing time and cyclic voltammetry sweep rate) and the impact of electrolyte additives on the 

size and growth rates of the PbSO4 crystals [15-20].  Further advancement of this in situ work 

would require a new technique that overcomes the small viewing window (25 to 100 μm
2
)
 
and 

slow acquisition time (52 sec per image) associated with AFM.  A larger viewing window and a 

faster acquisition rate would make it possible to capture inhomogeneities in crystal formation 

and to better quantify growth.  In addition, these experiments could be further improved through 

the use of constant current (galvanostatic) operating conditions.  Electrochemical testing of full 

scale battery systems is typically done using constant current cycling at variable C-rates [21-23].  

Therefore, a fundamental understanding of PbSO4 growth under these conditions could yield 

valuable information which can be directly related to lead-acid battery performance. In 

particular, this understanding could help to further identify methods for significantly reducing 

irreversible or hard sulfation. 

This work seeks to elucidate the mechanisms of PbSO4 film formation on Pb in H2SO4 

using in situ transmission x-ray microscopy (TXM).  TXM is a newly developed imaging 

technique with a large field of view (1600 μm
2
), which is capable of producing x-ray 

micrographs at fast acquisition rates (up to one second time intervals) and with sub-40 nm 

resolutions.  The formation, growth, and reduction of PbSO4 on Pb in H2SO4 are monitored, in 

real time, under potentiostatic and galvanostatic operating conditions.  In addition, quartz-

crystal-microbalance experiments are conducted to support the voltammetric and visual data 

collected from the TXM.  In the following sections, the in situ set-up is presented along with an 

investigation of the initial growth, passivation, and reduction of the PbSO4 film. 
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5.2. Experimental Procedure 

5.2.1. Cell Design 

The visualization of the growth and reduction of PbSO4 on Pb with synchrotron x-rays 

was made possible with the use of an in-house designed, in situ, micro-electrochemical cell.  The 

design of the cell is shown in Figure 5.1.  The Pb electrode was formed by sputter coating a 20-

nm thick strip of Au/Pd on top of a translucent PET film (Fig. 5.1, part iv).  Next, a 0.5-μm thick 

layer of Pb was electroplated on the Au/Pd strip using a Pb-plating bath continuously stirred at 

200 rpm and consisting of 375 g/L lead fluoborate, 22.5 g/L fluoboric acid, 30 g/L boric acid, 

and 5.3 g/L peptone [24].  The plating was conducted at a constant current density of -18 mA cm
-

2 
in a two-electrode system.  A solid Pb sheet with a surface area that is 10 greater than the 

cathode area served as the counter electrode.  After plating, the PET film was rinsed with de-

ionized water, dried with compressed air, and immediately assembled into the in situ cell. 

In the cell, the electrochemically active area (0.18 cm
2
) was defined using a silicon gasket 

(Fig. 5.1, part iii), which was sandwiched between two PET films (Fig. 5.1, parts ii and iv).  The 

gasket was 127 μm thick (before compression) and, along with defining the active area, also 

provided a channel for the H2SO4.  The electrical connection was made to the Pb electrode by a 

38-μm thick copper strip that was placed in between the gasket and the Pb (Fig. 5.2c).  The 

whole cell was held in place by two polycarbonate braces, which were bolted together.  Each 

brace contained a hollow window to provide a path for the synchrotron x-rays, which were only 

transmitted through the PET films, H2SO4, and Pb.  One of the braces and the PET film without 

the Pb also contained inlet/outlet holes for the electrolyte (Fig. 5.1, parts i and ii).  The 

polycarbonate brace (Fig. 5.1, part i) was fitted with landings for connection to tubing. 
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Figure 5.1. Design of in situ, micro-electrochemical cell used to monitor PbSO4 growth on Pb 

using synchrotron X-rays. 

5.2.2. TXM Set-up and Procedure 

During the experiment, the in situ cell was positioned in the transmission x-ray 

microscope with the x-ray beam penetrating through the Pb in a direction normal to the surface 

(Fig. 5.2a).  Using flow tubes, the top of the in situ cell was connected to an external cell, which 

was placed outside of the beam flight-path.  A Hg|Hg2SO4 reference electrode in 4.6 M H2SO4 

and a platinum counter electrode were placed inside the external cell (Fig. 5.2b).  A syringe was 
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connected to the bottom of the in situ cell and used to fill the entire system with H2SO4.  The 

experiment was conducted with 4.6 M H2SO4, which was deaerated for 3 hours with argon gas. 

 

 

Figure 5.2. Experimental set-up for the in situ, electrochemical experiments. a) Placement of the 

in situ, micro-electrochemical cell in the TXM at Brookhaven National Laboratory. b) Image of 

the experimental system (i.e., syringe, in situ cell, and external cell) outside of the TXM. c) 

Close-up image of the in situ cell.  

The electrochemical growth and reduction of the film was controlled using a BioLogic 

VMP3 potentiostat, which was connected to all three electrodes – the lead electrode in the in situ 
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cell and the reference and counter electrodes in the external cell.  Prior to the experiment, 

galvanostatic electrochemical impedance spectroscopy (EIS) was conducted with a bias current 

equal to 0 μA, a frequency range from 10 kHz to 100 mHz, and an amplitude of ±10 μA cm
-2

.  

The inherent ohmic resistance of the setup (3466 Ω) was determined from the high frequency 

intercept on the real axis of the Nyquist plot [25].  This value was used to correct for ohmic drop 

between the reference and Pb electrodes (i.e., iR compensation) during the galvanostatic 

experiments.  The full experimental procedure (without the EIS) is described in Figure 5.3, 

which includes the current and voltage of the system.  All times in the remaining figures 

throughout the paper are reported in reference to Figure 5.3.  To start the experiment, the Pb was 

first held at constant voltages of -1.1 V and -1.2 V for 30 minutes (regions ‘a’ and ‘b’) in order to 

reduce any PbSO4 that formed on the Pb while sitting in H2SO4.  Next, the working electrode 

was held at the open-circuit voltage (OCV) for 2 minutes (region ‘c’), followed by a 

galvanostatic oxidation (region ‘d’) at 50 μA cm
-2 

with a cut-off voltage of -0.87 V (-0.84 V 

before correcting for ohmic drop).  During the oxidation, PbSO4 was formed on Pb.  After 

reaching the cut-off voltage, the Pb was held at OCV for 2 minutes (region ‘e’) and then 

galvanostatically reduced (region ‘f’) at -50 μA cm
-2 

with a cut-off voltage of -1.17 V (-1.2 V 

before correcting for ohmic drop).  Finally, a potentiostatic reduction was performed for 30 

minutes at -1.1 V (region ‘g’) in an attempt to reduce all the remaining PbSO4 back to Pb. 
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Figure 5.3. Voltage and current data during in situ experiment. Description of regions: (a) -1.1 V 

for 30 minutes; (b) -1.2 V for 30 min.; (c) OCV for 2 min.; (d) oxidation at 50 μA cm
-2

 with a cut 

off voltage of -0.87 V; (e) OCV for 2 min.; (f) reduction at -50 μA cm
-2

 with a cut off voltage of 

-1.17 V; (g) -1.1 V for 30 minutes. 

5.2.3. Transmission X-ray Microscopy 

 The in situ transmission x-ray microscopy (TXM) was done at the X8C beamline of the 

National Synchrotron Light Source at Brookhaven National Laboratory. TXM is a non-

destructive, nanoscale resolution, highly penetrative hard x-ray imaging technique in which the 

sample environment can be easily controlled via the development and implementation of in situ 

environmental apparatuses [26].  In situ imaging was done at an X-ray energy of 8 keV with a 



112 

 

large 40  40 μm (1600 μm
2
) field of view and an exposure time of 20 seconds for each image.  

The moderate exposure time made it possible to generate a clear image by binning a 2  2 pixel 

region using the 2k  2k CCD camera, resulting in a pixel size of 39 nm.  At the start of the in 

situ experiment, five background images were collected of the lead sample and used for pixel-

by-pixel normalization.  Figure 5.4a shows an example of a TXM image after normalization.  

The image was taken during the galvanostatic oxidation at t = 62 minutes. 

 

  

Figure 5.4. Processing of image taken at t = 62 min.: (a) original image, (b) difference with Pb 

background (i.e., image taken at t = 60 min.), (c) contrast correction, (d) pixel outlier removal. 
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Additional refinement of the in situ images was done using ImageJ software in order to 

better visualize the nucleation and growth processes of the PbSO4 film [27].  In light of this 

additional processing, TXM images which were only altered through normalization with the Pb 

background are considered un-processed.  Figure 5.4 shows the three-step refinement process for 

a single TXM image.  In the first step, an image calculator is used to take the pixel-by-pixel 

difference of the 8-bit grayscale values of two images: the image in question (Fig. 5.4a) and an 

un-processed image of pure Pb taken during OCV at t = 60 minutes into the experiment.  The 

difference operator removes background features and enhances the PbSO4 crystals, as shown in 

Figure 5.4b.  For the next step, a contrast adjustment is performed on the image by setting the 

maximum 8-bit gray scale value to 100 and adjusting the respective pixel lookup tables (Fig. 

5.4c).  Finally, a pixel outlier removal operation is performed for both dark and bright outliers, 

which uses a pixel radius of two and an 8-bit grayscale threshold of 50 [28].  The final, processed 

image after all three steps is shown in Figure 5.4d.  

 

5.2.4. Quartz Crystal Microbalance 

 The quartz-crystal-microbalance (QCM) experiment was conducted using a PLO-10i 

phase lock oscillator (Maxtex, Inc.) equipped with a Teflon crystal holder (model no. CHC-100).  

The experiment employed a 5 MHz AT-cut, polished quartz crystal, and the resonance frequency 

from the crystal was monitored using a Hewlet-Packard 53131A frequency counter [29].  The 

initial electrode was comprised of a platinum coating on top of a titanium seed layer.  In order to 

obtain a Pb electrode, a 10-μm thick layer of Pb was electrodeposited on top of the platinum 

electrode using the plating procedure previously described in Section 5.2.1.  The constant current 

plating was controlled using a μAutolabIII potentiostat (Metrohm USA, Inc.), and the electrode 
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was contained in the Teflon holder.  After plating, the quartz crystal was removed from the 

Teflon holder, rinsed with deionized water, and dried with nitrogen gas.  The quartz crystal was 

then placed back in the holder and submersed in 100 mL of 4.6 M H2SO4 for the QCM 

experiment.  The H2SO4 was purged with argon gas for 3 hours prior to the experiment.  Along 

with the Pb coated quartz crystal, the QCM set-up included a Hg|Hg2SO4 reference electrode in 

4.6 M sulfuric acid to monitor the voltage and a platinum counter electrode. 

5.3. Results and Discussion 

5.3.1. TXM Results 

5.3.1.1. Potentiostatic Reductions 

 Figure 5.5 shows the results of the potentiostatic reductions at -1.1 V and -1.2 V, which 

were performed at the beginning of the TXM experiment (Fig. 5.3, regions ‘a’ and ‘b’).  Each 

numbered point on the voltage curve corresponds to the time the respective image was taken.  

The objective of these procedures was to remove any PbSO4 film that had grown on the Pb 

surface during the five-minute period between filling the in situ, micro-electrochemical cell with 

H2SO4 and the start of the experiment.  Image 1, in Figure 5.5, shows the presence of a surface 

film at the start of the experiment.  A similar film was observed by Yamaguchi et al. for a Pb 

electrode immersed in 0.05 M H2SO4 for 20 minutes using AFM [20].  There are two possible 

mechanisms for the formation of the initial PbSO4 film.  First, dissolved oxygen present in the 

electrolyte could form PbSO4 through the following reaction [3, 30]: 

OHPbSOSOHO
2

1
Pb 24422  , 5.306G0   kJ mol

-1 (5.2) 

Due to the fast kinetics of the electrochemical reduction of oxygen on the Pb electrode, the 

reaction in Eq. 5.2 is diffusion-limited, i.e. the reaction rate is controlled by the mass transfer of 
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oxygen to the Pb surface [31].  Therefore, any oxygen present near the electrode will readily 

cause the formation of PbSO4.  Despite the fast kinetics of the oxygen reaction, this mechanism 

is unlikely since the electrolyte in the current study was deaerated with argon before the 

experiment.  Therefore, the film was most likely formed as a result of acid corrosion via the 

following reaction [3, 30]: 

2442 HPbSOSOHPb  , 3.69G0   kJ mol
-1 (5.3) 

According to the potential vs. pH (Pourbaix) diagram for the Pb/H2SO4 system, the corrosion 

reaction in Eq. 5.3 is thermodynamically unavoidable at the low pH of the 4.6 M H2SO4 [1]. 

 

 

Figure 5.5. Current response of potentiostatic reductions (regions ‘a’ and ‘b’ in Fig. 5.3) and 

corresponding, un-processed TXM images. 
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Despite the initial presence of the film, images 2-5 in Figure 5.5 clearly depict that the 

constant potential procedures succeed in reducing the film to bare Pb.  The majority of the 

surface film is reduced during the first 12 minutes at -1.1 V (Fig. 5.5, image 3), and all but a few 

crystals remain after 30 minutes (Fig. 5.5, image 4).  Although most of the PbSO4 is consumed 

within 30 minutes, there is still a constant cathodic current, which can be attributed to hydrogen 

evolution on the surface of the Pb.  At t = 60 minutes into the experiment (Fig. 5.5, image 5), no 

surface film is present, providing a clean Pb sample as a starting point for the remainder of the 

TXM experiment.  

 

5.3.1.2. OCV and Galvanostatic Oxidation 

 In order to investigate the nucleation and growth of the PbSO4 film, after the 

potentiostatic reduction step, the Pb electrode was held at OCV for two minutes and then 

oxidized at a constant current density of 50 μA cm
-2

.  The voltage response and resulting TXM 

images of the OCV and initial oxidation can be found in Figure 5.6.  The numbered regions on 

the voltage vs. time graph indicate the exposure time for each image.  From image 2 of the 

figure, it appears that the nucleation of PbSO4 crystals starts before the oxidation current is 

applied, indicating that the initial formation of PbSO4 is due to an electrochemical corrosion 

reaction.  The previously described acidic corrosion of Pb (Eq. 5.3) is most likely responsible for 

the initial nucleation.  Image 2 also indicates that the onset of the corrosion reaction is rapid, 

with crystals up to 1 μm in diameter visible 1.5 minutes into the open-circuit voltage 

measurement.  For a lead-acid battery at OCV, this rapid corrosion will occur on the negative 

electrode and has been shown to decrease the capacity of the electrode at rates of up to 0.5% per 

day [32]. 
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Figure 5.6. Voltage response of open-circuit voltage and initial stage of galvanostatic oxidation 

(regions ‘c’ and ‘d’ in Fig. 5.3, respectively) and corresponding TXM images. 

 Figure 5.6 also makes it possible to monitor the growth of the film.  After the nucleation 

process, the film continues to grow, coating the Pb surface as it spreads out from the initial 

nucleation sites.  In addition to the spreading of the film, a comparison of images 2 and 3 

indicates an increase in the total number of PbSO4 crystals during growth.  This suggests that 

PbSO4 crystals are constantly formed during the growth process, which would correspond to 

progressive nucleation.  It is important to note that an increase in total crystals was observed for 

all images between t = 61.5 to 63 minutes. Therefore, the increase in crystals between images 2 

and 3 was not a result of the application of an oxidation current, but a demonstration of the 

consistent formation of nuclei. This fact is clearly shown in Figure 5.7, where the crystal 
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densities from several TXM images are plotted as a function of time. These observations of a 

progressive nucleation are in contradiction with the findings of several authors who have 

interpreted chronoamperometry and concluded that the film forms as a result of an instantaneous 

nucleation process [11-13].  This discrepancy may be due to the fact that the previous nucleation 

and growth studies are typically reported for high anodic overpotentials (> 50 mV) where solid-

state reactions are assumed to dominate.  The present oxidation occurs at low anodic 

overpotentials (< 20 mV) where a dissolution-precipitation mechanism is thought to occur [7].  

These conclusions suggest that the progressive nucleation of PbSO4 observed in Figs. 5.6 and 5.7 

results from a dissolution-precipitation mechanism. 

 

 

Figure 5.7. Lead sulfate crystal density at end of OCV and start of galvanostatic oxidation 

(regions ‘c’ and ‘d’ in Fig. 5.3, respectively). R
2
 = 0.98. 
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At t = 64.5 minutes (Fig. 5.6, image 5), the film is fully coalesced, and the Pb electrode is 

completely covered by PbSO4.  This occurs three minutes after the first PbSO4 crystal is 

observed (Fig. 5.6, image 2), and indicates that the Pb electrode is fully covered during the early 

stages of the oxidation experiment.  Figure 5.8 shows the voltage response of the complete 

oxidation and the resulting TXM images.  As a point of reference, image 1 in Figure 5.8 and 

image 3 in Figure 5.6 are the same image.  In this experiment, the passivation of the electrode, as 

indicated by the rapid increase in anodic voltage, occurs at t = 102 minutes.  A cut-off voltage of 

-0.87 V was used to indicate the end of PbSO4 oxidation and to prevent the formation of PbO 

compounds at higher anodic potentials [33].  Since the PbSO4 film fully covers the Pb electrode 

several minutes into the process, the majority of the galvanostatic oxidation (97.5% of the total 

time) corresponds to the growth of a pre-existing, fully coalesced film (Fig. 5.8, images 2 to 5).  

The passivation (image 5) can, therefore, be attributed to morphological changes in the PbSO4 

film which impede the oxidation process.  Earlier authors have suggested that passivation is 

caused by a thickening or reduction in porosity of the film, which restricts the mass transport of 

ions (Pb
2+

 or SO4
2-

) to the reaction sites at or near the Pb surface [34, 35].  The TXM images in 

the present study support this conclusion. 
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Figure 5.8. Voltage response of galvanostatic oxidation (region ‘d’ in Fig. 5.3) and 

corresponding TXM images. 

5.3.1.3. Reduction of the PbSO4 Film  

 After the completion of the galvanostatic oxidation, a galvanostatic reduction (Fig. 5.3, 

region ‘f’) was conducted at -50 μA cm
-2

 in an attempt to reduce the passivating PbSO4 film back 

to Pb.  A cut-off voltage of -1.17 V was used to indicate the end of PbSO4 reduction and to 

prevent excess gassing of hydrogen at the electrode.  The voltage curve in Fig. 5.3 shows that the 

reduction of PbSO4 back to Pb is a rather inefficient reaction, with the reduction reaching the 

cut-off voltage in less than five minutes.  The low efficiency can be attributed to the high applied 

current density, which caused the cut-off voltage to be reached before all the PbSO4 was reduced.  

Ekdunge et al. have shown that the diffusion and/or dissolution of Pb
2+

 ions are the rate-

determining steps during the reduction of the PbSO4 electrode [36].  It is possible that the applied 
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current quickly exceeded the rates of these processes, causing a rapid increase in the 

overpotential in order to generate current via hydrogen evolution.  A more complete reduction 

would be expected at lower current densities.  By comparing the times of the galvanostatic 

reduction and oxidation procedures, it is reasonable to assume that up to 88% of the PbSO4 

formed on the electrode surface during the galvanostatic oxidation remains at the end of the 

galvanostatic reduction.  In an attempt to further reduce this excess film, a potentiostatic 

reduction of -1.1 V was applied to the Pb electrode immediately after the galvanostatic reduction 

(Fig. 5.3, region ‘g’).  

 Figure 5.9 shows the current response of the -1.1 V potentiostatic reduction and the 

subsequent TXM images taken at the beginning and end of the technique.  These images were 

only altered through normalization with the Pb background and were not processed with the 

ImageJ software.  Image 1 shows the existence of well-defined PbSO4 crystals up to 4 μm in 

diameter, which remained on the Pb surface at the end of the galvanostatic experiments.  At the 

end of the potentiostatic reduction, these crystals appear to have shrunken in size but still remain 

on the surface (image 2).  These images can be compared to those obtained during the 

potentiostatic reductions at the beginning of the experiment (Fig. 5.5).  The PbSO4 crystals 

formed during the TXM experiment persist longer than those formed at open-circuit voltage.  

This is most likely due to the fact that the PbSO4 crystals in Fig. 5.9 are much larger than those 

in Fig. 5.5, and therefore, they have a lower area-to-volume ratio.  The lower surface area 

impedes the dissolution of the PbSO4, which is the first step in the reduction of the film [36].  

Although the same potential of -1.1 V is applied to the electrode at the start (Fig. 5.3, region ‘a’) 

and end of the experiment (Fig. 5.3, region ‘g’), the current obtained from the electrode differs 

due to changes in PbSO4 crystal morphology.  Similar results have been observed by Kanamura 
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and Takehara, who were able to model the effects of crystal size on the reduction current 

obtained from cyclic voltammograms [37]. 

 

 

Figure 5.9. Current response of potentiostatic reduction performed after galvanostatic 

experiments (region ‘g’ in Fig. 5.3) and un-processed, TXM images before and after technique. 

In addition, image 2 (Fig. 5.9) shows that the spaces between the large crystals appear to 

have brightened during the potentiostatic reduction, which corresponds to an increase in x-ray 

transmission through the sample.  The increase in transmission can be attributed to the reduction 

of the PbSO4 film.  The brightened area in image 2 is most likely the bare, Pb electrode which is 

exposed as a result of the PbSO4 reduction.  Because no distinct crystals are observed in this 

region in image 1, the film between the large crystals most likely consists of smaller crystals 

whose morphology is indistinguishable using the TXM.  This suggests that, while it was difficult 

for the large crystals to reduce, smaller PbSO4 crystallites were reduced [5, 38].  The existence of 

large and small crystals can be associated with the progressive nucleation of PbSO4 observed in 

Figures 5.6 and 5.7.  The constant formation of new nuclei results in crystals of different sizes.  

An easily reduced PbSO4 film would be preferred in order to maximize the efficiency and to 

maintain the capacity of a lead-acid battery.  
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5.3.2. Quartz Crystal Microbalance 

 In order to support the claims made in Sections 5.3.1.1 and 5.3.1.2 of a high acidic 

corrosion rate for Pb in H2SO4, quartz crystal microbalance (QCM) experiments were performed.  

A QCM is able to detect small changes in mass on top of a quartz crystal by measuring the 

associated change in resonant frequency of the crystal.  Sauerbrey was the first to recognize that 

the change in frequency of a quartz crystal can be directly related to the added mass through the 

following equation [39]: 

mCf f   (5.4) 

where f  is the change in frequency, m  is the change in mass per unit area, and fC  is a 

sensitivity factor, which is a fundamental property of the quartz crystal.  It is defined as follows: 

qq

f

f
C



 2

02
  (5.5) 

where 0f  is the resonant frequency of the unloaded crystal, q  is the density of quartz, q  is the 

elastic shear modulus of quartz, and   is a dimensionless instrument constant [29].  For the 

current set-up, 0566.0fC  Hz cm
2 
ng

-1
. 

 In these experiments, a quartz crystal plated with a 10-μm thick film of Pb was placed in 

4.6 M H2SO4, and the change in mass per unit area was monitored over time.  A Hg|Hg2SO4 

reference electrode was used to monitor the open circuit voltage, and it was confirmed that the 

electrode was near the reversible Pb/PbSO4 potential.  Figure 5.10a shows the recorded mass 

change per unit area over a 30 minute period. Also included in the figure is the mass change per 

unit area detected by Taguchi et al. for a Pb electrode in 4.5 M H2SO4 using the same technique 

[40].  Good agreement is observed between the two experiments.  Both show a sharp initial rise 
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in mass, which reaches a steady state ~10 minutes into the experiment.  In order to compare the 

rate of corrosion with the oxidation rate used in the experiment, the mass change per unit area 

was converted into a corrosion current ( corri  [=] μA cm
-2

).  To accomplish this, the relative 

quantity of charge stored in the growing PbSO4 film was determined from the change in 

measured mass per unit area using the following equation: 






2
4SO

MW

mnF
Q  (5.6) 

where F  is Faraday’s constant, n  is the number of e
-
 passed per mole of SO4

2- 
reacting, 2

4SO
MW  

is the molecular weight of SO4
2-

, and Q  has units of C cm
-2

.  This equation assumes that all the 

PbSO4 products remained on the surface, which is a reasonable assumption due to the low 

solubility of PbSO4 in H2SO4 [41]. 

 

 

Figure 5.10. a) Mass change of Pb in H2SO4 determined using a quartz-crystal-microbalance. b) 

Corrosion rate calculated from slope of QCM results shown in (a). 
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 Once the change in the quantity of charge ( Q ) was determined using Eq. 5.6, icorr was 

calculated from the first order derivative of the quantity of charge with respect to time:  

dt

dQ
icorr   (5.7) 

Figure 5.10b depicts the change in corri  over the 30 minute experiment. After a high initial value, 

corri  appears to settle at a value equivalent to 50 μA cm
-2

.  This is the same value used for the 

galvanostatic oxidation and reduction experiments performed in the TXM.  It indicates that the 

acidic corrosion of Pb in H2SO4 is quite fast and is responsible for the nucleation of PbSO4 

crystals observed during the open-circuit voltage measurements. 

5.4. Summary 

 This chapter presents an investigation of the surface behavior of the Pb/PbSO4 electrode 

in a lead-acid battery.  In situ transmission x-ray microscopy was used to monitor, in real time, 

the formation, growth, and reduction of PbSO4 on Pb in H2SO4 under potentiostatic and 

galvanostatic operating conditions.  The resulting TXM images were used to show that the initial 

nucleation of PbSO4 crystals occurred while the Pb electrode was held at an open-circuit voltage.  

Using a quartz-crystal microbalance, it was shown that this behavior could be attributed to the 

acidic corrosion of Pb in H2SO4. 

During the early stages of film formation, TXM images depicted a progressive nucleation 

of PbSO4 crystals, which were concluded to form through a dissolution-precipitation mechanism.  

The data also showed that the PbSO4 film was fully coalesced across the surface of the Pb 

electrode during the early stages of the galvanostatic oxidation.  Therefore, it was concluded that 

the passivation of the electrode was due to morphological changes in the existing PbSO4 film, 

which impeded the mass transport of reactants. In addition, the passivating film was shown to be 
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stable and difficult to reduce.  This behavior was attributed to the formation of a significant 

number of large crystals with low area-to-volume ratios, which hindered the dissolution of 

PbSO4.  
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CHAPTER 6 

TXM STUDY OF THE GALVANOSTATIC GROWTH OF LEAD 

SULFATE ON LEAD: IMPACT OF LIGNOSULFONATE 

 

  In this chapter, the galvanostatic growth of PbSO4 on Pb in H2SO4 was studied using 

scanning electron microscopy and in situ transmission X-ray microscopy (TXM).  Images from 

the TXM are used to investigate the effects of sodium lignosulfonate on the PbSO4 formation 

and the initial growth of the PbSO4 crystals. 

6.1. Introduction 

 One of the major factors limiting the widespread use of lead-acid batteries for smart-grid 

applications (e.g., load-leveling, distribution deferral, and renewable energy storage) is a 

relatively short cycle life when compared to other electrochemical energy storage technologies 

[1].  The short cycle life can be attributed to a variety of aging processes, including: anodic 

corrosion, positive active mass degradation, active mass sintering, and the irreversible formation 

of PbSO4 on the surface of the electrodes (i.e., sulfation) [2]. The prevalence of each aging 

mechanism on the various components in the battery strongly depends on the operating 

conditions and design of the system. For one of the components, the negative electrode, one of 

the major life limiting factors is sulfation, which occurs when the PbSO4 film becomes 

irreversible and cannot be fully converted back into Pb after a sufficient charge [3]. 

For over 70 years, attempts have been made to increase the lifetime of the battery by 

including chemical additives in the active mass of the negative electrode [4]. Out of all the 

additives, wood-derived lignosulfonates (i.e., lignin) have been the most extensively studied and 
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thorough overviews of the progress on this topic can be found in [5-7]. In recent years, further 

attempts to increase the lifetime have led to the development of novel chemical additives which 

are tailored to the specific applications of the battery. For batteries used in high-rate partial-state-

of-charge applications, additions of polyaspartic acid, synthetic additive blends, and high 

amounts of carbon black have been shown to reduce sulfation and improve battery life [8-16]. 

While the results of these studies are impactful, the advances in performance typically result 

from trial and error testing of full-size batteries. In order to further identify methods for reducing 

sulfation, it would be beneficial to obtain a more fundamental understanding of the mechanisms 

of crystal formation, and how additives affect this process. 

One promising method for researching the mechanisms of crystal formation is the use of 

imaging techniques to obtain in situ observations of the growth processes. Recently, several 

authors have utilized atomic force microscopy (AFM) to study the effects of operating conditions 

(e.g., open circuit standing time and cyclic voltammetry sweep rate) and the impact of electrolyte 

additives on the morphology and growth rates of the PbSO4 crystals [17-23]. In these studies, the 

growth and reduction of PbSO4 was controlled using potentiostatic and voltammetric techniques, 

while the PbSO4 crystals were simultaneously visualized using AFM. Further advancement of 

this work would require the use of a new technique which can overcome the relatively long 

acquisition time (52 seconds per image) associated with the AFM. In addition, it may be 

beneficial to utilize constant current (galvanostatic) operating conditions, which are typically 

used during the testing of full-scale batteries [10-12]. Galvanostatic operating conditions would 

make it easier to directly relate the observations and conclusions from the microscopic, in situ 

work with the full-scale, macroscopic battery performance. 
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In the previous chapter, transmission X-ray microscopy (TXM), an imaging technique 

with a fast acquisition time (up to one second per image), was used to study the initial growth, 

passivation, and reduction of the PbSO4 film on Pb in H2SO4. The present chapter seeks to 

expand this work by investigating the galvanostatic growth of PbSO4 in the presence of sodium 

lignosulfonate, an organic macromolecule which is the precursor to many commercial chemical 

additives (e.g. Vanisperse A and Vanillex N). In addition, this work seeks to further understand 

the mechanisms of PbSO4 formation through an analysis of the growth of individual crystals, 

including an examination of the initial, galvanostatic potential-time transient. To accomplish this, 

both TXM and scanning electron microscopy (SEM) are employed.  

6.2. Experimental Procedure 

6.2.1. TXM Experiments 

 The transmission X-ray microscopy (TXM) experiments were conducted using the same 

experimental set-up and procedure outlined in Chapter 5.  To study the impact of additives on the 

mechanisms of PbSO4 growth, two separate experiments were conducted: one with and one 

without 26 ppm sodium lignosulfonate (i.e. lignin) added to the electrolyte. During each 

experiment, an electroplated Pb working electrode was assembled into an in-house designed, in 

situ, micro-electrochemical cell.  The cell was placed in the transmission X-ray microscope with 

the X-ray beam penetrating through the Pb in a direction normal to the surface.  An external half-

cell compartment containing a Hg|Hg2SO4 reference electrode and a Pt counter electrode was 

placed outside the beam flight-path.  The two compartments were connected via a tube, and the 

whole set-up was filled with 4.6 M H2SO4 (with and without lignin), which was deaerated for 3 

hours with argon gas. 
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For both experiments, the electrochemical growth and reduction of the films were 

controlled using a BioLogic VMP3 potentiostat, which was connected to all three electrodes. 

Prior to each experiment, the ohmic resistance of the setup was determined using galvanostatic 

electrochemical impedance spectroscopy (EIS).  This value was used to correct for ohmic drop 

between the reference and Pb electrodes (i.e., iR compensation) during the galvanostatic 

experiments.  After the EIS, the Pb electrode was held at constant voltages of -1.1 V and -1.2 V 

for 30 minutes in order to reduce any PbSO4 that formed on the Pb while sitting in H2SO4.  Next, 

the working electrode was held at the open-circuit voltage (OCV) for 2 minutes, followed by a 

galvanostatic oxidation at 50 μA cm
-2 

with a cut-off voltage of -0.84 V (before correcting for 

ohmic drop). 

The in situ transmission X-ray microscopy (TXM) was done at the X8C beamline of the 

National Synchrotron Light Source at Brookhaven National Laboratory. Imaging was performed 

at a X-ray energy of 8 keV with a 40  40 μm (1600 μm
2
) field of view and an exposure time of 

20 seconds for each image.  The moderate exposure time made it possible to generate a clear 

image by binning a 2  2 pixel region using the 2k  2k CCD camera, resulting in a pixel size of 

39 nm [24]. Images collected from both TXM experiments were processed using a pixel-by-pixel 

normalization with five background images taken from the corresponding Pb sample. In addition, 

all images in this work underwent further refinement using ImageJ software in order to better 

visualize the nucleation and growth of the PbSO4 films.  A more detailed description of the 

image refinement procedure can be found in Chapter 5, Section 5.2. 
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6.2.2. Experiments for SEM Images 

 Additional electrochemical experiments with and without 26 ppm lignin in the electrolyte 

were performed in order to support the TXM results.  Pb electrodes were formed by 

electroplating a 10-μm thick layer of lead unto a 38-μm thick copper substrate using the same 

plating procedure outlined in Chapter 5.  Prior to plating, the substrate was rinsed with isopropyl 

alcohol and de-ionized water.  After plating, the electrode was rinsed with de-ionized water and 

dried with argon gas. The electrochemically active area of the Pb (~0.1 cm
2
) was defined by 

melting paraffin wax onto the sample. The exact active area for each sample was obtained by 

analyzing an image of the electrode using the area selection tools available in the ImageJ 

software [25]. The electrochemical experiments were conducted using a three-electrode system 

with a Hg|Hg2SO4 reference electrode and a Pt counter electrode.  All three electrodes were 

placed in a beaker containing 70 mL of 4.6 M H2SO4 (with and without 26 ppm lignin), which 

was deaerated for 3 hours with argon gas.  The entire beaker was blanketed with argon gas for 15 

minutes and then sealed with paraffin wax for the entirety of the experiment. 

 The electrochemical experiments were controlled using a μAutolabIII potentiostat 

(Metrohm USA, Inc.). The Pb electrode was first held at a constant voltage of -1.1 V for 30 

minutes in an attempt to reduce any PbSO4 that formed on the Pb while sitting in H2SO4.  Next, 

the working electrode was held at the open-circuit voltage for 2 minutes, followed by a 

galvanostatic oxidation at 50 μA cm
-2

. The end of the oxidation was either specified by a given 

amount of time (e.g., 1 minute) or by allowing the electrode to passivate using a cutoff voltage of 

-0.85 V. Immediately after the oxidation, the sample was removed from the acid, rinsed with de-

ionized water, and dried with argon gas. Scanning electron microscope (SEM) images were 
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taken of the sample surface using a Hitachi 4700 microscope. A minimum of three regions was 

imaged for each sample. 

6.3. Results and Discussion 

6.3.1. Comparison of TXM and SEM Images 

 In order to aid in the interpretation of the results from the TXM experiments, the images 

obtained from the TXM were compared to SEM images taken from separate experiments. 

Figures 6.1 and 6.2 show a comparison of TXM and SEM images of the PbSO4 films grown with 

and without lignin in the electrolyte, respectively. Included in both figures are images taken 3 

minutes after the start of the OCV procedure (images a1 and b1) and at passivation of the 

electrode (images a2 and b2). Good agreement is observed between the SEM and TXM images, 

especially for the images taken 3 minutes after the start of OCV (images a1 and b1) and for the 

experiments conducted with 26 ppm lignin in the electrolyte (Figure 6.2). In Fig. 6.2, both the 

TXM and SEM images at passivation (Fig. 6.2, images a2 and b2) depict a film containing a few, 

large crystals dispersed among many, smaller, PbSO4 crystallites. In contrast, the SEM image 

taken at passivation from the experiment without lignin in the electrolyte (Fig. 6.1, image b2) 

shows a film containing many, large, overlapping crystals. It appears that these overlapping 

crystals were difficult to deconvolute using transmission X-rays (Fig. 6.1, image a2), resulting in 

an image without clearly defined crystallites. 
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Figure 6.1. a) TXM and b) SEM images taken during oxidation of Pb at 50 μA cm
-2

 in 4.6 M 

H2SO4: 1) 3 minutes after the start of OCV (see Fig. 6.3); 2) passivation with PbSO4. 
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Figure 6.2. a) TXM and b) SEM images taken during oxidation of Pb at 50 μA cm
-2

 in 4.6 M 

H2SO4 with 26 ppm sodium lignosulfonate: 1) 3 minutes after the start of OCV (see Fig. 6.3); 2) 

passivation with PbSO4. 

6.3.2. Impact of Lignin on PbSO4 Morphology and Growth 

6.3.2.1. Oxidation until Passivation  

The voltage responses of the open circuit voltage (OCV) and galvanostatic oxidation 

steps of the TXM experiments conducted with and without 26 ppm lignin are shown in Figure 

6.3.  All times in the remaining figures throughout the paper are reported in reference to this 

figure. The results show that addition of lignin to the electrolyte decreased the time to 
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passivation in the experiment by ~15%; whereby passivation is indicated by the sudden increase 

in voltage. The decrease in passivation time caused by lignin can be attributed to the 

morphological differences in the PbSO4 films. When comparing the two films at passivation, the 

SEM images (images b2 in Figures 6.1 and 6.2) indicate that the film formed with lignin in the 

electrolyte contains higher amounts of small crystals. High amounts of small crystals result in a 

more densely packed morphology when the film is relatively thin. The thin, dense film blocks 

the diffusion of reactants, passivating the electrode with minimal PbSO4. A similar observation 

was made by Hampson and Lakeman, who conducted potentiostatic oxidations on Pb at various 

potentials and recorded the charge required for passivation [26]. They also concluded that films 

with a higher crystal density and a smaller average crystal size resulted in a quicker passivation 

and a smaller capacity. 

 

 

Figure 6.3. Voltage response of TXM experiments without and with 26 ppm sodium 

lignosulfonate added to the electrolyte. For both, Pb electrode was held at open-circuit voltage 

for 2 minutes, followed by a galvanostatic oxidation at 50 μA cm
-2

 (-0.87 V cutoff).  
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The observed decrease in passivation time contradicts the fact that lignin is known to 

increase the capacity of the negative electrode in a lead acid battery [4-6, 12, 27-31]. Currently, 

two main mechanisms have been proposed to explain why lignin increases the capacity, neither 

of which is expected to be a major factor in this study. First, lignin is known to increase the 

capacity during the forming of the electrode by producing a high porosity, high surface area 

structure, which improves utilization of the active mass [4, 12, 30, 31]. In the present study, these 

beneficial effects are not expected to occur because electroplated Pb was used, which did not 

undergo an electrode formation process. In the second mechanism, lignin in the electrolyte 

adsorbs onto the Pb surface, which causes the PbSO4 to precipitate on top of the lignin instead of 

directly onto the Pb. This results in the formation of a more porous PbSO4 film, which improves 

the capacity by leaving the active Pb available for further Pb
2+

 dissolution [5, 6, 27-29]. Before 

lignin can adsorb onto the Pb surface, it must first complex with Pb
2+

 ions in the solution to 

make an insoluble molecule [32]. In the present study, the potentiostatic reductions performed at 

the beginning of the experiment reduced any free Pb
2+ 

ions. Therefore, the lignin was unable to 

complex and adsorb onto the Pb at the onset of the experiment. Without an initial layer of 

adsorbed lignin on the Pb surface, the beneficial effects on the PbSO4 film are reduced and no 

increase in capacity is observed. 

 

6.3.2.2. Crystal Size Distributions 

 In order to determine the mechanism by which lignin changes the morphology of the 

PbSO4 film and decreases the capacity in this study, distributions of the crystal sizes at various 

times during the TXM experiments were obtained by analyzing the TXM images with ImageJ 

software. The size of each crystal was calculated by determining the maximum length of a 
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straight line which could be drawn from one end of the crystal to another. The measurement 

represents the diameter for non-spherical particles.  

Figures 6.4 and 6.5 show the crystal size distributions obtained from the TXM and SEM 

experiments without and with lignin in the electrolyte, respectively. In addition, the mean, 

median, and mode of the distributions obtained from the TXM experiments are shown in Figure 

6.6. For each histogram bar in Figures 6.4 and 6.5, the crystal size on the horizontal axis 

corresponds to the center of the bin. The distributions of the crystals from the TXM experiments 

(Figures 6.4a and 6.5a) were normalized based on the total amount of crystals at t = 160 seconds. 

After this time, distributions were unattainable due to overlapping of crystals in the films, which 

obscured determination of individual sizes (image a1 of Figures 6.1 and 6.2). Each SEM crystal 

distribution (Figures 6.4b and 6.5b) was obtained from three separate images of the same sample 

and was normalized with respect to the total number of crystals used in the study. An example 

image for each experiment is shown in image b1 of Figures 6.1 and 6.2. The TXM data show 

good agreement with the distributions obtained from the SEM images. 

 The mechanism of action of the lignin can be revealed from an analysis of the crystal 

distributions. For instance, Figures 6.4a and 6.6a show that the number and average size of the 

crystals increases during the early growth of the film without lignin. This behavior corresponds 

to a progressive nucleation and growth mechanism, where new crystals are continually forming, 

and pre-existing crystals are continually growing. In contrast, Figures 6.5a and 6.6b show that in 

the presence of lignin the number of crystals increases while the size distribution remains 

relatively the same. This trajectory in morphology indicates that lignin retards the growth of the 

crystals. Myrvold has shown that lignin will quickly adsorb onto PbSO4, and it appears that this 

adsorption prevents the growth of the crystals [32]. Assuming the crystals grow due to 
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precipitation of Pb(II) species from the electrolyte, the adsorbed lignin most likely prevents the 

growth by physically blocking the precipitation sites on the crystals [33]. 

 

 

Figure 6.4. Distribution of crystal sizes for PbSO4 grown on Pb in 4.6 M H2SO4: a) TXM 

experiment, b) separate experiment on electroplated Pb. Time in figures is in reference to the 

start of OCV (Fig. 6.3). 

 

Figure 6.5. Distribution of crystal sizes for PbSO4 grown on Pb in 4.6 M H2SO4 with 26 ppm 

sodium lignosulfonate: a) TXM experiment, b) separate experiment on electroplated Pb. Time in 

figures is in reference to the start of OCV (Fig. 6.3). 

a) b)

a) b)
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Figure 6.6. Mean, median, and mode of the crystal sizes obtained from the TXM experiments a) 

without and b) with 26 ppm sodium lignosulfonate in the electrolyte. 

6.3.2.3. Crystal Density and Surface Coverage 

Because lignin impedes the growth of the existing PbSO4, it is anticipated that the 

number of crystals will increase in the presence of lignin in order to provide enough precipitation 

sites for the Pb(II) species. This hypothesis is verified in Figure 6.7, which shows PbSO4 crystal 

densities for the images obtained from the TXM and SEM experiments. Each crystal density was 

determined by manually counting the number of crystals using ImageJ software and dividing that 

number by the area of the image. Similar to the crystal size distributions in Figures 6.4 and 6.5, 

the crystal densities for TXM images after t = 160 seconds were unattainable due to the 

overlapping of crystals and the coalescing of the films (images a1 of Figures 6.1 and 6.2). The 

data points for the SEM experiments were determined from the averages of three separate images 

of the same sample. The error bars represent the maximum and minimum values obtained from 

the sample. An example image for each SEM experiment is shown in image b1 of Figures 6.1 

and 6.2.  

a) b)
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In Fig. 6.7a, the experiments without lignin show good agreement between the TXM and 

SEM data. Extrapolation of the TXM data to t = 180 seconds results in a crystal density of ~80 × 

10
6 

cm
-2

, which is only 1.1 times higher than the average crystal density reported for the SEM 

experiments (~70 × 10
6 

cm
-2

). For the experiments with lignin, there is less of an agreement 

between the TXM and SEM data. Extrapolation of the TXM data results in a crystal density of 

~90 × 10
6 

cm
-2

,
 
which is 1.3 times smaller than the average crystal density obtained from the 

SEM images (~120 × 10
6 

cm
-2

). Despite this discrepancy, the TXM extrapolation for the 

experiment with lignin still resides within the error bars of the SEM data. 

 Figure 6.7b shows the crystal densities for the TXM experiments. The results further 

confirm that lignin increases the crystal density.  In addition, Fig. 6.7b shows that the rate of 

crystal nucleation approximately doubles in both experiments when the oxidation current is 

applied. The increase in crystal nucleation rate can be attributed to an increase in the oxidation 

rate, which increases i) the supersaturation concentration of Pb
2+

 in the electrolyte and ii) the 

overpotential. Both of these factors decrease the critical nucleus size, which increases the rate of 

nucleation [34]. 

 

Figure 6.7. PbSO4 crystal density on Pb in 4.6 M H2SO4 without and with 26 ppm sodium 

lignosulfonate. a) Comparison of SEM and TXM data. Error bars on SEM data indicate 

b)a)
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maximum and minimum values observed from multiple images of the same sample. b) Close-up 

of TXM data. Slopes of fits have units [× 10
6
 cm

-2
 s

-1
]. 

The supersaturation can increase when the current is applied because the oxidation rate 

exceeds that at OCV. For this system, the oxidation of Pb at OCV is balanced by the following 

proton reduction reaction: 

 ,  V vs. Hg|Hg2SO4 (6.1) 

When the current is applied, the proton reduction rate decreases due to the increase in the 

electrode potential. The change in the proton reduction rate can be determined by performing a 

Taylor series expansion of the Tafel equation. This results in the following: 

 



RT

Fi
i

ccorr
 (6.2) 

where c  is the cathodic charge transfer coefficient ( c  = 0.5), R  is the ideal gas constant, T  is 

the temperature, F  is Faraday’s constant, and Df  is the change in potential applied to the 

electrode. Df  is ~18 mV at the beginning of oxidation (Figures 6.3 and 6.11). corri  is the steady 

state corrosion rate, which for this system is 50 μA cm
-2

. According to Eq. 6.2, i  is equal to 

+17 μA cm
-2 

at the beginning of oxidation, indicating that the reduction rate changes from -50 

μA cm
-2 

at OCV to -33 μA cm
-2

 when the current is applied. Therefore, in order for the applied 

current to reach 50 μA cm
-2

, the actual oxidation rate can be estimated to be ~83 μA cm
-2

, which 

is ~1.7 times higher than expected from the applied current. 

 To further understand the mechanism of growth of the PbSO4 crystals, the surface 

coverage vs. time and overpotential vs. surface coverage are plotted in Figure 6.8. Fig. 6.8a 

2H22H   e 587.0E0 
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indicates that the electrode is fully covered with PbSO4 within the first 3 to 5 minutes of 

oxidation. The remainder of the oxidation corresponds to a thickening of the film, see Chapter 5. 

In addition, both experiments (without and with lignin) have similar trends in overpotential (Fig. 

6.8b), suggesting a similar mechanism of growth. The higher overpotential observed for the 

experiment with lignin can be attributed to the retardation in growth of the crystals. The trends in 

overpotential resemble the analytical expressions derived by Hills et. al. for the two dimensional 

growth of cylindrical crystals under galvanostatic conditions [35]. However, a rigorous analysis 

of the data to distinguish between instantaneous and progressive nucleation was not possible due 

to the scatter of the TXM results. 

 

Figure 6.8. a) Surface coverage of PbSO4 vs. time during the OCV and galvanostatic 

experiments. b) Overpotential vs. surface coverage during the oxidation experiment.  

6.3.3. Growth of Individual Crystals  

In Section 6.3.2.2, trends in crystal size obtained from the TXM images illustrated how 

lignin impacted the morphology of the PbSO4.  Although useful, the analysis cannot be applied 

to individual particles because size distributions (i.e., mean, median, and mode) are heavily 

influenced by the continued nucleation of new crystals. In this section, we use TXM to track the 

a) b)
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evolution of individual PbSO4 crystals. A select group of crystals from the experiments without 

and with lignin were identified whose growth evolution was visualized by the TXM. Due to the 

need to easily visualize the crystals, the selected crystals tended to be the largest in the films. 

They are highlighted in images b1 and b2 of Figure 6.9. 

In Figure 6.9, graphs a1 and a2 track the increase in area of the crystals (i.e., the 

projections on the substrate) during the early stages of growth.  For each crystal, the two-

dimensional projections could not be tracked past t = 340 seconds due to crystal overlap and 

coalescence of the films. The crystals with and without lignin appear to have a similar growth 

pattern. Both sets of crystals appear to grow in two stages. In the first stage, the crystal area 

increases rapidly during the initial 50 to 150 seconds of growth. After this period, the growth 

rates appear to slow, signifying the second stage. This trend is most noticeable for crystals a, c, 

and d in the experiment without lignin and for crystals 1, 3, and 6 in the experiment with lignin. 

Note that the transition between the rapid and slow stages of growth occurs between t = 140 

seconds and t = 180 seconds for these crystals. This is close to the time (t = 180 seconds) when 

the crystal sizes and crystal densities could no longer be determined in Figures 6.4a, 6.5a, and 

6.7 due to coalescence of the film. It suggests that the decrease in growth rate from the first to 

the second stage may be attributed to an increase in the surface coverage of the PbSO4. An 

increase in PbSO4 increases the available precipitation sites and causes overlap between the 

diffusion zones of individual crystals. Both of these factors limit the amount of precipitation on 

the existing crystals [36]. 



145 

 

 

Figure 6.9. a) Initial increase in the projected area for a select group of crystals. b) TXM image 

of crystals used in study at t = 180 seconds. Results are from experiments 1) without and 2) with 

26 ppm sodium lignosulfonate in the electrolyte. 

To highlight the two observed stages of growth, Figure 6.10 shows magnified TXM 

images of crystals 3 and 6 in image b2 of Fig. 6.9. In order to aid in the interpretation of this 

figure, these crystals can be compared to the crystals in the SEM image shown in the magnified 

portion of image b1 in Fig. 6.2. The crystal on the right in Fig. 6.10 (crystal 6) resembles a thin, 

flat crystal that appears to be growing in a planar direction along the surface of the Pb electrode. 
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Meanwhile, the crystal on the left (crystal 3) more closely resembles a thin crystal growing in 

both the normal and planar directions. 

 

Figure 6.10. TXM images of crystals 3 and 6 (Fig. 6.8, image b2) grown at 50 μA cm
-2

. Times 

are in reference to the start of OCV (Fig. 6.3). 

Referring back to Fig. 6.10, during the first stage of growth (up to t = ~160 seconds), the 

two white PbSO4 crystals appear to grow rapidly on the predominantly black Pb background. 

Based on the SEM comparison, the crystals are thin and flat. For the crystals to have this 

structure, their growth is likely two-dimensional. After t = ~160 seconds, additional small, white, 

PbSO4 crystals become visible, especially around the crystal on the left (crystal 3).  These times 

correspond well to the slowing of the growth rates observed in Fig. 6.9, further suggesting that 

the slowdown in growth during the second stage is due to the presence of other crystals on the 
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surface. Although crystal growth slows in the planar direction during the second stage, the SEM 

images in Fig. 6.2 suggest that crystal growth increases in the normal direction. For instance, a 

comparison of SEM images b1 and b2 in Fig. 6.2 shows that the large crystals at passivation 

(image b2) contain a more three-dimensional, pyramidal structure than the large crystals at the 

beginning of oxidation (image b1). In order for the large crystals in image b2 to have grown from 

large crystals similar to those in image b1, their growth in the normal direction would have to be 

greater-than-or-equal to their growth in the other two dimensions.  

To further investigate the growth processes of the crystals, the projected area of each 

crystal was plotted versus time on a logarithmic plot.  These graphs are shown in Figure 6.11. 

For both experiments (without and with lignin), no clear power-law dependence ( ntA ) is 

observed. This suggests that the growth mechanism is complex and cannot be explained by a 

simple diffusion-limited or kinetics-limited growth model.  

 

Figure 6.11. Logarithmic plots of crystal area vs. time for the projections of individual crystals in 

experiments a) without and b) with 26 ppm sodium lignosulfonate in the electrolyte. 

a) b)
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6.3.4. Explanation for the Voltage Dip  

 An analysis of the early formation of PbSO4 on Pb in H2SO4 may also provide insight 

into the potential-time transient behavior at the beginning of oxidation.  Specifically, the anodic 

overpotential initially decreases, goes through a minimum, and then begins to increase [37]. In a 

lead acid battery, a similar behavior, termed the coup de fouet, is observed at the beginning of 

discharge, but it is attributed to the positive electrode, where PbO2 is reduced to PbSO4 [38].  

Similar phenomena occur at the negative electrode, where Pb is oxidized to PbSO4, but it is of 

smaller magnitude. 

 

Figure 6.12. Initial voltage response of galvanostatic oxidation at 50 μA cm
-2

 in TXM set-up for 

experiment without and with 26 ppm sodium lignosulfonate in the electrolyte. I, II, and III mark 

the occurrence of specific events during the film growth. 

I) Time when crystal size/density is indeterminate (Figs. 6.4 to 6.7) 

II) Region where large crystal growth stops/slows (Fig. 6.9)

III) Time when PbSO4 film coalesces (Chapter 5)

II

I III
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 The transient at the start of oxidation in the TXM experiments is shown in Figure 6.12. 

The initial increase in overpotential likely corresponds to an increase in i) the double layer 

capacitance of the electrode and ii) the supersaturation of the solution with Pb
2+

 ions. The 

supersaturation provides a driving force for crystallization and may be written as a concentration 

overpotential (
	
h

c
) [33]: 

 



















e

Pb

Pb

c
c

c

F

RT

2

2

ln
2

  (6.3) 

where  is the Pb
2+

 concentration in the solution, and  is the saturated Pb
2+

 

concentration at equilibrium. Based on this equation, the decrease in overpotential from the 

initial spike to the plateau voltage is due to a relaxation in back to the equilibrium value.  

The relaxation in  can be related to the increase in the surface coverage of PbSO4 on the 

electrode (Fig. 6.8).  For instance, the increase in surface coverage increases the number of 

available sites for precipitation of Pb
2+ 

species.  This increases the precipitation rate of Pb
2+

, 

which causes  (and c ) to decrease. This analysis implies that the rate of Pb
2+

 dissolution, 

which is equal to the applied current, may not equal the rate of PbSO4 precipitation. This agrees 

with the explanation provided by Bernardi for the coup de fouet at the positive electrode [39].  

In addition to the relaxation of the supersaturated concentration, the plateau voltage may 

correspond to the coalescence of the PbSO4 film. For instance, Figure 6.12 highlights the 

occurrence of three specific events during the formation of the film. All three events occur close 

to the time when the plateau voltage is reached. The first mark at t = 160 seconds corresponds to 

the time when the crystal size distributions in Figures 6.4 and 6.5 and the crystal densities in Fig. 

6.7 were unattainable due to overlapping of the crystals. The second mark signifies the region 

2Pb
c e

Pb
c 2

2Pb
c

2Pb
c

2Pb
c
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where the growth of the crystals in Fig. 6.9 began to slow due to the presence of other crystals on 

the surface. Finally, the third mark corresponds to the time when the film is fully coalesced. 

6.4. Summary 

 This chapter examined the effects of an organic additive on PbSO4 growth and analyzed 

the early growth mechanisms of PbSO4. Addition of sodium lignosulfonate to the H2SO4 was 

shown to impede, on average, the growth of the PbSO4 crystals, which resulted in a PbSO4 film 

with smaller crystals and an increased crystal density. For experiments with and without lignin, 

an increase in the crystal nucleation rate was observed when the oxidation current was applied. 

This was attributed to an increase in the supersaturation of the electrolyte. In addition, the early 

growth of the large PbSO4 crystals was examined with and without lignin. For both cases, there 

was an initial, rapid growth rate, which declined after 50 to 150 seconds. The decline in growth 

rate was attributed to an increase in the PbSO4 coverage, which increased the number of 

precipitation sites competing for PbSO4. Finally, the potential-time transient at the beginning of 

oxidation was suggested to result from the relaxation of a supersaturated solution and the 

development of a PbSO4 film with increasing resistance. 
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CHAPTER 7 

THEORETICAL CONSIDERATIONS FOR IMPROVING THE PULSE 

POWER OF A BATTERY THROUGH THE ADDITION OF A SECOND 

ELECTROCHEMICALLY ACTIVE MATERIAL 

 

  In this chapter, porous electrode theory is used to conduct case studies for when the 

addition of a second electrochemically active material can improve the pulse-power performance 

of an electrode by mitigating the ohmic losses at high depths of discharge. Case studies are 

conducted for the positive electrode of a sodium metal-halide battery and the graphite negative 

electrode of a lithium “rocking chair” battery. The study focuses on the impact of ohmic-to-

charge transfer resistances within the porous structure, the capacity fraction of the second 

electrochemically active material, and the kinetic and thermodynamic parameters of the two 

active materials. 

7.1. Introduction 

 To accelerate an electric vehicle, an important requirement of a battery is the ability to 

deliver high power pulses at all depths of discharge [1-3]. Nevertheless, a high power pulse can 

be difficult to achieve, especially at high depths of discharge (DoD). In some cases, high power 

is difficult to achieve at high DoD because of an increase in the ohmic resistance during 

discharge. The ohmic resistance increases due to the movement of the reaction fronts within the 

electrodes from more favorable (less resistive) to less favorable (more resistive) locations [4, 5]. 

For instance, this behavior has been documented in the positive electrode of sodium metal-halide 

batteries, where the low resistivity of the electrode (nickel and/or iron) and the higher resistivity 
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of the electrolyte (sodium tetrachloroaluminate) cause the reaction front to move from the 

separator to the current collector during discharge [6, 7]. At high DoD, the reaction front is far 

from the separator and the ionic path length is increased, which increases the overall ohmic 

resistance in the electrode.  

One way to improve the pulse-power performance of an electrode is through the addition 

of a second active material that only reacts at higher DoD [7, 8]. A schematic of this concept is 

shown in Figure 7.1. Part a) shows the discharge and pulse-power process of an electrode with 

one active material. In this case, the reaction front starts near the separator and moves deeper into 

the electrode as the cell is discharged. When the electrode is pulsed at the high DoD, the reaction 

occurs deep within the electrode and there are high ohmic losses due to the increased ionic path 

length. In contrast, part b) shows the discharge and pulse-power process for an electrode with 

two active materials. For this case, the same initial behavior is observed, whereby the reaction 

front moves from the separator to the current collector during discharge. However, during the 

initial discharge, the second active material does not react. Therefore, when the electrode is 

pulsed at a high DoD, the high ohmic losses are avoided by reacting the second material close to 

the separator instead of the first material deep within the electrode. In the figure, the reduction in 

ionic path length between the two cases (one and two active materials) during the pulse is shown 

as Δxion. Note that in the second case, the second active material only reacts if the ohmic losses 

associated with reacting the main active material are greater than the losses associated with the 

poorer electrochemical performance of the second material. 
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Figure 7.1. Schematic detailing how the addition of a second electrochemically active material 

can decrease the ionic resistance within an electrode during pulse-power operation at high depths 

of discharge. The schematic is valid for electrodes where the ionic resistance is much larger than 

the ohmic resistance.  

  Researchers have already used the concept outlined in Figure 7.1 to improve the pulse-

power performance of the positive electrode of a sodium metal-halide battery [7, 8]. Galloway 

and Sudworth both provide descriptions of how the replacement of a small amount of nickel with 
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iron, which has a lower potential, can improve the pulse power at high DoD. However, these 

concepts have not been analyzed quantitatively, even though they are strongly supported by data 

from commercial cells. The aim of this paper is to explore conditions and designs when this 

concept is viable and if it may be applicable to other battery electrodes. 

 To accomplish this aim, a generic model was developed based on porous electrode 

theory, which can simulate the performance of an electrode with two active materials and can be 

applied to a variety of battery chemistries. Similar models have been developed by other 

researchers for the positive electrode of a lithium-ion battery [9-12]. These models were used to 

study the power and energy characteristics, stresses, and heat generation in electrodes with two 

active materials, but no analysis of the pulse-power performance was conducted. Furthermore, 

the concept outlined in Figure 1 is not applicable to the lithium-ion positive electrode because 

these electrodes discharge uniformly without reaction fronts (see Figure 7 in [12] for profiles 

during discharge at a 3C rate). Therefore, in order to test the viability of the concept outlined in 

Figure 7.1, different battery chemistries should be analyzed.  

In this work, two case studies are conducted on two different electrode chemistries to 

analyze the viability and applicability of the concept outlined in Figure 7.1. First, the model is 

used to conduct an in depth case study on the positive electrode of a sodium metal-halide battery. 

Next, the analysis is applied to the graphite, negative electrode in a lithium-ion “rocking chair” 

battery, where it is shown that the addition of other carbonaceous materials to a graphite 

electrode has the potential to improve the pulse-power performance. 
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7.2. Model Formulation 

7.2.1. Governing Equations  

A schematic of the modeling domain, including the dependent variables, is shown in 

Figure 7.2. The model is transient, isothermal, and one-dimensional. It is formulated assuming 

the ohmic resistance in the solid electrode is negligible compared to the ohmic resistance in the 

electrolyte, i.e.: 

 
 

1
1

5.1

5.1


 


 (7.1) 

where a Bruggeman-type correction is applied to both conductivities to account for the porous 

and tortuous nature of the electrode [13]. This assumption is valid for several commercial 

electrodes, including the positive electrode of a sodium metal-halide battery and the graphite 

negative electrode of a lithium-ion battery, which are considered in this work [5, 7]. The validity 

of Eq. 7.1 makes it possible to assign a constant value to the potential in the electrode. For 

numerical simplicity, the potential in the solid electrode is set equal to zero ( 01  ). Assuming 

minimal concentration variations, the potential in the liquid electrolyte is determined using 

Ohm’s law.  Conservation of charge, accounting for both Faradaic reactions, gives: 

 
IIrxnIIIIIrxnII iaia

x
,0,,0,2

2

2
5.1 


 



 (7.2) 

In this model, the specific surface area, a, is an intrinsic property of the electrochemically active 

material. It is defined as the surface area of the active material per volume of the active material. 

This definition differs from that of Newman, where the specific surface area is defined as the 

surface area of the material per unit volume of the electrode [14]. In Eq. 7.2,   is the volume 

fraction of the liquid electrolyte within the electrode and 0,I  and 0,II  are the initial volume 
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fractions of the 1
st
 and 2

nd
 electrochemically active materials in the electrode. All three values are 

assumed to be independent of DoD. 

 

 

Figure 7.2. Schematic of the modeling domain and variables in the pulse-power simulations. 

The reaction currents (irxn) are determined assuming the active materials undergo the 

following reaction: 
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 enk
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kAA  (7.3) 

where the subscript k denotes active material I or II. This work is focused on simulating the 

maximum power of an electrode, which is obtained at high applied currents. At these high 

currents, the reaction kinetics are modeled by assuming the following Tafel equation: 
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where it is assumed the charge transfer coefficient,  , has the same value for both active 

materials. In Eq. 7.4, the open circuit potential (Uk) is set equal to the standard reference 
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potential due to the assumption of negligible concentration variations in the electrolyte. In 

addition,   is defined as: 

 
app

app

i

i
  (7.5) 

The inclusion of   generalizes the model formulation and makes it possible to simulate the 

cathodic and anodic discharge of an electrode. 

The kinetic rate equation (Eq. 7.4) assumes that the reaction is directly proportional to θk, 

which is the ratio of the volumetric discharge capacity of the material to the initial volumetric 

discharge capacity of the material, where the volume is defined with respect to the electrode. k  

is defined as: 

 
k

kkk

k

k

k
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0,
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ˆ;
ˆ

ˆ
  (7.6) 

For an electrode undergoing a conversion reaction, the change in k  corresponds to a reduction 

in the volume of the active material. For an electrode undergoing an intercalation reaction, the 

change in k  corresponds to a reduction in the available sites for intercalation. The change in k  

is simulated using the following: 

 
0,

,0,

ˆ
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krxnkkk

Q
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t


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


 (7.7) 

7.2.2. Boundary and Initial Conditions 

The simulations assume controlled-current operation of the electrode. The boundary 

conditions for the electrolyte potential ( 2 ) are set using Ohm’s law. At the separator, the current 

density is set equal to the applied current density, i.e.:  
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



0

25.1 
  (7.8) 

At the current collector, the ionic current density is set equal to zero, as follows: 

 02 




Lx
x


 (7.9) 

At the start of the simulation, the potential difference between the electrode and electrolyte is set 

equal to the open circuit potential of the 1
st
 active material, which results in the following:  

   It
U

021   or It
U

02  (7.10) 

In addition, k  is set using the following initial conditions:  

 1
0


tk  (7.11) 

7.2.3. Dimensionless Formulation 

This section introduces a set of three scaled variables, which are used to reformulate the 

governing equations (Eqs. 7.2-4, 7.6-11), from which three dimensionless numbers emerge.  The 

three scaled variables are defined as: 
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  (7.12) 

where basei  is the baseline current density applied before the high current pulse (see discussion of 

Figure 7.2 for more detail). These variables are used to reformulate Eqs. 7.2-6, which results in 

the following, dimensionless governing equations: 
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 (7.13) 
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where fk,0 is the initial capacity fraction of the active material in the electrode defined as follows: 
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 In Eqs. 7.13-15, the dimensionless constants are defined as: 
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Tw  is the ratio of charge transfer to ohmic resistance [15],   is the ratio of kinetic and 

thermodynamic parameters between active materials I and II, and   is a dimensionless 

description of the kinetic and thermodynamic parameters of active material I. The value of   

has an impact on the absolute power obtainable for a system, but it does not influence whether or 

not the addition of active material II will enhance the pulse-power performance. 

 As a result of the reformulation, the boundary conditions and initial conditions on the 

electrolyte potential (Eqs. 7.7-9) are redefined as: 
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The initial conditions for the volume fractions of the active materials (Eq. 7.11) are unchanged 

by the introduction of the scaled variables.  

 

7.2.4. Numerical Methods 

Equations 7.13-21 were linearized and solved simultaneously in FORTRAN 95 using the 

subroutines BANDJ and MATINV [14]. Discretization of the equations was done using the 

forward time, central difference method. A mesh size of 201 points and a time step of 0.01 

seconds were used. Computer experiments were performed for the mesh size and time step in 

order to test for convergence. The computing was performed on the Yeti Shared HPC Cluster at 

Columbia University.  

 

7.2.5. Description of Model System 

The positive electrode of a sodium-metal halide battery was selected as a test case for the 

pulse-power analysis. In a commercial sodium metal-halide battery, nickel and iron are used as 

the first and second electrochemically active materials, respectively. During discharge, the 

following half-cell reactions occur: 

 Ni2eNi2  
 UI = 2.58 V (7.22) 

 Fe2eFe2  
 UII = 2.34 V (7.23) 

were the open circuit potentials are given with respect to the Na|Na
+
 negative electrode of the 

sodium metal-halide battery. In the positive electrode, the iron and nickel ions exist as sparingly 

soluble metal chlorides with the remainder of the solid phase comprised of nickel metal as a 
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conductive backbone. The initial volume fractions of nickel chloride and iron chloride ( 0,I  and 

0,II , respectively) were determined assuming a constant volumetric capacity of 1777 C cm
-3 

for 

the electrode. In a commercial battery, the electrode is assembled in the discharged state as 

nickel and iron metal with sparingly soluble sodium chloride determining the total capacity. In 

this study, the constant volumetric capacity of 1777 C cm
-3

 corresponds to a fully discharged 

electrode with a composition of 61-65% (by weight) nickel and iron metal and 35-39% (by 

weight) sodium chloride, where the exact weight fractions depend on the initial capacity 

fractions of the two active materials ( 0,If  and 0,IIf ). These values agree well with the 

compositions studied by Zhu et al. [16]. 

Table 7.1 provides the values of all other parameters used in the simulations. The specific 

surface area was calculated using the following equation: 

 
kp

k
r

a
,

3
  (7.24) 

with an average particle radius ( kpr , ) of 660 µm for both materials [16]. Note that this electrode 

satisfies the assumption outlined in Eq. 1 that the ohmic resistance in the solid electrode is 

negligible compared to the ohmic resistance in the electrolyte. For instance, evaluation of Eq. 7.1 

with the parameters in Table 7.1 (and a conductivity of 3.92 × 10
4
 S cm

-1
 for the solid nickel 

electrode) results in a value of 2.0 × 10
-5 

<< 1 [17]. In addition, the assumption of minimal 

concentration variations in the electrolyte is valid for this electrode because the reactants exist as 

sparingly soluble chlorides, which are evenly dispersed throughout the electrode. 
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Table 7.1.  List of parameters used in case study of the positive electrode 

in a sodium metal-halide battery. 

Symbol Description Value 

Ia , IIa  Specific surface area (cm
2 
cm

-3
) 45.5 

  Charge transfer coefficient 0.5
 

  Porosity
 

0.5 

basei  Baseline discharge current density (A cm
-2

)[16] 1.59 × 10
-1 

Ii ,0 , IIi ,0  Exchange current density (A cm
-2

) 1.02 × 10
-2

 

  Electrolyte conductivity (S cm
-1

) [18] 0.778 

T Temperature (K) 573
 

 

7.2.6. Simulation Procedure 

This section contains a description of the simulation procedure that was employed to 

analyze the pulse-power performance of an electrode. Figure 7.3 shows an example of a 

simulated discharge curve for a sodium metal-halide electrode containing no iron (i.e., 0,IIf  = 0). 

First, the electrode was discharged galvanostatically at a current ( basei ) to a set depth of discharge 

(DoD). Once the DoD was reached, a high current pulse ( pulsei ) was applied to the electrode for a 

time ( pulset ). For both case studies, tpulse is equal to 10 seconds, which was chosen based on the 

discharge specifications set by the U. S. Advanced Battery Consortium (USABC) for plug-in 

hybrid electric vehicles [3]. The voltage at the end of the high current pulse is used to determine 

the pulse power of the electrode ( pulseP ), which is the basis for the analysis below. To determine 

the voltage, the potential drop across the electrode was considered relative to the open circuit 

potential of a Na|Na
+ 

electrode as follows: 

  
02|021 

 
xNaNaxLxcell UV   (7.25) 
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where the open circuit potential is equal to zero ( 0
|

NaNa
U ) because all open circuit potentials 

are taken with respect to the Na|Na
+
 electrode in this case study.  

 

Figure 7.3. Simulated discharge curve exemplifying procedure used to analyze the pulse-power 

performance of the electrode.  

7.3. Results and Discussion 

7.3.1. Power Curves for the Metal-Halide Electrode 

 Figures 7.4-6 compare the pulseP  of electrodes containing one active material to the pulseP  

of electrodes containing two active materials, where all electrodes have the same volumetric 

capacity (C cm
-3

). In Figure 7.4, the second electrochemically active material (iron chloride) 

accounted for 1% of the total capacity. In Figure 7.5, the iron chloride accounted for 10% of the 

capacity. In Figure 7.6, it accounted for 50% of the capacity.  For all active material fractions, 

simulations were run to DoDs of 60% (τ = 0.6) and 80% (τ = 0.8) for electrodes with three 
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different values of wT (0.1, 0.25, and 0.75). The values of wT in the simulations were adjusted by 

changing the length of the electrode. For each value of wT, the electrodes with one and two active 

materials had the same total capacity. To put wT into perspective, note that for the commercial 

sodium metal-halide cell published by Rijssenbeek et al., a discharge at C/3 (10 amps) would 

correspond to wT ~ 0.64 [6]. This value was determined using the parameters in Table 7.1 along 

with an average path length of 1 cm and an electrode area of 236 cm
2
. The path length and 

electrode area were obtained through an ImageJ analysis of Figure 1 in [6]. 

 

Figure 7.4. Comparison of simulated pulse-power ( pulseP ) vs. pulse-current ( pulsei ) for electrodes 

comprised of one and two active materials that were discharged to a DoD of a) 60% (τ = 0.6) and 

b) 80% (τ = 0.8). For the two-material simulations, the second material accounted for 1% of the 

total capacity. Definitions for pulseP  and pulsei  can be found on Figure 7.3. 

Figure 7.4 shows that replacement of 1% of the capacity with the second 

electrochemically active material has a negligible impact on the pulse-power of the electrode.  

For both pulse-start times (i.e., DoDs) and all three values of wT, the pulseP  vs. pulsei  curves are 

almost identical for the simulations with 1 and 2 active materials. Replacement of 1% of the 
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capacity has no impact on the pulse-power because the second material does not have enough 

capacity to maintain the reaction front near the separator during the high current pulse. Instead, 

the electrode behaves like there is only one active material and large ohmic losses are still 

present.  

 

 

Figure 7.5. Comparison of simulated pulse-power ( pulseP ) vs. pulse-current ( pulsei ) for electrodes 

comprised of one and two active materials that were discharged to a DoD of a) 60% (τ = 0.6) and 

b) 80% (τ = 0.8). For the two-material simulations, the second material accounted for 10% of the 

total capacity. Definitions for pulseP  and pulsei  can be found on Figure 7.3. 

In contrast, Figure 7.5 shows that the replacement of 10% of the capacity with a second 

active material can improve the pulse-power performance. For both DoDs and for wT equal to 0.1 

and 0.25, the electrodes with two active materials have a higher maximum pulse power than the 

electrodes with one active material.  For 1.0Tw , the second material increases the maximum 

power by 41% and 15% at DoDs of 60% (τ = 0.6) and 80% (τ = 0.8), respectively. For 

25.0Tw , the second material increases the maximum power by 6% and 28% at DoDs of 60% 
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and 80%, respectively. In contrast, the second material is shown to slightly decrease (~2%) the 

pulse power for 75.0Tw . The higher wT corresponds to a more uniform reaction distribution 

during the initial, baseline discharge [15]. This suggests that for higher values of wT the first
 

active material is still present close to the separator when the high current pulse is applied. 

Therefore, there is no benefit for adding the second active material. 

 

 

Figure 7.6. Comparison of simulated pulse-power ( pulseP ) vs. pulse-current ( pulsei ) for electrodes 

comprised of one and two active materials that were discharged to a DoD of a) 60% (τ = 0.6) and 

b) 80% (τ = 0.8). For the two-material simulations, the second material accounted for 50% of the 

total capacity. Definitions for pulseP  and pulsei  can be found on Figure 7.3. 

Figure 7.6 shows that replacement of 50% of the capacity with the second active material 

has a similar trend to replacement of 10% of the capacity. For 1.0Tw , the second material 

increases the maximum power by 26% and <1% at DoDs of 60% and 80%, respectively. For 

25.0Tw , the second material increases the maximum power by 17% and 11% at DoDs of 60% 

and 80%, respectively. In addition, for 75.0Tw  the second material decreases the maximum 
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power by 10% and 11% at DoDs of 60% and 80%, respectively. The decrease in power is once 

again due to the uniform reaction distribution during the initial baseline discharge. For both 

electrodes with 75.0Tw  (with and without the second active material), the reaction occurs 

close to the separator during the high current pulse. However, for the 50/50 composition of the 

active materials, almost all of the first active material has been consumed during the baseline 

discharge to 60% and 80% DoD. Therefore, the relatively poor pulse-power of this electrode is 

caused by the poor electrochemical performance of the second active material. 

In summary, Figures 7.4 to 7.6 demonstrate that the addition of a second 

electrochemically active material to an electrode can significantly improve the pulse power. The 

level of improvement depends on the amount of second active material as well as the electrode 

depth of discharge. Additionally, significant improvements were only observed for electrodes 

with low wT (< 0.75), due to the uneven reaction distributions during the baseline discharge, 

which deplete the active material near the separator.  

While the addition of a second electrochemically active material can improve the pulse 

power of the electrode, it can also decrease the theoretical energy density. For instance, 

replacement of 1%, 10%, and 50% of the capacity with the second active material decreases the 

theoretical energy density of the electrode by 0.1%, 0.9%, and 4.7%, respectively. This decrease 

in energy is due to the lower voltage of the second material (iron chloride). Although the 

decrease in energy density is slight, the tradeoff between increasing power and energy remains 

an important consideration for designing an electrode with two active materials.     
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7.3.2. Active Material Distributions 

The objective of this section is to show that the increase in pulse power for the electrodes 

with two active materials is due to the mechanism outlined in the introduction (see Figure 7.1). 

Figure 7.7 shows the simulated distributions of active material within a) an electrode comprised 

of only the first active material and b) an electrode where the second active material accounts for 

10% of the capacity. The distributions are shown during a high current pulse at basepulse ii 10 . 

 

Figure 7.7. Simulated distributions of active materials during a high current pulse at ipulse = 10 × 

ibase for a) an electrode with only the first active material and b) an electrode with 10% of the 

capacity replaced by the second active material. x/L=0 and x/L=1 correspond to the separator 

and current collector, respectively. 

Fig 7.7a shows that when only one active material is present, the high current pulse 

results in the quick consumption of the active material near the separator, which forces the 

reaction front into the electrode. At the end of the pulse, all of the material within the first 20% 

of the electrode closest to the separator is consumed. In contrast, for the electrode with two 

active materials (Fig. 7.7b), the high current pulse has a minimal impact on the distribution of the 
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first active material. Instead, only the second active material is consumed. However, because 

there was a large amount of the second active material near the separator at the start of the pulse, 

the subsequent reactions only consumed the material within the first 10% of the electrode closest 

to the separator. Therefore, at the end of the pulse, the electrode with two active materials has 

only half as much ohmic resistance as the electrode with one active material (10% vs. 20% 

reaction penetration depth). This resulted in an overall improvement in the pulse-power 

performance (see Figure 7.5b). 

 

7.3.3. Electrode Design Considerations 

The results in Figures 7.4 to 7.6 indicate that the pulse-power performance of an 

electrode depends on the fractions of the first and second electrochemically active materials. This 

suggests that the model can be used as a design tool to determine what active material fractions 

maximize the pulse power of an electrode. The results of such an analysis for the sodium metal-

halide electrode are shown in Figure 7.8 for an electrode with 25.0Tw  that underwent high 

current pulses for 10 seconds. Two curves are shown for pulses after baseline discharges to 60% 

and 80% DoD. The curves show how the maximum pulse power of the electrode changes as a 

function of the capacity fraction of the second electrochemically active material. The power is 

plotted as the ratio of the maximum pulse power for an electrode with two active materials to the 

maximum pulse power of an electrode with one active material. Values greater than one indicate 

improvement in performance with the addition of the second material. The maximum pulse 

power was obtained from the peak of pulseP  vs. pulsei  curves (see Figures 7.4 to 7.6 for examples). 
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Figure 7.8. Simulated pulse-power as a function of the capacity fraction of the second active 

material (iron chloride) in the positive electrode of a sodium metal-halide battery. Pulse-power is 

plotted as the ratio of the maximum pulse-power of an electrode with two active materials 

(nickel + iron chloride) to the maximum pulse-power of an electrode with one active material 

(nickel chloride).  Inset: pulse-power for pulse times of 5, 20, and 30 seconds. 

 The two, main curves in Figure 7.8 indicate that the optimal capacity fraction of the 

second material depends on the DoD of the electrode. Under the current operating conditions, the 

simulations suggest that electrodes with capacity fractions ( 0,IIf ) of 0.2 to 0.5 can significantly 

improve the pulse power at both depths of discharge (up to 20% and 40% improvement for DoD 

equal to 60% and 80%, respectively). Note that electrodes with capacity fractions in this range 

will also have 1.9% to 4.7% lower theoretical energy densities than an electrode with only the 

first active material.  For the positive electrode of a sodium metal-halide cell, this range 
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corresponds to a composition in the discharged state of ~3% to ~9% (by weight) iron, ~35% 

sodium chloride, and the remainder nickel.  

 The inset in Figure 7.8 shows results for pulses of 5, 20, and 30 seconds for pulses at 

80% DoD. The results indicate that increases in the pulse time (tpulse) slightly decrease both the 

range of beneficial capacity fractions and the net improvement in pulse power. This trend is 

expected since higher pulse times will consume more of the second active material and push the 

reaction front deeper into the electrode. 

 In addition to helping determine the best active material fractions for an electrode, the 

model can also be used to analyze which materials would be most beneficial as a second active 

material. The results of such an analysis are shown in Figure 7.9 for electrodes that underwent 

high current pulses for 10 seconds at 80% DoD. All simulations were conducted for electrodes 

with the same geometry and the same first active material, which corresponded to constant 

values of 25.0Tw  and 
11104.4   (Eqs. 7.17 and 7.19). The only difference between each 

curve is the value of   used in the simulations, which depends on the electrochemical properties 

of the second active material (Eq. 7.18). 1  corresponds to identical first and second 

electrochemically active materials. Note that 0880.  for the sodium metal-halide electrode 

used in the case study (Figures 7.4 to 7.8).  
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Figure 7.9. Comparison of the simulated pulse-power for electrodes with different values of ξ 

(Eq. 7.16), which corresponds to different electrochemical properties for the second active 

material. Pulse-power is plotted as the ratio of the maximum pulse-power of an electrode with 

two active materials to the maximum pulse-power of an electrode with one active material. 

 Figure 7.9 shows how the pulse power of the electrode changes with respect to changes in 

the capacity fraction of the second active material ( 0,IIf ) and the value of  . The power ratios in 

Figure 7.9 have the same meaning as the power ratios in Figure 7.8. The results of the 

simulations predict that the improvement in pulse power will go through a maximum as the value 

of   increases. For instance, the peak pulse power (  peakP ) follows the trend  01.0peakP  > 

 001.0peakP  >  1.0peakP  >  0001.0peakP . At low values of  , the electrochemical properties of 

the second material are too poor to provide any benefit during pulse power. This is exemplified 

for   = 0.0001, where simulations predict only a <12% increase in pulse power can be achieved 
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for a small range of capacity fractions (0.11 to 0.23). In contrast, at high values of  , the 

electrochemical properties of the second active material become too similar to the first, which 

causes the second material to react during the baseline discharge. This reaction will move the 

reaction front of the second material away from the separator, which increases the ohmic drop 

during a high current pulse and decreases the power. This is exemplified by the decrease in the 

maximum pulse power from   = 0.01 to   = 0.1. 

 

7.3.4. Negative Electrode of a Li-ion Battery 

In the previous sections, the sodium metal-halide electrode was used as a test case to 

analyze how the addition of a second electrochemically active material can improve the pulse 

power of an electrode. In this section, a second, brief case study is conducted to demonstrate how 

the addition of other carbonaceous materials (in particular, carbon black) to the graphite 

electrode of a commercial lithium-ion battery may also improve the pulse power.  

To accomplish this, the model outlined in Equations 7.13-21 is utilized with adjustments 

made to the input parameters. The input parameters for the Li-ion case study are provided in 

Table 7.2. The geometric parameters for graphite (the first active material) were obtained from 

an analysis of a commercial 18500 graphite electrode using X-ray nano-tomography recently 

published by Ender [19]. The exchange current density ( Ii ,0 ) was calculated using Eq. 7 in [20] 

assuming a lithium salt concentration of 1 M and a 50/50 fraction of filled to unfilled 

intercalation sites. For carbon black (the second active material), the specific surface area was 

calculated using Eq. 7.24 assuming a particle diameter of 50 nm [21]. The exchange current 

density of carbon black reflects the most conservative estimate for a carbonaceous material 

(petroleum coke) that could be found in the literature [22].  
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Table 7.2.  List of parameters used in case study of the negative graphite electrode 

in a lithium-ion battery. 

Symbol Description Value 

Ia  Specific surface area of graphite (cm
2 
cm

-3
) [19] 3.6 × 10

3 

IIa  Specific surface area of carbon black (cm
2
 cm

-3
) [21] 1.2 × 10

6 

  Charge transfer coefficient 0.5
 

  Porosity [19] 0.182 

  Electrolyte conductivity (S cm
-1

) [20] 9.48 × 10
-3

 

Ii ,0  Exchange current density of graphite (A cm
-2

) (Eq. 7 in [20]) 2.8 × 10
-4

 

IIi ,0  Exchange current density of carbon black (A cm
-2

) [22] 4.1 × 10
-5

 

L Electrode thickness (cm) [19] 0.0076 

T Temperature (K) 298
 

tort  Tortuosity [19] 11.2 

UI Average open circuit potential of graphite (V)  0.1 

UII Average open circuit potential of carbon black (V)  0.5 

 

For both carbon materials, discharging of the electrode results in the oxidation of 

intercalated lithium, which can be expressed as follows: 

   eLiLi  (7.26) 

Both carbon materials undergo this reaction; however, each material has a different set of kinetic 

and thermodynamic parameters. It is assumed both materials contain a maximum of one lithium 

per six carbon (LiC6) at the start of discharge [23]. The open circuit potentials for the reactions 

(UI and UII in Table 7.2) were determined from data in the literature [20, 21, 23, 24]. Both are 

given with respect to a Li|Li
+

 electrode and correspond to the average open circuit potential of 

the reaction. This simplification to the open circuit potential is necessary for incorporation into 

the simple model. A full treatment, which is out of the scope of this work, would incorporate 

variations in the open circuit potential with degree of lithiation. 

The only change in the model description for the Li-ion case study is the use of Eq. 7.16 

in reference [20] to define the effective conductivity instead of a Bruggeman correction. This 
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corresponds to replacing  
5.1  with tort  everywhere in the model formulation (Equations 7.1, 

7.16 and 7.20). Note that with or without this change, the electrode still satisfies the condition 

outlined in Eq. 7.1 that the ohmic resistance in the solid electrode is negligible. For instance, 

evaluation of Eq. 7.1 with and without this change using the parameters in Table 7.2 (and a value 

of    
5.1

1 = 10 S cm
-1

 for the solid carbon electrode) results in values of 2.0 × 10
-4 

<< 1 and 

1.0 × 10
-3 

<< 1, respectively [20]. To determine the battery voltage, the potential drop across the 

carbon electrode was considered relative to the open circuit potential of a LiCoO2|CoO2
 
electrode 

as follows: 

  
02021 22 


xLiCoOxLxLiCoOcell UUV   (7.27) 

where 
2LiCoOU  is taken with respect to a Li|Li

+
 electrode (3.8 V).   

 Figure 7.10 shows the results for simulations of a graphite electrode that underwent 10 

second pulses after a baseline discharge at 1C and 2C to 80% DoD.  All simulated electrodes 

have the same volumetric capacity. The figure plots the change in pulse power due to changes in 

the capacity fraction of carbon black. The pulse power is plotted as the ratio of the maximum 

pulse power of an electrode with two active materials (carbon black + graphite) to the maximum 

pulse power of an electrode with one active material (graphite). The results indicate that addition 

of carbon black to the negative electrode could improve the pulse-power performance of a Li-ion 

battery. For instance, the simulations in Figure 7.10 show that replacement of 0-60% of the 

graphite capacity with carbon black will increase the pulse power at both discharge rates. For the 

1C rate, up to a 40% improvement in power is predicted for a capacity fraction of 22% carbon 

black. For the 2C rate, up to a 23% improvement in power is predicted for a capacity fraction of 

24% carbon black. Note that replacement of 60% carbon black would result in a 6.5% decrease 

in the theoretical energy density of the electrode.  
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Figure 7.10. Simulated pulse-power as a function of the capacity fraction of the second active 

material (carbon black) in the negative electrode of a Li-ion battery. Pulse-power is plotted as the 

ratio of the maximum pulse-power of an electrode with two active materials (carbon black + 

graphite) to the maximum pulse-power of an electrode with one active material (graphite).  

 The simulated results in Figure 7.10 were obtained assuming minimal concentration 

variations within the electrolyte. However, at the high rates used in this study, it is likely that 

mass transport limitations could exist within this electrode, which may affect the simulated 

results. Despite this fact, the conclusion that carbon black will improve the pulse power is still 

valid because the presence of mass transport limitations would only provide another advantage 

for keeping the reaction front near the separator during the high current pulse. Therefore, the 

simulated results may slightly underestimate the improvements in pulse-power performance. 
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This case study was conducted using carbon black as the second electrochemically active 

material. Over the last twenty years, many different carbonaceous materials have been 

investigated for use in the lithium-ion negative electrodes (e.g., carbon fibers, petroleum coke, 

and activated carbon) [22, 25-27].  It is likely that the pulse-power performance of the negative 

electrode can be optimized with the use of another carbon material (or blends of several carbons) 

as the second electrochemically active material.    

7.4. Summary 

 The addition of a second electrochemically active material to a battery electrode is shown 

to improve the pulse-power performance at high DoD. For both the positive electrode of a 

sodium metal-halide battery and the negative electrode of a lithium-ion battery, improvements in 

performance are associated with a decrease in the ionic resistance due to movement of the 

reaction front towards the separator during pulse-power operation. Under simulated conditions, 

the maximum power of the sodium metal-halide electrode is predicted to improve by up to 40% 

when replacing a fraction of the nickel chloride capacity with iron chloride. Similar 

improvements in performance for the lithium-ion electrode were predicted when replacing a 

fraction of the graphite capacity with carbon black. 

 The impact of the second electrochemically active material on the pulse-power 

performance was shown to depend highly on the fraction of second active material, the relative 

importance of ohmic-to-charge transfer resistances (wT), and the ratio of kinetic parameters 

between the first and second active materials (ξ). Improvements in the pulse power were 

predicted for low wT, which corresponds to electrodes with high ionic resistance relative to 

charge transfer resistance. Additionally, simulations suggested there is an optimal value of ξ that 

will maximize the pulse-power of the electrode. Therefore, the electrochemical properties of the 
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second active material should be good enough relative to the first active material (high ξ) to 

maximize performance during the pulse discharge while poor enough (low ξ) to avoid reaction at 

low DoD.    

7.5. List of Symbols 

a  specific surface area (cm
2
 cm

-3
) 

f initial capacity fraction of active material in the electrode 

F  Faraday’s constant (96,485 C mol
-1

) 

appi  applied current density (A cm
-2

) 

basei   baseline current density during discharge (A cm
-2

) 

0i  exchange current (A cm
-2

) 

pulsei  current density during high power pulse (A cm
-2

) 

rxni   reaction rate (A cm
-2

) 

L electrode thickness (cm) 

M molar mass (g mol
-1

) 

n number of electron equivalents per mole 

Q̂  volumetric capacity (C cm
-3

) 

R  ideal gas constant (8.314 J mol
-1 

K
-1

) 

t  time (s) 

T temperature (K) 

U  open circuit potential (V) 

x distance from separator (cm) 

Greek 
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  charge transfer coefficient 

  volume fraction in the electrode 

  ratio of specific discharge capacity of the material to initial specific discharge 

capacity of the material ([C cm
-3

]/[C cm
-3

]0) 

  electrolyte conductivity (S cm
-1

) 

  density (g cm
-3

) 

  electrode conductivity (S cm
-1

) 

2  potential in the electrolyte (V) 

Subscript 

I denotes first active material 

II denotes second active material 

1 denotes solid electrode phase 

2 denotes electrolyte phase 

k denotes active material I or II 

pulse denotes value during high current pulse 

rxn denotes reaction 
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