
 
 

 

Strain Engineering, Quantum Transport and Synthesis of 

Atomically-thin Two-dimensional Materials 

 

 

 

 

 

Abdollah (Ali) Motmaen Dadgar 

 

 

 

 

 

 

 

 

 

Submitted in partial fulfillment of the 

requirements for the degree of 

Doctor of Philosophy 

in the Graduate School of Arts and Sciences 

 

COLUMBIA UNIVERSITY 

2017 

  



 
 

©2017 

Abdollah (Ali) Motmaen Dadgar 

All rights reserved 



 

 

Abstract: 

Strain Engineering, Quantum Transport and Synthesis of 

Atomically-thin Two-dimensional Materials 

Abdollah (Ali) Motmaen Dadgar 

 

Two-Dimensional (2D) materials such as graphene, Transition Metal Dichalcogen ides 

(TMDs) and Metal Monochalcogenides (MMs) are the next generation of smart devices because 

of their outstanding novel properties. Monolayer (one molecule thick.) of famous TMDs such as 

MoS2, MoSe2, WS2 and WSe2 exhibit phenomenal physical properties including but not limited to 

low-energy direct bandgap and large piezoelectric responses. These have made them potential 

candidates for cutting-edge electronic and mechanical devices such as novel transistors and PN-

junctions, on-chip energy storage and piezoelectric devices which could be applied in smart 

sensors and actuators technologies. Additionally, reversible structural phase transition in these 

materials from semiconducting phase (ρὌ) to metallic phase (ρὝ) as a function of strain, provide 

compelling physics which facilitates new era of sophisticated flexoelectric devices, novel switches 

and a giant leap in new regime of transistors. 

One iconic characteristics of monolayer 2D materials is their incredible stretchability which 

allows them to be subjected to several percent strains before yielding. In this thesis I provide facile 

techniques based on polymer encapsulation to apply several percent (6.5%) controllable, non-

destructive and reproducible strains. This is the highest reproducible strain reported so far. Then I 

show our experimental techniques and object detection algorithm to verify the amount of strain. 

These followed up by device fabrication techniques as well as in-depth polarized and unpolarized 

Raman spectroscopy. Then, I show interesting physics of monolayer and bilayer TMDs under 



 

 

strain and how their photoluminescence behaviors change under tensile and compressive strains. 

Monolayers of TMDs and MMs exhibit 1-10 larger piezoelectric coefficients comparing to bulk 

piezo materials. These surprising characteristics together with being able to apply large range 

strains, opens a new avenue of piezoelectricity with enormous magnitudes higher than those 

commercially available. Further on 2D materials, I show our transport experiments on doped and 

pristine graphene micro devices and unveil the discoveries of magneto conductance behaviors. To 

complete, we present our computerized techniques and experimental platforms to make these 2D 

materials. 
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Preface 

This thesis is divided into four parts. Part A which covers chapters 1-3 provides basic science 

to understand 2D microsystems. Part B, chapters 4-6 is the main body of this thesis which gives 

experimental and theoretical studies of mechanical deformation and strain in microsystems. Part 

C - chapter 7 and 8, elaborates quantum transport of 2D devices focused on pristine and n-doped 

graphene. Part D covers the experimental methods of manufacturing these materials; graphene and 

TMDs presented in chapter 9 and 10 respectively. 

In Part A ï chapters 1, 2 and 3, I provide some brief physics of 2D systems which is crucial 

to understand the rest of the thesis. Starting with principles of quantum mechanics, we present the 

foundations of 2D devices with their exceptional physical properties. We then introduce famous 

materials such as graphene and TMDs focusing on their structural characteristics such as 

polymorphism, electronic and phonon structures, Van der Waals interactions, etc. 

Part B consisting chapters 4, 5, 6, convey the main message of this thesis: strain engineer ing 

of two-dimensional microsystems. In chapter 4, we first discuss different types of strains 

applicable to 2D microsystems: uniaxial stress, uniaxial strain, plane stress ï all for thin 

membranes and plane strain for thicker devices. Then we introduce all possible methods for 

applying strain. At the end of this chapter, we introduce our novel technique to apply 

groundbreaking and controllable strain. Moreover, chapter 5 is dedicated some state-of-the-art 

fabrication techniques which are crucial to understand device requirements for this dissertation. 

Finally, chapter 6 are main experimental results which is divided into chapter 6.1 ï Raman Signals 

Processing and 6.2 ï Photoluminescence Signals Processing. 

Part C comprises chapters 7 and 8. It presents interesting results of transport measurements 

of pristine and n-doped graphene. In these measurements we explain how magneto resistance is 

different in two different types of graphene micro devices. We use advanced data analysis 
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techniques to discover the giant temperature dependence and inherent oscillation of conductivity 

of n-doped graphene in different carrier densities with various magnetic fields, which do not exist 

in pristine graphene devices. 

Part D at the end of this thesis, provides detailed technology of growing graphene and how 

to dope it with nitrogen. Then, we explain the Chemical Vapor Deposition (CVD) techniques to 

grow single layer TMDs in the fully computerized furnace setup we made for this purpose. We 

represent our results on MoSe2 which we successfully made it for the first time ï since there was 

no report at that time (2013). 
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PHYSICS OF TWO DIMENSIONAL MICRISYSTEMS  
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CHAPTER 1 

 

An Introduction to Two Dimensional Materials 
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1.1 Physics in Two Dimensional Limits  

 

        Two dimensional (2D) or layered materials which exhibit strong in-plane covalent bounds 

and weak van der Waals out-of-plane forces have attracted incredible attention because of their 

unusual astonishing phenomena. These properties are attributed to modulation of band structure 

and quantum limitations of density of states while moving from bulk to thin and single layers.  

    

Graphene 

        Graphene is the most famous 2D material and it is well known for its novel optical, 

electronical and mechanical properties. In 2004 Novoselov and Geim demonstrated novel 

technique of single layer exfoliation of graphene revealing its interesting physical properties. 

These properties are the reasons of linear energy dispersion of single layer graphene at K-point.  

Those properties directed researches to new field of Fermi-Dirac physics. Figure 1.1-1 shows a 

single layer graphene and it allotropes in Carbon Nano Tubes (CNTs) and C60 carbon balls [1] [2] 

 

Figure 1.1-1- Various allotropes of graphene formed in honeycomb lattice. Top left: single layer graphene, top right: 

how stacks of monolayers are formed; bottom left: carbon nano tube (CNT) which is considered as rolled monolayer 

graphehe; bottom right: C60, a monolayer graphene in spherical form [2] 
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Graphene unit cell and lattice vectors: 

 

Figure 1.1-2- Wigner-Seitz unit cell and lattice vectors of graphene in real space. A and B show different sublattices 

in honeycomb structure of graphene 

 

In order to understand the physics of solids we need to understand the atomic structure and the 

unit cell which presents the repeating structure of solids. The unit cell simplifies the structure. 

Wigner-Seitz cell is the locus of points in the crystal that are the closet to the lattice points. 

These points represent the lattice vectors as shown in Fig. 1.1-2 for graphene structure: 

ὥ
ὥ

ς
σȟЍσ 

ὥ
ὥ

ς
σȟЍσ 

Once we have the lattice vectors in Wigner-Seitz unit cell in real space, we can produce the 

reciprocal lattice (RL) which presents the momentum space. The primitive cell for momentum 
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space is called Brillouin Zone (BZ) which is a Wigner-Seitz cell of reciprocal lattice. According 

to the quantum mechanics and the free electron model, for periodic lattice, the potential is also 

periodic. According to Blochôs theorem, the wave function solution of Shrodingerôs Equation 

(SE), when the potential is periodic is, for two dimensional lattice: 

‪ὼȟώ Ὡ Ȣόὼȟώ  

Where ‪ὼȟώ is the steady state solution of Shrodingerôs Equation which could be written as: 

ᴐ

ςά

Ὠ‪

Ὠὼ
ὠ‪ Ὁ‪ 

This equation is called time independent Schrodingerôs equation (TISE). In these relations, ὶ is 

lattice vector, Ὧ is wave or momentum vector, ᴐ is Dirac constant, ά is the mass, ὠ is potential 

and Ὁ is constant. 

 In order the wave equation to be periodic, the Ὡ Ȣ part of the Blochôs theorem should be 

periodic then we simply have: 

Ὡ Ȣ ρO  ὯȢὶ ς“ 

Now we will use this relation to produce the momentum space or BZ in graphene. In three 

dimensional space, we can write reciprocal vectors as following: 

ὦ ς“
ὥ ὥ

ὥϽὥ ὥ
 

ὦ ς“
ὥ ὥ

ὥϽὥ ὥ
 

ὦ ς“
ὥ ὥ

ὥϽὥ ὥ
 

Then for graphene which is in two dimensional space, we will have: 

ὦ
ς“

σὥ
ρȟЍσ 
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ὦ
ς“

σὥ
ρȟЍσ  

As shown below, these two vectors represent the first BZ in the momentum space: 

 

 

 

 

 

Figure 1.1-3- Wigner-Seitz unit cell of Reciprocal Lattice of graphene which is the first Brillouin Zone 

 

Which provides two different energy dispersions corresponding to two different sublattices A 

and B, shown in Fig. 1.2-1. In order to compute energy dispersion in graphene, we first focus on 

tight binding model.  

 In tight binding (TB) model, a solid is assumed to have periodic potential. Any electron is 

bounded to the neighbor electrons. Then the wave function of any electron is simplified to be 

considered of being affected by neighboring electrons. We write SE for steady state situation 

Ὁ‪ Ὄ‪ 

Ὁ‪ ὸ‪ ‐‪ ὸ‪  

Since Hamiltonian matrix Ὄ, is Hermitian, then all its diagonal elements are ‐ and elements on 

top of diagonal and under should be ὸ. These will lead us the wave equation as following: 

‪ ‪Ὡ Ȣ  

Ὁ‪ Ὄ ‪  

Then, we will have the relation for periodic energy state Ὁ ï the energy dispersion relation: 

Ὧ 

ς“

σὥ
ȟ
ς“

σЍσὥ
 

ς“

σὥ
ȟ
ς“

σЍσὥ
 Ὧ 

Ὧ 

Ὧ 

ὦ 

ὦ 
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ὉὯ Ὄ Ὡ Ȣ  

ὉὯ Ὧ ‐ ςὸὧέίὯὥ ςὸὧέίὯὥ 

Fig. 1.1-4 shows the lattice vectors of graphene in real space. The Hamiltonian for the center 

lattice pair which is the nth element in the lattice ï without considering the TB model, will be: 

Ὤ
‐ ὸ
ὸ ‐

 

With considering the TB model to the neighboring sublattices, we will have: 

ὬὯ
‐ Ὤᶻ

Ὤ ‐
 

Ὤ ὸρ Ὡ Ȣ Ὡ Ȣ  

 

 

 

 

 

 

 

Figure 1.1-4- The lattice vectors of graphene in real space in a tight binding model 

 

The dispersion relation will the eigenvalues of Hamiltonian which will be: 

ὩὭὫὩὲὺὥὰόὩί‐ ȿὬȿ 

Now we would like to calculate ȿὬȿ in order to derive dispersion relation for graphene. Before 

that, lets simplify lattice vectors as following: 

a0 

A B 

π π
ὸ π

Ὡ Ȣ  

π π
ὸ π

Ὡ Ȣ  
π Ô
π π

Ὡ Ȣ  

π Ô
π π

Ὡ Ȣ  

‐ ὸ
ὸ ‐
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ὥ
σὥ

ς
ὼ
Ѝσ

ς
ὥώḳὥὼ ὦώ 

ὥ
σὥ

ς
ὼ
Ѝσ

ς
ὥώḳὥὼ ὦώ 

Ὤ ὸρ Ὡ Ȣ Ὡ Ȣ ὸρ Ὡ Ὡ ὸρ ςὩ ÃÏÓὯὦ  

ȿὬȿ ὬὬᶻ 

ȿὬȿ

ὸ
ρ τÃÏÓὯὥÃÏÓὯὦ τὧέίὯὦ 

Ὁ ‐ ὸρ τÃÏÓὯὥÃÏÓὯὦ τὧέίὯὦ 

Considering the Taylorôs expansion for cosine function for small x values: 

ὧέίὼḗρ ὼ 

ὧέίὼḗρ ὼȾς 

and after doing algebra and simplifications: 

Ὁ ‐ ὸὯ Ὧ ‐ ὸȿὯȿ ‐ ᴐὺȿὯȿ 

This gives a cone shape dispersion relation with a famous Dirac point in the origin: 

 

 

 

 

 

Figure 1.1-5- The energy dispersion relation of graphene showing the Dirac point in the origin. 

 

 

 

Ὁ 

Ὧ 
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Doping effects 

        Graphene doping ï which is the substitution of some of carbon atoms with another atom is 

used to control and engineer the physical properties of pristine graphene. This technique and 

related transport measurements will be discussed in part C of this dissertation. Depending on the 

type of doping ï n or p, we can increase or decrease Fermi level. One famous method of n-doping 

is replacing some of carbon atoms with nitrogen atoms that introduce 1 excess electron per 

replaced nitrogen atom because of the atomic number discrepancy between carbon and nitrogen. 

Instead, in order to p-dope graphene lattice, we can ï for example use boron atoms replacing some 

of carbon atoms. This will cause lack of one electron per boron atom replaced with carbon atoms. 

Since n-doping introduce more electrons to the lattice, it shifts Fermi level while p-doping plays 

opposite role. 
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1.2 Transition Metal Dichalcogenides 

 

1.2.1 Basics 

         

        Transition Metal Dichalcogenides (TMDs) are one category of 2D materials with chemical 

formula MX2 where M is a transition metal and X is a chalcogen atom. These materials 

demonstrate unique optical and electronical properties [3, 4]. In single layers of these materials, a 

hexagonally-ordered M atoms are sandwiched between two another hexagonally-ordered X atmos. 

Figure 1.2-1 and 1.2-2 show atomic arrangement of these materials in 2H and 1T phases [5]. About 

40 compounds of these materials are assumed to be layered materials [6]. Different stacking orders 

of monolayers causes different bulk types [7]; while monolayers could exist in metallic, 

semiconductor or semi metallic phases.  

 



 

11 
 

Figure 1.2-1- Transition metal dichalcogenides (TMDs) in the form of  MX2 semiconductor (2H) phase. Upper right: 

single molecule; upper left: side view of chain of molecules; bottom: outline view in which metallic plane sandwiched 

between two chalcogen planes. 

 

          

Figure 1.2-2 - Transition metal dichalcogenides (TMDs) in the form of MX2 in 1T phase. Upper right: single 

molecule; upper left: side view of chain of molecules; bottom: outline view in which metallic plane sandwiched 

between two chalcogen planes. This phase could be assumed as X-planes glided with respect to M-plane and each 

other. 

 

        MoS2, MoSe2, WS2, WSe2 are the most common TMDs. MoTe2, WTe2 are another examples. 

All of these materials are semiconductor at 2H atomic arrangements and metallic at 1T outline  [8]. 

Some TMDs such as PtSe2 demonstrate metallic characteristics in 2H phase instead ï and are 

semiconductor at 1T atomic arrangements [9] [10]. More information about phases is indicated in 

the next section. 

        One interesting aspect of monolayer TMDs is their direct bandgap because of different 

bandstructure comparing to bulk form. Figure 1.2-3 shows how an indirect bandgap changes to a 

direct bandgap with eliminating phonon effects. In monolayer TMDs, electrons and holes have the 
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same momentum in conduction and valence bands. These causes an electron directly emit a 

photon. In multilayer or bulk TMDs, the momentum of electrons and holes are different in 

conduction and valence bands, then an electron should pass through an intermediate state and 

transfer its momentum to the crystal lattice. This causes an indirect photon radiation which is called 

indirect bandgap. 

 

Figure 1.2-3- direct and indirect bandgap of semiconductor (2H) phase TMDs. Unlike to monolayer TMDs, in bulk 

or multilayer forms, the photon emission is phonon assisted. 
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1.2.2 Polymorphism 

 

        Unlike graphene in which the electronic properties is the cause of hybridization of ósô and ópô 

orbitals, in TMDs, electronic structure depends on ódô orbitals of metallic atoms because ópô 

orbitals are located much lower than Fermi level. Single layer TMDs are found in three polytypes: 

1H(2H), 1T and 1Tô phases. The unit cell of 2H and 1H phases is trigonal prismatic which is D3h 

point group - honeycomb motif.  On the other hand, 1T phases have octahedral unit cell ï D3d point 

group ï centered honeycomb motif. The international structural symbol, space group number and 

Schönflies symbols for 2H phases are φάς , 187 and Ὀ  respectively. The same nomenclature 

for 1T phase is Ὑσά, 166 and Ὀ  respectively. Since 1T phase is not stable, the newly formed 1T 

phase distorts to 1Tô phase which is a stable metallic phase [11]. Figure 1.5 and 1.6 illustrate these 

definitions. In general, group 6 transition metals Cr, Mo, W, demonstrate semiconducting behavior 

(1H phase) because of their half-filled ódô orbitals. Their bandgap increases with the atomic 

number of correlated chalcogens. For instance, the bandgap of monolayer WSe2 (1.65 eV) is 

smaller than the bandgap of monolayer WS2 (2.05 eV) since the atomic number of sulfur (16)  is 

much smaller than the atomic number of selenium (34) 1. 

                                                                 
1 These bandgaps are measured on polymer stack ς not on SiO2 substrates. Detail will be discussed in the Results 

section. 
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Figure 1.2-4- Two main polytypes of single layer TMDs. Right: 1H phase with trigonal prism in which the top and 

bottom chalcogen atoms are aligned and form an equilateral triangle. Left: 1T phase which is trigonal antiprism ï top 

and bottom triangularly-formed chalcogen are now rotated by 60°. This phase is not stable and eventually distorts to 

1Tô phase. Diamonds on the bottom images show the primitive cells for each phase. 

 

        In 1H phase, ódô orbitals split into 3 degenerate states: dz2, dx2-y2,xy and dxy,yz ,while in 1T 

phase, ódô orbitals split into 2 different degenerate states: dxy,yz,zx and dx2-y2,xy. Theoretically, these 

phases are reversibly alterable to each other by structural deformation [5]. They eventually deform 

to a distorted version 1Tô phase which is an intrinsic band inversion between ópô orbitals of 

chalcogen atoms and ódô orbitals of metal atoms. While these structural deformation occur, there 

are possible boundary structures revealing that the crystal structures on the edges and boundaries 

are complex [12].  For any different glide in metallic or chalcogen planes we might have different 

phase transitions as table 1.2.1 shows this. 
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Figure 1.2-5- Three main polytypes of single layer TMDs. 2H or 1H phase is semiconductor phase, while 1T and 1Tô 

are metallic phases. 1T phase is not stable then upon formation, changes to 1Tô phase which is a stable and distorted 

version of 1T phase. Blue spheres represent metal atoms and yellow spheres represent chalcogen atoms. 

 

 

Figure 1.2-6- Three different possible glides of atomic planes that might generate various polytypes 
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Phase 

Transition 

Gliding Plane Possible 

Boundary 

Structures 

2H Č 1T M + X (or Xô) 

X (or Xô) 

Ŭ+ɓ+ɔ 

Ŭ+ɔ or ɔ 

2H Č 2Hô  M 

X + Xô 

Ŭ+ɓ+ɔ 

ɔ 

1T Č 2H M + X (or Xô) 

X (or Xô) 

Ŭ+ɓ+ɔ 

Ŭ+ɔ 

1T Č 1Tô M + X (or Xô) Ŭ+ɓ+ɔ 

 

Table 1.2-1- possible boundary structures for various glides. Boundaries and edges undergo complex structural 

changes under any atomic glides. These complex atomic structures are known as Ŭ, ɓ and ◓ [12]. This literally means 

that phase change is not a uniform process ï edges do not undergo the same structural change as it is expected in the 

middle regions. 

 

Following table shows space group symmetry and metal coordination of TMDs in 1T and 2H 

phases: 

Phase Space group symmetry Metal coordination 

1T, 1Tô P3m1 Octahedral 

2H P6m2 Trigonal prismatic 

3R R3m Trigonal prismatic 

 

 Table 1.2-2- space group symmetry of different phases on TMDs 
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1.2.3 Principal Structural Directions  

 

        2H phase TMDs have honeycomb lattice structure as illustrated in previous figures. Figure 

1.8 shows two main lattice directions named zigzag and armchair. Later we will see that these 

principal directions are very important in characterizing the physical properties. 

 

Figure 1.2-7-Two principal directions ï zigzag and armchair are shown in perspective view of 2H phase TMDs 

 

Determination of zigzag and armchair directions in graphene 

In graphene, both G and 2D peaks undergo redshift by strain. G peak splits into two different peaks 

called as G+ and G-. These peaks are not only linearly polarized, but they have also orthogonal 

polarization [13]. Polarization dependence of scattering intensity is ὍᶿȿὩ ὙὩ ȿ where Ὡ and 

Ὡ are the unit vectors of the polarizations of incident and emitted lights [14]. The intensity of the 

scattered Raman spectrum of G+ and G- modes will be as follows: [13] 

 
Ὅ ᶿὨὧέίɲ • σ—

Ὅ ᶿὨίὭὲɲ • σ—
 

Where d is the amplitude of vibration in Raman tensors and — is the angle between arbitrary 

(unknown) axis of strain and x-axis of zigzag direction as shown in the following figure[13] : 
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Fig 1.2.9 - Schematic diagram of unknown direction of applied strain with the unit vectors of incident and emitted 

lights for graphene 

 

In order to realize the direction of crystal in the sample, there is a need to apply about 2% uniaxia l 

strain in any arbitrary direction to make sure splitting in G peak occurs. The above set of equation 

reveal that Ὅ  is maximized when ɲ • σ— is minimized.  In Renishaw Raman setup, the 

incident light is always linearly polarized in x-axis when x is left-to-right direction while looking 

into the microscope. The polarization could be rotated by applying a half-wave plate in the path of 

incident light (a rotation of •ςϳ  will rotate the polarization by • in which the scattered light 

intensity is proportional to ίὭὲ•). Meanwhile, the emitted light is always set to be in horizonta l 

(x) direction in order to be able to acquire maximum possible intensity by the grating. As a 

conclusion, once we rotate the polarization of incident light, when its direction overlaps the strain 

direction • π, then the intensity becomes maximum. On the other hand, the intensity of Ὅ  

will be minimized because of the orthogonality of these split peaks.  

 

Determination of zigzag and armchair directions in TMDs ï CVD grown single layers 

For CVD grown samples with triangular shapes, the direction of structures are shown in Figure 

1.2.10. Nucleation happens in equilateral triangles by nature in which the size is controllable by 

process parameters. Proofs are indicated in the next sections. 
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Fig 1.2.10. Atomic arrangement of molecular CVD grown triangular shape flakes. Orthogonal to one edge is armchair 

direction ï while parallel is zigzag direction 

 

 

Determination of zigzag and armchair directions in TMDs ï straining method 

In the cases that there are Raman peaks split into two orthogonal polarizations such as the G peak 

in graphene, the polarization dependent Raman spectroscopy could also be applied to realize the 

crystal orientation. For instance, Ὁ  peak in MoS2 splits into two orthogonal peaks (Ὁ  and Ὁ ) 

under strain[15] [16]. Similar to graphene, when the intensity of Ὁ  mode is maximized then the 

related angle of polarization on the substrate reveals the direction of the crystal (—). Then the 

sample could be rotated to align the desired crystal direction in the direction of the strain. 

 

Determination of zigzag and armchair directions in TMDs ï SHG method 

In addition, the direction of crystal in triangular CVD grown structures may be determined by 

second harmonic generation (SHG) analysis. These results were verified by atomic resolution 

scanning Transmission Electron Microscopy (TEM) [17]. SHG is a nonlinear optical process in 

which photons interact with a crystal and generate secondary photon with twice frequency.  
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Fig 1.2.11- Second Harmonic Generation analysis used to identify crystal orientation. As the polar plot reveals, the 

intensity of second harmonic is maximized when the polarization direction of the incident laser is aligned with 

armchair direction [17] 

 

Determination of zigzag and armchair directions in TMDs ï TEM and STM assisted 

As the structure of TMDs exhibit strong anisotropy response for Raman scattering, Raman 

intensity polar plot also could be compared with the real atomic resolution image out of TEM or 

STM to observe the effect of polarization direction on the intensity of each Raman mode. Then 

the acquired polar plot could be referred as the base of arbitration of the crystal orientation [18] 

 

Fig 1.2.12- Anisotropic response of 

ReS2 together with TEM atomic 

resolution images used to generate 

polar plot and compare the intensity 

of the modes with the polarization 

angle of the incident laser l ight 
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1.2.4 Electronic Characteristics 

 

        The physical properties of TMDs are strongly dependent on the coordination of metal and 

chalcogen atoms and degeneracy of ódô orbitals of metal atoms. This gives variety of possible 

electronic behaviors to TMDs. These properties are summarized in table 1.2.3 [19] 

Group M  X Properties 

4 Ti, Hf, Zr S, Se, Te Semiconductor: Eg=0.2-2.0 eV 

Diamagnetic 

5 V, Na, Ta S, Se, Te Narrow band metals (ɟ~10-4 ɋcm) or 

Semimetals. Superconducting. Charge density wave 

(CDW).  

Paramagnetic, antiferromagnetic, or diamagnetic 

6 Mo, W S, Se, Te Sulfides and selenides are semiconducting (Eg~1.5-1.8 

eV). 

Tellurides are semimetallic (ɟ~10-3 ɋcm). 

Diamagnetic 

7 Tc S, Se, Te Small gap semiconductors. Diamagnetic 

10 Pd, Pt S, Se, Te Sulfides and selenides are semiconducting (Eg~0.4eV) and 

diamagnetic. Tellurides are metallic and paramagnetic. 

PdTe2 is superconducting. PtSe2 is semiconductor 

(Eg~1.2 eV) 

 

Table 1.2-3- General physical properties of TMDs [19] 
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CHAPTER 2 

 

Phonon Structure and Raman Spectroscopy 
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2.1 Introduction  to the Physics of Raman 

Raman spectroscopy is a light scattering technique to probe vibrational modes of materials 

which was discovered by Sir C.V.Raman. In 1928, he observed frequency-shifted lines in the 

spectrum of scattered laser light. He used laser light to shoot monochromatic photons to a sample 

and discovered the relative shift of primary photons corresponded to the vibrational and rotational 

frequencies of the scattering molecules. At the time, this process had been theoretically predicted 

by Smekal in 1925. Raman called it Raman effect and became the fundamental of Raman 

Spectroscopy.  

The interaction of photons and the material (phonons) could be elastic or inelastic. Fig. 2.1-

1 illustrates different scattering techniques when laser light interacts with a material. Elastic or 

Rayleigh scattering causes no shift in neither photonsô frequencies nor wavelengths. Instead, 

inelastic scattering of monochromatic light involves with some frequency or wavelength shifts. 

The quality and quantity of these corresponding shifts represent the vibrational physics of 

molecules or atoms [14] [20]. 

 

 

 

 

 

 

 

 

Figure 2.1-1- Different types of scattering. Basics of Raman Scattering is based on inelastic Stokes and Anti-Stokes 

scattering. 
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Stokes inelastic scattering happens when the energy of the scattered photons is decreased. 

On the other hand, anti-Stokes inelastic scattering happens when the energy of photons increases 

(redshifts). The amount of frequency shift is independent of the initial frequency of incident light 

and therefore, is a unique property of atom. 

In order to observe Raman spectrum, we need high spectral resolution ï less than 1 cm-1. 

When light interacts with matter, an electric dipole moment2 is generated which emits radiation. 

The induced diploe moment ὖᴆ  which is a measure of the systems polarity, is the product of 

polarizability or Raman tensor Ὑ and incident laser lightôs electric field Ὁᴆ : 

ὖᴆ Ὑ Ὁᴆ 

 

Raman or polarizability tensor, 2 which is a second rank tensor, exhibits the effect of incident 

lightôs electric field on the generated dipole moments. I other words, it shows how easy a molecule 

can distort the electric field of the incident light. In general, we may write the following equation 

in the matrix format: 

ὖ
ὖ

ὖ

Ὑ Ὑ Ὑ

Ὑ Ὑ Ὑ

Ὑ Ὑ Ὑ

Ὁ
Ὁ

Ὁ
 

Recall that electric field of incoming light has sinusoidal oscillation: Ὁ ὉÃÏÓς“ὺὸ where 

Ὁ is the amplitude and ὺ is the frequency of the incident light and ὸ is time. This results dipole 

moment to be ὖ ὙὉÃÏÓς“ὺὸȢ As a conclusion, an oscillating monochromatic light Ὁ with 

coherent frequency ὺ, generates an oscillating dipole moment ὖ with the frequency that might be 

affected with the corresponding Raman or polarizability tensor Ὑ. Polarizability of a molecule 

                                                                 
2 Electric dipole moment ὖᴆ ήὨᴆ, where q is coulomb charges with d as displacement vector, is the result of 

polarizability of polar molecules as a function of nuclear coordinates. 
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changes a function of distance ὶ of vibrating atoms. Therefore, Raman tensor could be expanded 

by Taylorôs expansion in powers of internuclear distance ὶ: 

Ὑ Ὑ
‬Ὑ

‬ὶ
ὶ ὬὭὫὬὩὶ έὶὨὩὶί 

where Ὑ  is static polarizability and ‬Ὑ‬ὶϳ  is the contribution of vibrational modulations. Since, 

molecular vibrations are time-dependent, assuming that the frequency of the moleculeôs vibration 

is ὺ  then, the vibrational coordinates could be written as: 

ὶ ὶÃÏÓ ς“ὺὸ 

Concretely, the applied dipole moment could be expressed as: 

ὖ ὙὉÃÏÓς“ὺὸ
ρ

ς

‬Ὑ

‬ὶ
ὶὉ ÃÏÓς“ὺ ὺ ÃÏÓς“ὺ ὺ  

The first term ὙὉÃÏÓς“ὺὸ is Rayleigh or elastic scattering term that the frequency of light 

is reserved. Meanwhile, second term redshifts the frequency which is called Stokes Raman 

scattering. On the other hand, third term blueshifts (increases) the frequency of incoming light 

which is called Anti-Stokes Raman scattering. 

 Considering that the Raman tensor is symmetric, it could be diagonalized by transferring 

to a new coordinate system ὼǲώǲᾀǲ such that: 

Ὑ

Ὑǲ π π
π Ὑǲ π

π π Ὑǲ

 

The Raman Polarizability Ellipsoid is then defined as: 

Ὑǲὼǲ Ὑǲώǲ Ὑ ᾀǲ ρ 
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ở

Ở
ờ ὼǲ

ρ

ὙǲỢ

ỡ
Ỡ

ở
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ὙǲỢ

ỡ
Ỡ

ở

Ở
ờ ᾀǲ

ρ

ὙǲỢ

ỡ
Ỡ

ρ 

that crosses ὼǲ-axis at  ρ Ὑǲϳ  , ώǲ-axis at  ρ Ὑǲϳ  and ᾀǲ-axis at  ρ Ὑǲϳ  . When the shape of this 

Raman Ellipsoid changes after scattering the light, then there would be at least one vibrational 

mode in the related material which is Raman active ï that is, changes the frequency of the 

incident light. 

2.2 Polarized and Unpolarized Raman Spectroscopy 

In normal Raman spectroscopy, the incident light is normally monochromatic linearly 

polarized light. The direction of polarization ï that is the direction of incident lightôs electric 

field could be rotated by half-wave plate and in addition, its polarization could be altered to 

circularly polarized light by the means of a quarter-wave plate [21]. 

Here we focus to use half-wave plate to be able to rotate the direction of incoming 

linearly-polarized light since we wonôt use circularly-polarized light. If the plateôs axis is located 

in the direction of light, then the outgoing light will remain at the same direction. However, if we 

rotate the half-wave plate by —, then the direction of electric field will be rotated by ς—. 

Once the laser light ï with the electric field in the controlled direction is shined into the 

sample, the scattered light could contain all polarization directions. The Raman Spectroscopy 

Setup, should contain an analyzer which acts as a polarizer and transmits photons to CCD 

detector as shown in the Fig. 2.2-1. This figure shows the Renishaw © Raman setup that we used 

for this dissertation. 
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Figure 2.2-1- Renishaw Raman Microscope setup for unpolarized Raman Spectroscopy. The linearly-polarized light 

is always from left to right but the scattered light could comprise all directions. 

 

 As I will describe later in this chapter for 2D materials, we need to probe polarized Raman 

spectroscopy. For this purpose, after controlling the incident lightôs direction, we need to send the 

scattered light to the analyzer in parallel or orthogonal to the direction of incident light. As 

described, analyzer acts as a polarizer. Then it is sensitive to its transmission axis. Understanding 

this axis is crucial for polarized Raman spectroscopy. Once the axis is defined, we can investigate 

the scattered light in desired/polarized directions. 

 First of all, we have to add optical elements to our unpolarized Raman setup as shown in 

Fig. 2.2-2. We use half-wave plate to rotate the direction of incident light into the desired axis and 

a linear polarizer on a rotatable mount before analyzer to rotate the scattered light in a desired 

direction. The first goal is to realize the direction of analyzer so we would be able to send scattered 

light parallel or perpendicular to the axis of analyzer. For this purpose we need a material that does 
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Figure 2.2-2- Renishaw Raman Microscope setup for unpolarized Raman Spectroscopy, modified for polarized 

Raman spectroscopy by adding two optical elements: half-wave plate and a linear polarizer on a rotatable mount. 

 

not change the direction of scattered light. CCl4 molecule is a famous material for this purpose 

which has a symmetric phonon mode at 460 cm-1 famous as ὃρ mode. Then the direction of 

polarization remains unchanged for this mode. See Fig. 2.2-3 for illustration of the molecule and 

modes. By inserting a rotatable linear polarizer before analyzer while keeping the incident 

polarization direction fixed, we could play with different polarization direction of scattered light 

to realize which direction is parallel to the incident light which is orthogonal. The intensity of ὃρ 

mode for parallel polarization is maximum while it is diminished almost to zero for cross-

polarization. When incident light and probed scattered light are parallel it is called parallel-

polarized spectroscopy. Meanwhile, when the probed scattered light is orthogonal to the incident 

lightôs direction it is called cross-polarized spectroscopy. We use Portoôs Notation to show these 

terminologies. In the case of parallel-polarization we use ὤὢὢὤӶ or ὤὣὣὤӶ. ὤ indicates the 

direction of the incident light and ὤӶ shows the direction of scattered light which in this case, is 

Linear polarizer on a rotatable mount 
(for Polarized Raman Spectroscopy) 

Half-wave plate 
(to rotate polarization if needed) 

scattered 
light 

incident 
light 

sample 
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along the ὤ direction. ὢὢ or ὣὣ reveals that the direction of polarization of incident and 

scattered light are parallel. Furthermore, in the case of cross-polarization we use ὤὢὣὤӶ or 

ὤὣὢὤӶ that indicates the direction of incoming light and scattered light are perpendicular. 

 

 

 

 

 

Figure 2.2-3- Symmetric molecule of CCl4 with symmetric vibration modes ὃρ 

 

By now, we know the direction of the analyzer. By rotating the direction of linear polarizer before 

analyzer, we can measure cross- and parallel-polarized Raman. The ratio between the 

perpendicular component and the parallel component is called depolarization ratio ”: 

”
Ὅ

Ὅ
 

Where Ὅ and Ὅ are the intensities of modes in cross- and parallel-polarization setup. For a 

symmetric vibrational mode, depolarization ratio is very small. For higher values of ” πȢχυ, the 

mode is called highly depolarized band. Meanwhile, for ” πȢχυ, the phonon mode is considered 

polarized and symmetric such as ὃρ mode in CCl4. Higher the depolarization ratio is ï the more 

asymmetric the vibration mode will be. 
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 Fig 2.2-4 shows the unpolarized Raman spectrum of CCl4 with 532nm of excitation laser 

energy at different incident angles. As you notice, with unpolarized setup ï even by rotation of 

incident lightôs polarization direction, we were not able to observe the depolarization effect. 

 

Figure 2.2-4- Unpolarized Raman spectroscopy of CCl4. With unpolarized Raman, it is not possible to observe the 

symmetric effect of  ὃρ mode. 

 

Then, we have to switch to polarized Raman spectroscopy to use the characteristics of ὃρ mode 

to determine the analyzerôs direction. Fig 2.2-5 shows the polarized Raman scattering of this 

molecule. Dividing the intensities of modes in cross- and parallel-polarization setups, computes 

the depolarization ratio. The calculated ratio ” πȢπσ shows a totally-polarized and symmetr ic 

phonon mode at 460 cm-1 as we expected. For measuring cross-polarized Raman scattering of a 
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Figure 2.2-5- Symmetric molecule of CCl4 with symmetric vibration modes ὃρ. With the help of polarized Raman 

spectroscopy, the angle corresponding to the lowest intensity recorded which is the angle of analyzer. 

 

material, we change the setup to the cross-polarization or orthogonal state in which the incident 

light and probed scattered light are perpendicular to each other. This is opposite for parallel setup 

in which the incident and probed scattered lights are parallel. 

 Fig. 2.2-6 is schematic diagram of polarized Raman setup for measuring Raman spectrum 

of TMDs. More descriptive analysis is provided in Experimental Results section. The incident 

light  

 

 

 

” πȢπσ 

(Totally polarized and symmetric phonon mode) 

tƻƭŀǊƛȊŜŘ wŀƳŀƴ {ŎŀǘǘŜǊƛƴƎ ƻŦ //ƭп aƻƭŜŎǳƭŜ 

ὤὢὢὤӶ 

ὤὣὢὤӶ 



 

32 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2-6- Schematic diagram of polarized Raman setup for measuring parallel- and cross- polarized Raman 

spectra of TMDs 

 

could be rotated for a desired crystal direction. In this case, for any crystal direction ï subject of 

experiment, we should change the linear polarizerôs direction to match with the incident lightôs 

direction ï perpendicular for cross-polarized Raman and vice versa. 

2.3 Phonon Specifications 

Raman active modes for odd number of layers (ONL) and even number of layers (ENL) of TMDS 

are as follow, which shows the phonon modes at ɜ point.; 

ɜ πȢυσὔ ρ ὃ Ὁ πȢυσὔ ρ ὃ Ὁ  

ɜ ρȢυὔὃ Ὁ ὃ Ὁ  

Where N is number of layers. Therefore, for single layer TMDs: 

ɜ ςὃ ὃ ςὉ Ὁ  
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in which only ὃ, Ὁ and Ὁ  are Raman active modes. Meanwhile, ὃ  is acoustic and infrared 

active mode, and Ὁ mode ï other than Raman active, is also acoustic, and infrared active mode. 

Fig. 2.3-1 shows phonon modes of two layer (2L) and monolayer (1L) TMDs. For 2L TMDs, 

phonon modes at ɜ will be: 

ɜ σὃ σὃ σὉ σὉ  

In general, for bulk TMDs: 

ɜ ὃ ςὃ ςὄ ὄ Ὁ ςὉ ςὉ Ὁ  

In the bulk form, only ὃ , Ὁ  and Ὁ  are Raman active modes. 

 

Figure 2.3-1- Phonon modes of bulk, 2L and 1L TMDs.  

 

 

 

Fig. 2.3-2 [20] shows phonon dispersion graph of monolayer MoS2. Optical active modes could 

be out-of-plane mode (ZO), longitudinal optical mode (LO) or transverse optical modes (TO). 

There are also three acoustic mods in longitudinal, transverse and out-of-plane modes (LA, TA 

and ZA respectively). 
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Figure 2.3-2- Phonon modes of monolayer MoS2 [20]. 

 

 

For different modes in samples we might have different Raman or polarizability tensors. For 

example, for bulk TMDs with orthorhombic crystal systems, the Raman active modes have the 

following Raman tensors [14] [20]: 

ὃ ȡ 
ὥ π π
π ὦ π
π π ὧ

 

Ὁ ȡ 
π π π
π π Ὠ
π Ὠ π

ȟ
π π Ὠ
π π π
Ὠ π π

 

Ὁ ȡ 
π Ὡ π
Ὡ π π
π π π

ȟ
Ὡ π π
π Ὡ π
π π π

 

For even number of layers of TMDs ï ENL, the Raman tensor for Raman active modes are: 

ὃ ȡ 
ὥ π π
π ὦ π
π π ὧ

ȟ 

Ὁȡ 
ὧ π π
π Ὠ Ὡ
π Ὡ π

ȟ
π Ὠ Ὡ
Ὠ π π
Ὡ π π

 

For odd number of layers of TMDs ï ONL, the Raman tensor for Raman active modes are: 

 ̟ό
Ŏ
Ƴ
πм
ύ 
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ὃȡ 
ὥ π π
π ὦ π
π π ὧ

ȟ 

Ὁȡ 
π Ὠ π
Ὠ π π
π π π

ȟ
Ὠ π π
π Ὠ π
π π π

 

Ὁȡ 
π π π
π π Ὡ
π Ὡ π

ȟ
π π Ὡ
π π π
Ὡ π π

 

The Raman tensor for monolayer TMDs is discussed in the next section. 

2.4 Strength of Raman Signals 

The magnitude of the Raman tensor Ὑ represents the intensity or strength of Raman signa l. 

Depending on the direction of scattered signal, we can calculate the corresponding signal via: 

ὧὶέίί ὴέὰὥὶὭᾀὥὸὭέὲȡ Ὅθ ὩǶȢὙȢὩǶ  

ὴὥὶὥὰὰὩὰ ὴέὰὥὶὭᾀὥὸὭέὲȡ Ὅθ ὩǶȢὙȢὩǶ 

where ὩǶ is the unit vector in the direction of incident lightôs electric field, and ὩǶ unit vector along 

the scattered lightôs direction - perpendicular to the incident light. Intensity of Raman signal along 

these directions could be probed by choosing parallel or cross polarization setups. Figure 2.4-1 

shows these directions for two dimensional 2H-phase Transition Metal Dichalcogenides. 
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Figure 2.4-1 ï Directions of incident and scattered light with respect to crystalôs Cartesian coordinate systems. x- and 

y-directions represent zigzag and armchair directions respectively. The scattered light is set to the cross-polarization 

geometry with a unit vector perpendicular to the incident lightôs direction. 

 

Corresponding unit vectors of incident and scattered lights could be represented as follows: 

ὩǶ ÃÏÓ—ὼ ίὭὲ—ώ 

ὩǶ ίὭὲ—ὼ ὧέί—ώ 

or in matrix format: 

ὩǶ
ὧέί—
ίὭὲ—
π

 

ὩǶ
ίὭὲ—
ὧέί—
π

 

 

Now, letôs calculate the Raman signal for ὃ mode in cross spectroscopy setup. First we right the 

equation of intensity in cross-polarization setup: 

Ὅ ίὭὲ—ὧέί—π
ὥ π π
π ὦ π
π π ὧ

ὧέί—
ίὭὲ—
π

 

Ὅ
ρ

τ
ὦ ὥ ίὭὲς— 

Scattered light in cross-
polarized spectrum 
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This means that for orthorhombic crystal systems, if we shine the laser light in the direction of 

crystal lattice, that is — π or — ωπ, the intensity of cross-polarized Raman signal for ὃ mode 

will be zero. This interesting physics can be used to determine the crystallographic direction of 

single layer orthorhombic TMDs in cross-polarized setup. I will explain this in detail in 

Experimental Results section.  

 The intensity of ὃ mode in parallel-polarized setup could also be written as follows: 

Ὅ ὧέί—ίὭὲ—π
ὥ π π
π ὦ π
π π ὧ

ὧέί—
ίὭὲ—
π

 

Ὅ ὥὧέί— ὦίὭὲ—  

Which is always nonzero. Then we expect to observe ὃ mode in parallel polarization all the time. 

Furthermore, we would like to calculate the intensity of Ὁ mode in both cross- and parallel-  

spectrums. Considering the Raman tensor for orthorhombic crystal systems, we can write: 

Ὅ ίὭὲ—ὧέί—π
π Ὠ π
Ὠ π π
π π ὧ

ὧέί—
ίὭὲ—
π

ίὭὲ—ὧέί—π
Ὠ π π
π Ὠ π
π π ὧ

ὧέί—
ίὭὲ—
π

 

Ὅ Ὠ ρ ςίὭὲ— ὨίὭὲς— 

And, in parallel-polarized Raman spectrum for this mode, we should have: 

Ὅ ὧέί—ίὭὲ—π
π Ὠ π
Ὠ π π
π π ὧ

ὧέί—
ίὭὲ—
π

ὧέί—ίὭὲ—π
Ὠ π π
π Ὠ π
π π ὧ

ὧέί—
ίὭὲ—
π

 

Ὅ Ὠ ρ ςίὭὲ— ὨίὭὲς— 

As a conclusion, the intensity of Raman spectrum for Ὁ mode is the same for cross- and parallel-

polarized Raman spectroscopy: 

Ὅ Ὅ  
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We will use this important physics in extracting Raman data for single layer TMDs. 

 Meanwhile, larger strains could change the lattice orientation to a triclinic system in 

which the corresponding Raman tensor is a non-diagonal and non-scalar matrix: 

ὃȡ 
ὥ ὧ π
ὧ ὦ π
π π Ὠ

 

Then the Raman intensity of ὃ mode is always nonzero independent of incident lightôs angle  : 

Ὅ ίὭὲ—ὧέί—π
ὥ ὧ π
ὧ ὦ π
π π Ὠ

ὧέί—
ίὭὲ—
π

 

Ὅ ȿὦ ὥὧέί—ίὭὲ—ὧȿς π 

Concretely, intensity of ὃ mode at cross-polarization setup could be used to investigate the 

crystallographic orientation of TMDs at rest or zero strain. When the strain is applied it is not 

guaranteed that the modeôs intensity remains zero because of transformation of Raman tensor. 

This is the reason that we observe ὃ mode at highly-strained WS2 samples only. Subsequently, 

for WSe2, there might be possible contributions of ὃ mode at higher strains but we could not 

observe because ὃ and Ὁ modes are accidentally degenerate in this material. 
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CHAPTER 3 

 

Bandstructure, Excitons and Photoluminescence Spectroscopy 
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Basics 

Spin-valley Coupling 

         As indicated in the previous chapter, metal and chalcogen planes of TMDs make honeycomb 

lattice similar to graphene ï leading to generate two valleys: K and Kô in momentum space. These 

points are the touch points of conduction and valence bands in semimetal graphene while there is 

clear distance between these points in 2H phase TMDs. Ab initio study of the band structure of 2D 

MoS2 reveals a direct bandgap at K-point [22]. The broken symmetry of TMDs because of lack 

of inversion symmetry in parallel with spin-orbit coupling leads to interesting spin-valley physics 

which facilitates spin and valley control in these materials [23]. Fig. 3.1 shows first Brillouin zone 

which contains two valleys in momentum space [24]. 

 

Fig 3.1- First Brilluoin zone and K, Kô valleys which have orthogonal spins [24] 

 

        As indicated in chapter 1, the degeneracy level of ódô orbital of the metal atom reveals the 

physical properties of TMDs. ódô orbitals of the valence band (VB) of 2H phase monolayers, has 

strong spin orbit (SO) coupling. This together with the lack of symmetry causes strong spin-

splitting at VB which is as strong as 148-456 meV for group VI TMDs [25]. Fig. 3.2 shows the 

selection rules for valley polarization.. Then any excitation frequency larger than ɤu but smaller 

than ɤd will excite the upper valence band. Lack of inversion symmetry causes non-zero Berry 

phases and curvatures in K and Kô valleys. Any electron in these valleys possess orthogonal 
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magnetic field with different signs in K and Kô. Then any circularly-polarized excitation laser, 

creates excitons in only one valley (K for instance); while the opposite polarization creates 

excitations on the adjacent valley (Kô for instance). 

 

 

 

 

 

 

 

     

Fig 3.2- Spin-valley coupling and selection rules for group VI TMDs. There is giant spin splitting in valence band, 

while it is ignorable in conduction band [23] 

         

Electronic Band Structure 

        As indicated in the previous chapter, one of the most significance of TMDs is their direct 

bandgap of monolayers at K-point. Fig. 3.3 shows the change of bandstructure of MoS2 moving 

from bulk to monolayer. As you can see, at one layer MoS2, conduction band and valence band 

get closed at K-point causing a direct optical transition at this point [26] 
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Fig. 3.3- Calculated bandstructure of MoS2 ï difference from bulk to monolayer [26] 

 

        Electronic band structure of famous monolayer TMDs ï MoS2, MoSe2, WS2 and WSe2 are 

shown in figure 3.4 Fully relativistic first-principle calculations based on density functional theory 

are used to calculate these energy bands [25] 

 

Fig 3.4- Electronic bandstructure of group VI TMDs calculated using first-principles based on density functional 

theory. Dotted lines show the inclusion of spin-orbit interaction and its effects on bandstructure. [25] 
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        The main player of the electronic properties of TMDs is the degeneracy of ódô orbitals of 

metal atoms. Fig. 3.5 shows the contribution of different orbital degeneracies to the bandstructure. 

This reveals that for monolayer TMDs which have direct bandgap at K-point, px, py, dxy and dyz 

are the main contributors for this bandgap. Instead, at thicker layers or bulk, pz of valence band 

also takes action for the optical transition [27]. 

 

 

Fig. 3.5- contribution of d (p) orbitals of metal (chalcogen) atoms in the evolution of bandstructure [27] 

 

Excitons 

        Any bound state between an electron and a hole is called an exciton. Electron-hole pair is a 

quasiparticle with a coulomb interaction which has neutral charge in total. Any photon with energy 

more than the bandgap of a semiconductor can move an electron from valence band to conduction. 

This process generates a hole in the valence band. The strength of the coulomb interaction of this 

electron-hole pair is called óexciton binding energyô that could be as much as hundreds of meV.  
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STRAIN ENGINEERING  
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CHAPTER 4 

 

Strain Engineering of Two Dimensional Materials 
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4.1   Introduction  

2D materials are capable of undergoing large range strains up to their yield limits [28]. Reports 

reveal huge alteration of their mechanical, electrical, optoelectonical and magnetic properties 

under strain [29, 30]. It is also predicted and experimentally observed that tensile strain at room 

temperature may induce direct-to-indirect bandgap transition [8] [31] [32]. In addition, tensile 

strain enhances the mobility because of scattering of intrinsic phono modes; while compressive 

strain reduces mobility [33, 34].  Other effect of strain is reversible semiconductor-to-metal phase 

change in which those materials undertake structural phase transition from semiconductor to metal 

and vice versa [5, 31, 35, 36]. 

Dynamical control of optical and electrical properties by modifying atomic structure is 

technologically important for information storage and tailoring the physical properties of smart 

materials [37]. This empowers electrical and optoelectronical flexible nanodevices with potential 

stretchability [38]. Furthermore, large mechanical stretchability of odd-layer TMDs and absence 

of inversion symmetry in parallel to their high piezoelectric coefficients, made them novel 

materials for pirezoelectric devices [39]. 

The main effect of the strain on 2D materials is the modulation of electronic band structure and 

also affecting the phonon modes and lattice vibrations as well as magnetic properties. The detailed 

effect of strain on various 2D materials depends on how the applied strain changes anharmonic ity 

of atomic potentials, effective masses and phonon frequencies. These phonon modes could be 

measured by Raman spectroscopy [13]. 
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Hookeôs Law for Isotropic, linear and elastic material 

Considering an isotropic, linear and elastic material, Hookeôs law in Compliance Format can be 

described in the following set of equations: 

    ‐ „ ὺ„ „   

    ‐ „ ὺ„ „  

    ‐ „ ὺ„ „  

    ‎  

    ‎  

    ‎  

 

In Stiffness Format, the Hookeôs law will be in the following form: 

    „ ρ ὺ‐ ὺ‐ ‐  

    „ ρ ὺ‐ ὺ‐ ‐  

    „ ρ ὺ‐ ὺ‐ ‐  

    † Ὃ‎  
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    † Ὃ‎  

    † Ὃ‎  

For a uniaxial loading in which the strain and stress are applied in one direction ï as shown in 

Figure 4.1, the Hookeôs law simplifies to the following set of equations 

    ‐ „ ςὺ„  

    ‐ ρ ὺ„ ὺ„ (L:Lateral) 

    ‐ ‐ȟ„ „ȟ„ „ „ȟ† † † π 

 

                Figure 4.1- illustration of uniaxial tensile and compressive loading 
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4.2   1D or Uniaxial Stress (thin membranes) 

For thin membranes where the thickness is much smaller than the other dimensions, the uniaxial 

loading simplifies as following set of equations. In the case of uniaxial stress, the out plane stress 

is zero („ π), then for an isotropic material, constitutive relations or Hookeôs laws will be 

reduced to:  

    „ π     (Condition of plane stress) 

    „ Ὁ‐ 

    ‐ ‐ ὺ‐ 

    „ ὺ„ 

 

4.3 1D or Uniaxial Strain (thick parts)  

If the thickness of the part ï or the dimension orthogonal to the axis of loading is comparable to 

the dimensions in other directions, Hookeôs law reduces to a very different form: 

    ‐ π  (Condition of plane strain) 

    „ ‐ 

    „ „ „ 

    ‐ π 
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4.4   2D or Plane Stress (thin membranes) 

2D stress is defined to be a state of stress in which the normal stress ůz and the shear stresses Űxz 

and Űyz in the direction perpendicular to the x-y plane are assumed to be zero. This is the case of 

thin plates in which the stress is ignorable in the direction of the plate thickness. 

For isotropic materials: 

    „ † † π (normal and shear stresses) 

    ‎ ‎ π  (shear strains in normal directions) 

    „ȟ„ȟ‐ȟ‐ȟ‐ȟ† ȟ‎ π 

The constitutive relations are: 

    ‐ „ ὺ„  

    ‐ „ ὺ„  

    ‎ †    Ὃ  

    ‐ ὺ „ „  

or 

    „ ‐ ὺ‐  

    „ ‐ ὺ‐  

    † Ὃ‎  

where ɜ is Poissonôs ratio and E is Youngôs modulus of elasticity and G is shear modulus. 

 

Special case: biaxial plane stress 
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When the two in-plane stresses are equal in the case of plane stress, then biaxial plane stress 

occurs. 

 

    „ „ „ 

    ‐ ‐ ‐ 

    „ ‐  ȡὦὭὥὼὭὥὰ άέὨόὰόί 

 

In this case, if we apply a uniform strain in direction normal to the plate thickness ‐, then the 

relation between in plane strain ‐ ‐ ‐  and  ‐ will be: 

    ‐ ‐ 
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4.5   2D or Plane Strain  (thick parts) 

2D strain is defined to be states of strain in which the normal strain ⱦz and the shear strains ◓xz and 

◓yz in the direction perpendicular to the x-y plane are assumed to be zero. This is the case of thick 

plates where the dimension in z-direction is comparable to the other directions and loads are 

applied in x- and y-directions only. 

For isotropic materials: 

    ‐ ‎ ‎ π (normal and shear strains) 

    † † π  (shear stresses in normal directions) 

    „ȟ„ȟ‐ȟ‐ȟ„ȟ† ȟ‎ π 

The constitutive relations are: 

    ‐ ᶻ „ ὺᶻ„  

    ‐ ᶻ „ ὺᶻ„  

    ‎ †    Ὃ  

or 

    „
ᶻ

ᶻ ‐ ὺᶻ‐  

    „
ᶻ

ᶻ ‐ ὺᶻ‐  

    † Ὃ‎  

Where 

    Ὁᶻ  and  ὺᶻ  

For large deformations but small strains, Greenôs stress-stress relations are applicable. Instead for 

large deformations together with large strains, Hencky or logarithmic stress-strain formulas could 

be applied. 
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4.6 Methods of applying uniaxial stress 

The main purpose of uniaxial stress is to investigate the physical properties of materials in specific 

directions. Then it is crucial to develop an accurate platform to apply adjustable incremental strains 

on 2D materials. There are potentially 5 uniaxial methods, each having its pros and cons.  

- Horizontal clamped stretching 

- Cantilever bending 

- AFM tip bending 

- Extra-neutral axis bending ï horizontal pushing method 

- Extra-neutral axis bending ï vertical pushing 

Here I am going to introduce all. I will expand and explain in detail the last method ï óExtra-

neutral axis bending ï vertical pushingô in which our platform is developed on. 

Horizontal clamped stretching method 

The following picture shows this method. Perhaps it is the simplest method that comes to mind 

when thinking of applying strain ï just pulling: 

 

  

 Figure 4.2-Illustration of horizontal clamped stretching method 
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In this setup, the thin membrane is fixed to clamps by means of some vertical loading screws. 

Strain could be applied as much as the material breaks. Accuracy depends on how accurate the 

motion is designed to move the jaws apart.  One downside of this mechanism is the requirement 

of high clamping force that smashes the substrates on the clamp areas. Another downside is the 

clamp length is not  

 

 

Figure 4.3-Clamp length correction (CLC) factor calculation in horizontal clamp stretching method 
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always exactly as it is measured before applying strain.  Figure 4.3 shows the difference of applied 

strain and the real strain measured by optical microscope. As you notice on the top picture, there 

is a discrepancy between real strain and measured strain. The measured strain is Ўὰ ὰϳ  where ὰ 

is the clampôs primary length and Ўὰ is the applied displacement. At each step, the real strain is 

also calculated. The difference reveals that the real  ὰ is different than we measured before 

applying strain. The bottom image on this figure is mathematical correction of the real strain in 

order to find a coefficient for difference. We call this, clamp length correction (CLC) factor which 

in this case is 0.78. This tells us that the real clamping length was 3.2/0.78=4.102mm instead of 

3.2mm. Realizing CLC is important prior to any experiment. 

Cantilever bending method 

In this method, a thin plate is cantilevered in one end. Vertical displacement of another end causes 

stretching or tensile strain on top of this plate as depicted in Figure 4.4. 

 

Figure 4.4-Illustration of cantilever bending method for applying strain 

 

Since the bending moment is a function of the distance from the vertical load, then closed to the 

wall, the strain is highest and any slight change of location, changes the strain value drastically. 

This is the most prominent downside of this method. The amount of strain could be calculated in 
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two ways. One can consider the beam a circle to calculate the deformation of the beam at the top 

approximately. Instead, Euler-Bernoulliôs method could be applied. I will develop this in full detail 

for óExtra-neutral axis bending ï vertical pushingô method. Since this method has the fundamenta l 

problem of position-dependency, this accurate calculation is not explained here. 

AFM tip bending 

The tip of atomic force microscope (AFM) could be used to apply high amount of strain [13]. In 

this method, the sample is usually suspended over a cavity. AMF tip approaches the cavity to apply 

force and deflection under controlled condition. Figure 4.5 is schematic picture of this method. 

 

Figure 4.5-Illustration of AFM tip bending method for applying strain 

 

The main advantage of this method is being able to apply strain locally on a desired spot. The spot 

should be suspended on a cavity as it is shown. For exfoliated samples, this method seems the most 

functional [36]. The reason will be discussed in chapter 5 ï óStrain device fabricationô. The method 

enables of applying large strains up to the yield limit. Because of the nature of cavity and 

suspension, strain is complicated on the edges closed to the cavitiesô sidewalls. The most accurate 

strain value is on the center only. The strain is biaxial. Another advantage of using tip is being 

capable of calculating amount of force at each strain values. This gives opportunities to investigate 

the mechanical properties of 2D materials [13]. 
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Extra-neutral axis bending ï horizontal pushing method 

This is one of the most common methods of applying uniaxial strains. In this method, a thin plate 

is pushed from both sides towards the middle as shown in Figure 4.6. Deformation of the beam 

generates tensile strain on the top and compressive strain on the bottom.  

 

Figure 4.6-Illustration of extra neutral axis bending ï horizontal pushing method for applying strain 

 

For simplicity, it is assumed that the arc is circular and ɗ is very small. Then triangular 

symmetry, the governing equations will be written as following: 

    Ὑ
ϳ

 

    ‐  

    ‐
 

 

Where t is the thickness of the thin plate, R is the radius of curvature. At each step, ɗ should be 

measured. Strain is limited in this method. In parallel, increasing strain kills the strain accuracy 

because of its fundamental assumptions. 

Electrostatic Pull-in Mechanism 
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Using voltage-driven parallel-plate electrostatic actuator, we can exploit important behavior 

called pull-in mechanism [40]. According to Figure-4.7, any applied voltage to the parallel plates 

with a dielectric material between, can cause pulling force between opposite poles. The net force 

is the equilibrium between electrostatic and the spring force. 

 

 

 

 

 

 

 

 

 

Figure 4.7- Electrostatic pull-in mechanism. Proposed architecture for 2D materials (top) and the modeling diagram 

of the same architecture (bottom) 

 

The net force applied to 2D material once a DC voltage applied is: 

Ὂ
‭ὃὠ

ςὫ
ὯὫ Ὣ 

where Ὣ is the initial gap with no voltage and no spring force and ὃ is the cross sectional area of 

the material. This net force varies with small perturbation of gap: 

Ὂ‏
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 Ὣ‏

Ὂ‏
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For a static equilibrium condition, the clamp spring constant should be strong enough to 

overcome the electrostatic force: 

Ὧ
‭ὃὠ

Ὣ
 

The gap is a function of applied voltage ὠ, spring constant, Ὧ and initial gap Ὣ which could be 

analytically achieved from the following equation: 

ςὯὫ ςὯὫὫ ‭ὃὠ π 

Each gap represents a center deformation which is directly dependent to the applied stress. 

However, with increasing applied voltage between two poles, the gap decreases until the 

equilibrium is lost. This is called the pull-in voltage, ὠ Ȣ At this condition, the net force is zero 

and the gap will be reduced to Ὣ  which is called pull-in gap: 

Ὧ
‭ὃὠ

Ὣ
  

Plugging this equation to Ὂ  relation, we will have: 

Ὣ
ς

σ
Ὣ 

ὠ
ψὯὫ

ςχ‭ὃ
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Pressurized Thin Membranes (biaxial) 

For suspended devices as shown in Fig. 4.8, any internal pressure would apply biaxial strain on 

thin film membranes. The strain is a function of applied pressure. 

 

 

 

 

Figure 4.8- Pressurized thin membrane method to apply biaxial strain. 

 

 

 

  

TMD 

ɲp 
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4.7 Groundbreaking Reproducible Strain 

Extra-neutral axis bending ï vertical pushing method 

The last but not the least, is the same straining phenomenon of extra-neutral axis bending but not 

with the circular or limited angle assumptions. In this method I aim to bend a flexible substrate 

that applies tensile strain on the top and compressive strain on the bottom of neutral axis. Figure 

4.7 is the schematic diagram of this method. 

 

Figure 4.7-Illustration of extra neutral axis bending ï vertical pushing method for applying strain 

 

Statics of the beam 

What we need is to develop a mathematical function demonstrating the relationship between the 

vertical motion of the ends and the applied strain on the middle region - ‐ Ὢ‏. We assume 

uniaxial strain case in which we have axial load on a thin plate. The simple mechanical and loading 

notation for this method is illustrated in Figure 4.8.  In this figure the center supports (points B and 

C) are assumed to be fixed and two vertical loads are applied to the ends (points A and D) in order 

to deform the beam. Points A and D also could be considered fixed with applying force on points 

B and C. 
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Figure 4.8-Statics of extra-neutral axis bending ï vertical pushing method. It is assumed that the ends move 

downward buckling the beam up in the center. P introduces the load applied to the system 

 

                   

Figure 4.9-Bending moment and force analysis in different regions of the beam under vertical loading. The center 

region is under ópure bendingô while it is position dependent in Region II. 

 

Statics of the beam with force and bending moment analysis is shown in Figure 4.9. As it is shown 

in this figure, the center region ï óregion Iô between points B and C is under pure bending. This 
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means that all points in the center undergo the same moment independent of position, causing a 

uniformly distributed strain in top and bottom of the center region.  This is promising since any 

flake could be positioned on the center ï between points B and C ï and it will go under the same 

calculated strain. Then the important remaining itme is to determine strain ⱦ, as a function of 

vertical deflection, ŭ. In order to do this, we need to understand beam deflection first. 

Geometrical considerations of strain in deflected beam 

Figure 4.10 shows an infinitesimal arc on a point in the center region. As it is clear in the figure, 

ὦὨ  

 

Figure 4.10- a slice of the beam in the center region. Neutral axis (N.A.) doesnôt go under deformation while ὦὨ 

enlarges to ὥὧ at an arbitrary distance y from neutral axis. 

 

located on the neutral axis (N.A.) doesnôt go to any deformation; while moving out to the top 

surface by óyô reveals that the length ὦὨ changes to ὥὧ. The amount of length expansion is Ὡὧ. Top 

surface is under tensile strain while the bottom surface undergoes compressive strain with the same 

absolute value ï if N.A is located on the geometrical center of cross section. We define strain by: 

    ‐  
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Using similarity of triangles: 

    ᴼ  

Then, strain simply will be: 

    ‐       (1) 

Using Hookeôs law for uniaxial stressï thin plateôs case, we will have the stress relation: 

    „ Ὁ‐ O  „ Ὁώ     (2) 

        

 

Force, bending moment and stress calculation 

Now we should find a relation independent of ɟ since it is not the parameter we can easily calculate. 

Letôs take a piece of the bending cross section of the center region ï region I, as shown in Figure 

4.9. This cross section is illustrated in Figure 4.11.  

 

Figure 4.11- cross section of bending beam in the center region ï region I, under pure bending 
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Regions above the N.A. are under tensile strain while the bottom section is under compressive 

strain. If we take an infinitesimal piece of cross section dA with a distance y from N.A., then the 

force acting on this segment will be as following: 

    ὨὊ „ȢὨὃ 

Then using equation (2), 

    Ὂ „᷿ȢὨὃ ᷿ Ὠὃ ώ᷿Ὠὃ 

The term ᷿ ώὨὃ is first moment of the area of the cross section with respect to neutral axis ï 

N.A. The total resultant force acting on the cross section must be zero since there is no external 

force acting on the cross section. This yield: 

    ώ᷿Ὠὃώὃ π O ώ π   (3) 

This claims that the neutral axis lies on the centroid of the cross section area. 

 

Now lets us calculate amount of the bending moment applies to the segment dA in Figure 4.11. 

    Ὠὓ ώὨὊ ώὨὃ O ὓ ώ᷿Ὠὃ  

    Ὅ ώ᷿Ὠὃ     (4) 

    ὓ ὉὍ     (5) 

Where I is the cross-sectional moment of inertia. Doing integration for a rectangular cross 

section, with width w and height h as shown in Figure 4.11, we will have: 

    Ὅ ύὸ ρςϳ      (6) 

Considering that ρ”ϳ „ȾὉώ , then the famous formula for beam stress will be: 

    „ ὓώȾὍ     (7) 

 

Differential equation of elastic curve and Euler-Bernoulliôs equation 
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From differential calculus, the curvature of a deflected elastic beam at any point is: 

 

    
ϳ

ϳ Ⱦ  ὨώὨὼϳ   (8) 

 

This approximation is accurate for small curvatures. Then having in consideration that ρ”ϳ

ὓ ὉὍϳ  from equation (5), we will have: 

    ὉὍ ὓ óEuler-Bernoulliôs equationô (9) 

 

This is Euler-Bernoulliôs equation. In any problem it is necessary to integrate this equation to 

obtain an algebraic relationship between deflection y and x. Different loadings with various 

geometries will provide different boundary conditions which generate different solutions of this 

equation. 

Solution of Euler-Bernoulliôs equation for our geometry 

In region I ï the center region which is depicted in Figure 4.9, the bending moment is fixed, ὖὥ 

; and there is no other loadings which we called ópure bendingô region. Considering this figure, if 

we take the origin located on B then at any x from the origin, we can solve Euler-Bernoulliôs 

equation as following: 
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    ὉὍ ὓ ὖὥ    (10) 

    ὉὍ ὖὥὼὧ (c1 is constant)  (11) 

Now, let us apply boundary conditions to our case. In this region, since we deform the beam 

symmetrically, then at the center, the slope of the curve will be zero: 

    ὼ ὦς O ὨώὨὼϳϳ π 

    ὴὥὦς ὧ π O  ὧ ὖὥὦ 

Now we plug in (11) and integrate again: 

    ὉὍ ὖὥὼ ὖὥὦ    (12) 

    ὉὍώ ὖὥὼ ὖὥὦὼὧ   (13) 

Applying boundary conditions: 

    ὼ π O ώ π 

    ὧ π 

Then the deflection curve for the center region will be: 

    ὉὍώ ὖὥὼ ὖὥὦὼ    (14) 

This equation reveals that the deformation is a parabola ï not a circle. 

 

In region II ï the end sides as shown in Figure 4.9, the bending moment is a function of position 

ï not independent of x. Then we should re-solve Euler-Bernoulliôs equation: 



 

68 
 

 

    ὉὍ ὓ ὖὼ    (15) 

    ὉὍ ὖὼ ὧᴂ    (16) 

Boundary condition for the slope equation of this region is not straightforward. The only existing 

relation is that the slope of the curve at ὼ ὥ, should be the same slope of the region I at ὼ π. 

Then comparing equation (12) which is slope of the region I, with equation (16) which is the 

slope of region II, we will have: 

    ὩήȢρς ḳ ὩήȢρφ   (17) 

    ὖὥ ὧᴂ  O  ὧᴂ ὖὥὦ ὖὥ  

Plugging in (7) and integrating again: 

    ὉὍώ ὖὼ ὖὥὥ ὦὼ ὧᴂ  (18) 

Now we can apply boundary condition for this equation: 

    ὼ ὥ O ώ π 

    ὧᴂ ὖὥ ὖὥ ὥ ὦ 

The deflection curve for the end regions will be: 

    ὉὍώ ὖὼ ὥ ὖὥὼ ὥ ὥ ὦ (19) 

This equation reveals that the deformation is a cubic function ï not a circle. 
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Since our main intention is to relate ŭ ï the end deflection to the center strain, with equation (19) 

we can easily calculate ŭ as a function of geometry and beam mechanical data: 

    ὼ π O ώ  ‏

‏     ςὥ σὦ    (20) 

 

Equation (20) is important as we should find relating parameters with the center regionôs strain. 

What we need is to calculate the strain at the top surface. Considering that our case is uniaxial 

stress, then we can apply Hookeôs law in the simplest form that we found. Paying attention to 

Figure 4.11, the strain on the top and in region II will be: 

    „  ȟώ ȟὓ ὖὥ   (21) 

Then we will have: 

    „       (22) 

Rewriting Hookeôs law for uniaxial stress and plugging into (22) 

    „ Ὁ‐ O  ‐ „ȾὉ 

    ‐       (23) 

          (24) 

Plugging equation (24) into (20), we will have our desired formula, ŭ as a function of beam 

geometry, independent of mechanical data: 

    ‐      (25) 

This means that the strain is linearly dependent to the plate thickness and also applied ŭ. Then by 

exerting linear vertical motion to the end points, we can apply linear strain increase. 
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Example: 

If t=0.5mm, a=b=2mm, then: ‐Ϸ χȢυ‏ with ŭ in millimeters. For ŭ=20 ɛm, ‐ πȢρυϷ. 

If t=0.5mm, a=b=1mm, then: ‐Ϸ σπ‏ with ŭ in millimeter. For ŭ=20 ɛm, ‐ πȢφϷ. 

 

This example reveals that we need to design very accurate mechanism to be able to apply 

stepwise vertical motions. From mechanisms point of views and the standard shelf items 

available, we can choose ŭ=20 ɛm as a reference minimum motion. Then a=b=2mm which is in 

the applicable device range dimensions, sounds reasonable target parameters for the mechanism. 

I call this mechanism óStrain Jigô. Figure 4.12 is a version of this mechanism with the possibility 

of adding wire bounds for electrical connections to the sample. 
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Figure 4.12- Strain Jig ï miniature version for wire bonding ï designed for cryostats. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.13- Strain Jig ï main version used in our strain experiments. 
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CHAPTER 5 

 

Device Micro  / Nano Fabrication Techniques 
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5.1   Introduction 

Device fabrication is crucial for an experimentalist. For the main purpose of this 

dissertation which are flexible devices, we provide here the basics and fundamentals of device 

fabrication for high strain devices. Sections 5.2 is introduction to polymers and polymers based 

devices, followed up by section and 5.3 which is flexible devices. Section 5.4 presents the 

techniques we used for making transport devices that we used for the experiments explained in 

part C of this dissertation. In section 5.5, I provide information to how to make heterostructures 

and stacked devices with the use of polymers. 

 

5.2   Introduction to polymers and polymers based devices 

A polymer is a large molecule made of many subunits which usually appear in chain- like 

structure. These chains are normally amorphous which give nonlinear mechanical properties to the 

polymer. In addition to nonlinearity, the long chains cause them to be flexible with higher elastic 

range. These polymer chains are cross-linked with another smaller molecule or atom which makes 

even longer and bigger chains. 

 

Curing 

Curing of polymers means hardening the molecular structure by cross-linking the chains. 

Since cross-linking needs energy, this process can be done by either heating or applying chemica ls. 

In the case of chemicals, ultra violet (UV) light is needed to activate the chemical agent. We use 

heating to cure polymers. Following parameters are important factors which should be decided 

before going to the process of heating.  

¶ Ὕ ὧόὶὭὲὫ ὸὩάὴὩὶὥὸόὶὩ 

¶ ὸ ὧόὶὭὲὫ ὸὭάὩ 
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¶ ὶ ὶὥάὴὭὲὫ ὶὥὸὩ ὸέ ὝὪὶέά ὶέέά ὸὩάὴὩὶὥὸόὶὩ 

¶ ὖ ὧόὶὭὲὫ ὴὶὩίίόὶὩ 

For each device and polymer stack these parameters should be investigated experimentally. In 

addition, if the polymer is used for lifting off a sensitive device such as a TMD, following 

parameters should be carefully studied before finalizing those parameters: 

- The polymer doping effect on the device 

- Temperature sensitivity of the device 

- Chemical sensitivity of the device to the main solvent of the polymer 

Polymers are normally solved in their related solvents which are covered later in this chapter. One 

of the curing purposes is to evaporate the solvent until only the chains are remained which will be 

in a solid form. In order to bond (stick) two polymers together or to use a polymer for lifting off a 

device, we need to understand glass transition temperature first. 

 

Glass Transition Temperature 

Glass transition temperature, Ὕ is a temperature region in which the polymer starts being 

soft and rubbery from a hard material. This is normally a range of temperature in which we select 

the middle point as the reference. Fig. 5.1 shows the location of a glass transition temperature and 

how the heating flow rate occurs with respect to this region. 

Glass transition temperature is strongly dependent on the curing schedule. Low curing 

temperature Ὕ, such as room temperature: Ὕ ὙὝ, will result in lower Ὕ. Then if we want to 

use a polymer in conjunction with a temperature sensitive material, we have to cure it at room 

temperature (RT). Another parameter which has huge impact on Ὕ is humidity. Moisture absorbs 

in polymer structures and results in lowering Ὕ.  
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Since mechanical properties are very important to our experiments, in the next section, we 

will be discussing the effects of Ὕ in mechanical characteristics of polymers. 

 

 

 

 

 

 

 

 

Fig. 5.1- Glass transition temperature of polymers. In the example the transition region is 80-120. The average is taken 

as glass transition temperature Ὕ ρππ 

 

 

Effects of glass transition temperature on mechanical properties 

We realized that we can lower glass transition temperature by controlling the processes of 

polymer fabrication. I hereby indicate four important properties that may affect a polymer: 

 

Youngôs Modulus: 

Higher the Ὕ, the higher the cross-linked density and then the Youngôs modulus will have higher 

values. This results in low energy dissipation and less flexible polymer. Then, as a conclusion, if 

we need more flexible polymer, we have to cure it at room temperature. Fig.5.2 shows the Youngôs 

modulus of Cellulose Acetate Butyrate (CAB) polymer on a stress-strain diagram. We measured 

the yield point of this polymer 7% in which starts flowing and strain hardening. 

 

ὝЈὅ 

Ὄ
Ὡ
ὥ
ὸ

 Ὂ
ὰ
έ
ύ

 
ὡ
Ὣ
ϳ

 

80 120 

Ὕ=100 



 

76 
 

 

Fig. 5.2 ï stress strain curve of a flexible polymer. The numeric value in this graph represent data for CAB 

 
 

 

Lap Shear: 

Fig. 5.3 is schematics of lap shear. It presents shear strength of adhesives for bonding materials 

when tested on a single-lap-join specimen. Then test procedure is according ASTM D3163. As Ὕ 

increases, lap shear decreases.  

 

 

 

 

Fig. 5.3ï Lap shear experiment according to ASTM D3163 

 

Die Shear: 

Fig. 5.4 shows the definition and mechanism of die shear. With increased Ὕ, die shear decreases. 

Then if we need flexible devices that endure higher die shear and lap shear, we have to decrease 

glass transition temperature, Ὕ. 
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Fig. 5.4ï Die shear experiment. Glass transition temperature directly affects the shear strength of a polymer. 

 

Coefficient of Thermal Expansion (CTE): 

The thermal expansion coefficient is directly related to glass transition temperature Ὕ. Any 

increase in Ὕ, will rise the CTE. 

 

5.3   Flexible devices 

As mentioned, polymers are the basics of flexible devices. Here I explain the device 

fabrication protocols we developed for strain-based devices. Some detailed explanations are 

discussed in chapter 6 ï Raman signals processing section though, here we explain more in detail 

the fabrication processes. 

 

Making Cellulose Acetate Butyrate (CAB) 

We use CAB to lift off CVD grown TMDs. Then the first step is making the CAB solution. 

The concentration we use for this purpose is 300 grams of CAB powder, solved in 1-liter of anisole. 

We use a magnetic stirring bar in a glass bottle ï both cleaned and rinsed with anisole first, for this 

purpose. After mixing power with anisole, we use a hot plate with magnet to heat on 80C with 120 

rpm of spinning for overnight. 

 

Spin coating CAB 
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The CAB is then spin coated to the silicon substrates that have TMDs. The spin coating is 

data is 3000 rpm, 10,000 rev/sec of acceleration for a minute. Then we cure CAB on hot plate with 

80C temperature for 10 minutes. TMDs or any layered material can be used with this technique 

since CAB plays a glue-like role to lift off thin materials very efficiently. This produces σ ‘ά 

thickness CAB films. 

 

Lift off 

When the substrate is ready with the CAB film on the top, it is the time to lift off. We use 

DI water for this purpose. But since polymer absorbs humidity, the technique should be done very 

fast. We first clean the edges of the substrates to open the interface to be permeable to DI water. 

Then we put in DI water and play with sharp tweezer to lift off the CAB film. This should not take 

more than 10 seconds. Then we eventually place the film in desiccator for at least 4 hours to dry. 

 

Bonding, Annealing 

We use polycarbonate (PC) plates as a standard substrate. We selected this material after 

hundreds of experiments to find a good match with the top covering film. It turned out that PC is 

a good match with CAB. This means that they can bond very well in the temperature regime that 

are safe for TMDs and graphene. 

One of our chief innovations is the development of a novel polymer-based encapsulat ion 

method to enable the application of large strain to 2D materials. In our technique, these two 

polymers are bonded to produce encapsulated monolayers and multilayers. The key to achieving 

good bonding is perfect control over the temperature, time and pressure during the bonding 

process. Additionally, polymer layers that are in the amorphous phase cause nonlinear strain-

deflection behavior which is not desirable in our experiments. To resolve this issue, we crystallize 
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the polymer stacks by annealing near the glass transition temperature followed by slow cooling. 

First, we measured the glass transition temperature, Ὕ of each polymer blend we use, by 

continuously heating it on an accurate PID-controlled hotplate (πȢρᴈ accuracy) while checking 

its ductility. After determining Ὕ, we assemble the polymer stack and perform the bonding process 

at 4 πȢωχ4. We use a compressive pressure of 3.0 psi for 60 min to complete the bonding, 

followed by slow cooling at a rate of 2 K/min to room temperature. We find that this process of 

encapsulation does not modify the peaks or intensity ratios in the Raman spectra, indicating that 

the structural qualities of the films are maintained during the encapsulation process. To 

additionally check the electronic properties of the bonded film, we perform photoluminescence 

(PL) spectroscopy of the monolayers before and after encapsulation. We find that the major 

electronic features observed in the PL spectra are maintained during the bonding process. The 

crystallized polymers are fully flexible, elastic and springy substrates. After all of our processing 

steps, we find that the polymer stacks enter into the plastic regime at 7% strain. We find that strains 

up to this value are perfectly transferred to the encapsulated 2D material as described below. The 

final bonded device is shown in Fig. 5.5. We can bond the device either in open-phase or closed-

phase (encapsulated) geometries as shown in Fig. 5.6. 

 

 

 

 

 

 

Fig. 5.5 ï Flexible device used to encapsulate 2D materials. The technique can be used for making fully encapsulated 

devices or face up devices as shown in Fig. 5.6. 
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Fig. 5.6 ï Fully encapsulated devices and face up devices. The difference is the direction of bonding. 

 

Face up bonded devices would be subjected to air and then might not be suitable for air sensitive 

devices. Fig. 5.7 is the schematic diagram of these fabrication steps. 
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Fig. 5.7 ï Device fabrication procedure for encapsulated devices. Step 1: growing/preparing TMD on oxide substrates. 

Step 2: spin coating CAB. Step 3, 4: lift off. Step 5: bonding and annealing. (6): cross section of encapsulated device. 
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5.4   Field-effect transistors and transport devices 

 

Part C of this dissertation is dedicated to transport measurements of pristine and nitrogen 

doped graphene. The growing techniques of both types of graphene are explained in part D. Here, 

we briefly explain the device fabrication steps for these type of devices. 

As explained in chapter 9 and 10, graphene is grown on copper foils which have to 

transferred on to the silicon substrates. There are many techniques to transfer. We first cut copper 

foils in small pieces of 3x3 mm and then transfer to PDMS ï graphene faced down to the PDMS. 

Then we use oxygen plasma for 30 seconds to etch and clean the backside. We put the whole stack 

in ammonium persulfate (APS) on hot plate at 40C. Once the copper is resolved, we wash PDMS 

substrate six times in fresh DI water and nitrogen dry. PDMS now has graphene on the top and 

could be used to transfer. 

Having in consideration that PDMS loses adhesion at about 65C, we put a clean silicon 

dioxide substrate on a hot plate at this temperature. Then we approach PDMS to the silicon dioxide 

with graphene side. This leaves graphene to the substrate with very clean and the gentlest way. We 

observed that this technique gives the cleanest and largest continuous graphene on silicon 

substrates. These steps are summarized in Fig. 5.8. 

Once the graphene is transferred to the desired silicon substrate, we use electron beam 

lithography to pattern the desired region which is cleanest single crystal. We pattern Hall bar for 

transport measurements which is explained in part D of this dissertation. Fig.5.9 shows the Hall 

bar and the real device which is wire bonded for cryogenic transport studies. 
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Fig. 5.8 ï Transfer technique of CVD graphene to silicon dioxide substrates. This technique provides cleanest devices 

for transport experimetns. 

 

 

 

 

 

 

 

 

Fig. 5.9 ï Hall bar designed with graphene transport technique and electron beam lithography (left) and the final 

device wire bonded ready for experiment (right) 
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