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Abstract

Single Channel auditory source separation with neural network

Zhuo Chen

Although distinguishing different sounds in noisy environment is a relative easy task for human, source separation has long been extremely difficult in audio signal processing. The problem is challenging for three reasons: the large variety of sound type, the abundant mixing conditions and the unclear mechanism to distinguish sources, especially for similar sounds.

In recent years, the neural network based methods achieved impressive successes in various problems, including the speech enhancement, where the task is to separate the clean speech out of the noise mixture. However, the current deep learning based source separator does not perform well on real recorded noisy speech, and more importantly, is not applicable in a more general source separation scenario such as overlapped speech.

In this thesis, we firstly propose extensions for the current mask learning network, for the problem of speech enhancement, to fix the scale mismatch problem which is usually occurred in real recording audio. We solve this problem by combining two additional restoration layers in the existing mask learning network. We also proposed a residual learning architecture for the speech enhancement, further improving the network generalization under different recording conditions. We evaluate the proposed speech enhancement models on CHiME 3 data. Without retraining the acoustic model, the best bi-direction LSTM with residue connections yields 25.13% relative WER reduction on real data and 34.03% WER on simulated data.

Then we propose a novel neural network based model called “deep clustering” for more general source separation tasks. We train a deep network to assign contrastive embedding vectors to each time-frequency region of the spectrogram in order to implicitly predict the segmentation labels of the target spectrogram from the input mixtures. This yields a deep network-based
analogue to spectral clustering, in that the embeddings form a low-rank pairwise affinity matrix that approximates the ideal affinity matrix, while enabling much faster performance. At test time, the clustering step “decodes” the segmentation implicit in the embeddings by optimizing $K$-means with respect to the unknown assignments. Experiments on single-channel mixtures from multiple speakers show that a speaker-independent model trained on two-speaker and three speakers mixtures can improve signal quality for mixtures of held-out speakers by an average over 10dB.

We then propose an extension for deep clustering named “deep attractor” network that allows the system to perform efficient end-to-end training. In the proposed model, attractor points for each source are firstly created the acoustic signals which pull together the time-frequency bins corresponding to each source by finding the centroids of the sources in the embedding space, which are subsequently used to determine the similarity of each bin in the mixture to each source. The network is then trained to minimize the reconstruction error of each source by optimizing the embeddings. We showed that this framework can achieve even better results.

Lastly, we introduce two applications of the proposed models, in singing voice separation and the smart hearing aid device. For the former, a multi-task architecture is proposed, which combines the deep clustering and the classification based network. And a new state of the art separation result was achieved, where the signal to noise ratio was improved by 11.1dB on music and 7.9dB on singing voice. In the application of smart hearing aid device, we combine the neural decoding with the separation network. The system firstly decodes the user’s attention, which is further used to guide the separator for the targeting source. Both objective study and subjective study show the proposed system can accurately decode the attention and significantly improve the user experience.
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Chapter 1

Introduction

The world is filled with an extremely large variety of sound. Most of the audio that human perceive daily contain more than one audio source. For example, the average ambient noise in quite rural area is 30dB. And in more noisy cases, such as car. The noise level can reach 77dB (acoustics, 2016). Fortunately, human is especially good at separating the mixed sound. It is a natural gift for human to separate target sound under even very challenging environment. For example, even a child could easily distinguish and understand the voice of their parents, in very noisy environment such as restaurant and street.

More impressively, the whole separating process in brain is usually performed unconsciously (Mesgarani and Chang, 2012). Most people rarely notice the separating process. And the study showed that the separation could be largely enhanced when the attention is paid on specific sources (O’Sullivan et al., 2015a).

A natural question arisen, can this process be modeled with mathematical model? Solving the audio separation could not only help to build a better understanding for both audio signal and human brain, more importantly, it also has great practical value. The most obvious example is automatic speech recognition. Nowadays the best automatic speech recognition (ASR) system can reach human level performance when tested in matched conditions (Xiong et al., 2016b; Amodei et al., 2015). When tested under more complex environment, however, the recognition error rate increased greatly (Amodei et al., 2015). In recent years, as home intelligence becoming popular such as Amazon echo, further demand for robustness is required because usually the distance between the speaker and the sensor is much larger than the traditional ASR applications in cell phone. And the ability for noise and reverberation removal is even more important. In some other applications, the separation itself is the main feature, one such example is on music, where the task is to separate each instrument, which can be further used in applications such as audio resynthesis or karaoke.
1.1 background

Inspired by the observation on human and the practical demand, researchers started the odyssey for searching computational models for audio source separation in very early age of modern digital signal processing. In 1950s, the “cocktail party problem” was first introduced by Colin Cherry (Cherry, 1953), where the task was to separate each individual speaker in a cock-party, when all participant are talking simultaneously. Unfortunately, though the task seems easy for people, when researchers tried to build mathematical model to simulate the process, they found it was surprisingly difficult.

The problem of audio source separation is generally divided into two categories, multi-channel separation and the single channel source separation, where the number of the sensor(microphones) applied in the signal recording are different. Since the multi channel recording contains more than one sensor, the spatial information for each source can be inferred based the on time delay between microphones, i.e. the beamforming process(Fischer and Simmer, 1996; Anguera et al., 2007; Benesty et al., 2007; Kellermann, 1997). And this information provides extra clue for separation. In this thesis, we mainly focused on single channel recording, which is more challenging but common in real world scenarios.

In past six decades, different models were proposed, which can be roughly divided into signal processing based methods(Ephraim and Malah, 1985; Hu and Loizou, 2008, 2007), rule based methods(Brown and Cooke, 1994; Wang and Brown, 2006; Ellis, 1996b), and decomposition based methods(Raj et al., 2010; Chen and Ellis, 2013; Schuller et al., 2010). Unfortunately very few of them could achieve robust and high quality separation. In recent years, with increased data amount and stronger computational power, the deep neural network(DNN) based system brought revolution to this long stand problem. The DNN based systems significantly increased the separation performance for speech and noise. More impressively, by special design(Chen et al., 2016; Isik et al., 2016b; Hershey et al., 2016b; Yu et al., 2016), the DNN also demonstrates the ability to separate more challenging mixtures, such as unknown number of overlapped speakers. The successes with DNN model provided important steps towards eventually solving the cock-tail party problem.

1.2 Contribution

In this thesis, the problem of single channel audio source separation is analyzed and discussed in depth. The previous models proposed for this problem are systematically reviewed. We also introduce two extensions for deep neural network based speech enhancement system, which provided significantly better result for both separation and the recognition of the noisy speech.

We introduce two novel neural network - based models, deep clustering(DC) and deep attractor network(DAnet ), which are designed for more general source separation problem, when the mixing sources are from similar sound families(within family separation), e.g. speech vs. speech, other than just speech vs. noise(cross family separation). In within family separation, we show that the separation is limited by two major difficulties, the permutation problem and the output mismatch problem. In deep clustering, the two problem was solved by using a clustering based objective function. This objective function also allowed the
system to have many attractive features such as number of source invariance. We showed that DC outperformed the previous state of the art by more than three times, and decreased the word error rate for recognition from 89.81% to 30.12%.

The deep attractor serves as the updated version of deep clustering, which enables several advantageous properties such as end-to-end optimization, flexible objective, reduced computational complexity etc. We discuss several variations of the DAnet, and show that the DAnet can provided even better result than DC.

We introduce two applications using the proposed model—the neural attention guided separation and music separation. In neural attention guided separation, the attention of the patient is firstly decoded from the neural signal collected with an invasive sensor, which controls the separation process for specific source. This application provide an important practice for the next generation of hearing aid devices. In music separation, we combine the DC and a classification objective, and achieve the state of the art performance in singing music separation. And we show that even under highly mismatched condition, the system can robustly separate the sining voice and background music with high quality.

Finally, we provide the code and a application program interface(API) for all the proposed system in this dissertation.

1.3 Overview

The thesis is organized as follows: background material about source separation is presented in Chapter 2. In Chapter 3, a brief introduction on feedforward and recurrent neural networks is given, with emphasize on the application in audio processing. The neural network based speech enhancement system is described in Chapter 4, where several aspects from modeling to implementation are discussed. In Chapter 5 and Chapter 6, the deep clustering and deep attractor network are introduced in detail. Chapter 7 and describes the applications of the proposed model. Finally the possible extensions and further works are discussed in the last chapter8.
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Chapter 2

Background

In this chapter, we introduce several basic aspects of signal channel audio source separation, including basic concepts and background methods.

2.1 Audio mixture

Since the sound is fundamentally the energy in medium, the mixture of the sound is the summation of the energies from individual sources. Mathematically, this relation can be represented as (2.1), where $y(t)$ is the audio mixture at time $t$ and $x_i(t)$ refers the $i$th individual source.

$$y(t) = \sum_i x_i(t) \quad (2.1)$$

After recorded with microphone, the signal is usually discretized by sampling, while the additivity remains, which leads to (2.2), where $n$ is used to represent each individual sample. And we usually refer this representation as time-domain representation.

$$y[n] = \sum_i x_i[n] \quad (2.2)$$

Though recently several new works (Li et al., 2016; Sainath et al., 2015b,a) showed that the model directly build in time domain could lead good performance in speech recognition and synthesis, the Fourier analysis is most commonly applied for audio processing. In Fourier analysis, the time domain signal is projected into a space that are support by the sinusoid functions with different frequencies, shown in (2.3), where $X_i$ and $Y$ are transformed single sources and the mixture.

$$Y(\omega) = \sum_i X(\omega) \quad (2.3)$$

When processing with long time series signal, such as audio. The time domain signal is often divided into overlapped segments, and then processed with Fourier transform separately.
This process is called short time Fourier transform (STFT). Since the Fourier transform is linear, the additivity remains, resulted in (2.4), where \( X \) and \( Y \) are the transformed time domain signal. The transformed representation is referred as spectrogram, and frame and bin are used to refer the time index \( t \) and frequency index \( f \) in spectrogram. Each number in spectrogram is known as T-F bin. We refer this spectrogram as frequency-domain representation.

\[
Y(f, t) = \sum_i X_i(f, t) \quad (2.4)
\]

Since the Fourier transformation often results in complex values, the magnitude, phase and power of spectrogram are referred as magnitude spectrogram, phase spectrogram and power spectrogram, accordingly. Study showed that phase is not very informative (Schluter and Ney, 2001), and since it is more difficult to process complex number, the phase information is usually discarded. Magnitude spectrogram or power spectrogram are usually selected for further processing. Such procedure would break the additivity, but when the mixing sources are not correlated, the additivity could be approximately preserved, as suggested in (2.5). Moreover, for applications in speech recognition, study showed that removing phase would not affect the recognition performance.

\[
|Y(f, t)| \approx \sum_i |X_i(f, t)| \quad (2.5)
\]

### 2.2 Mask

The mask is one of the most commonly used representation in audio separation. As its name suggests, a mask \( \text{Min} \mathbb{R}^{F \times T} \) is a matrix that can applied on the mixture spectrogram, by point-wise multiplication, to mask out the interference for the target source. Depend on the choice of the value, the mask can be roughly divided into three type: Binary mask, Ratio mask and Complex mask. In binary mask, each TF-bin in mask has the binary value, which means each TF bin can only belong to one source. Such mask is usually easier to optimize but has worse separation. In contrast, in ratio mask the elements have continuous value between 0 and 1, i.e. the soft assignment for each TF bin. In complex mask, all the elements have complex value, which could be directly applied on the complex mask. An example of mask is shown in fig 2.1. In fig 2.1, we can see that the ideal ratio mask can generate almost perfect separation.
2. Background

Figure 2.1: Upper left: The spectrogram of the mixture between a male and a female speaker. Bottom left: The ideal mask for the female speaker. Upper right: The clean speech for the female speaker. Bottom right: The masked mixture.

2.3 Signal processing based source separation

In signal processing based source separation was mainly designed for speech enhancement, and was the first algorithm family proposed for this problem, in early 1970s. In this algorithm family, speech is usually assumed to follow specific distribution such as Gaussian or Laplacian. Then a maximum likelihood model is built based on this assumption. The noise is assumed to be stationary, whose statistical properties don’t change through time. In practice, a voice activity detector is usually applied to noisy speech first, then the silent frames are collected to calculate the noise statistics, followed by the maximum likelihood optimization to get the speech.

Since most of the signal processing based model make over simplified assumption on speech, e.g. following gaussian distribution, and those method are not data driven, which means that the system could not learn from the actual data, the performance of signal processing based method are usually unsatisfiable and will not be further discussed in this thesis. We refer the reader who are interested in this family to (Ephraim and Malah, 1985; Hu and Loizou, 2008, 2007) for a more detailed description.
2.4 Rule based source separation

Because of the physical structure, the speech contains several properties. Based on this observation, researchers proposed a series of rule based separation (Brown and Cooke, 1994; Wang and Brown, 2006; Ellis, 1996b; Bregman, 1994), also referred as computational auditory scene analysis (CASA). The rules can be roughly summarized as follows.

- The common onset and/or offset
- Harmonic
- Pitch continuity
- Vocal tract continuity
- Pitch exclusiveness
- Common special location
- Common temporal modulation

Figure 2.2 shows one example of mixture spectrogram, with different rule annotation.
Among all rules, pitch is usually the most powerful one. Because of the physical structure of human’s vocal track, the changing of pitch involves several muscles, which decides that the change of pitch must be continuous. Meanwhile, human can only produce one pitch at a time. Therefore, for regions that contain two or more pitches, there must be more than one sources. The harmonic and onset can also provide useful supplement since the harmonic of the sound must be the multiples of the fundamental frequency, and all the harmonic start simultaneously.

Based the those clues, in a typical CASA system, for each sample, a feature by choice is firstly calculated. Then based on hand designed rules, the TF bins are grouping into sources. Finally, a binary mask is formed based on the assignment of each TF bin, to segment the mixture. A example set of rules is cited (Shao et al., 2010) as follows:

- Low-frequency signals are grouped based on periodicity and temporal continuity.
- High-frequency signals are grouped based on amplitude modulation and temporal continuity.
- For unvoiced sounds, use a auditory segmentation and segment classification.

For CASA based system, the feature extraction step are usually the most important one, since the feature has to clearly demonstrate the grouping effect, in order to guarantee the further clustering step to generate meaningful result. Therefore, the choice of pitch tracker (Wang and Seneff, 2000; Huang and Seide, 2000; Lee and Ellis, 2012) is essential in all CASA systems.

Though the idea in CASA is very intuitive, it suffers from many drawbacks. The most obvious one is that it only works on speech, where there is only one pitch per time, no pitch jump and has clear continuous structure. However, for a broader perspective of audio source separation, such assumptions usually don’t hold. Another very important limitation is that all the rules are hand designed, based on the simple observation on few samples, which is clearly sub-optimum since no guaranteed that the formed rules can generalize, especially on the unvoiced sound. And since the final segmentation is based on the assignment, the best possible result is to form a oracle binary mask, which has been showed to be suboptimal in different scenarios (Wang, 2005; Kjems et al., 2009). Finally, the entire system largely depend on the accuracy of pitch tracker, however, the robustness of pitch tracker can usually not guaranteed under complex acoustic condition, which leads to less robustness in separation as well.

2.5 Decomposition based source separation

In rule based system(CASA), the rules are formed based the observation on spectrogram. A natural extension is to build a system that can automatically discover the rules from data. The decomposition based model is an early attempt for this direction. The basic assumption for the decomposition based model is that the audio spectrogram has low rank structure, which can be represented with a small number of basis, as shown in (2.6).
\[ Y = WH \]  \hspace{1cm} (2.6)

In (2.6), the spectrogram \( Y \in \mathbb{R}^{F \times T} \) is decomposed into the matrix product of two matrix \( W \in \mathbb{R}^{F \times K} \) and \( H \in \mathbb{R}^{K \times T} \), where \( K \) is the hyper-parameter, usually much smaller than \( F \) and \( T \), which resulted in the low rank approximation of \( Y \).

With different constraint, the decomposition can resulted in different specific representation. For example, the additional orthogonal constraint changes (2.6) into principle component analysis (PCA) (Jolliffe, 2002), the sparsity constraint would lead to the sparse coding. In audio processing, the most popular decomposition is non-negative matrix factorization (NMF) (Lee and Seung, 2001), where \( W \) and \( H \) is constrained to be non-negative.

### 2.5.1 Non-negative matrix factorization

The basic formulation for NMF is shown in equation (2.7), where \( c \) is the index for each source. In (2.7), each source is firstly modeled by the low rank approximation then sum to the mixture. Since both \( W \) and \( H \) are non-negative, in reconstruction of \( Y \), there is no cancellation between sources, which models the additivity between sources in mixture, as discussed above.

\[
Y = \sum_{c} W_c H_c
\]

\[
W_c \geq 0
\]

\[
H_c \geq 0
\]  \hspace{1cm} (2.7)

\[
\min_{W,H} D(Y \| WH)
\]

\[
s.t. \ W \geq 0, H \geq 0
\]  \hspace{1cm} (2.8)

However, since the decomposition process is not convex, and the whole system is under-determined, simply apply the decomposition on the mixture would most likely not lead to any meaningful results. In practice, the NMF based system usually has the following pipeline, as shown in fig 2.3.

In training stage, the source model is usually learnt by applying the decomposition on the clean sources, e.g. speech, noise, music etc. Through the decomposition, each clean source is mapped into a set of basis and activations. During the testing stage, the learnt bases for each source are fixed and only optimize the activation for each source, which makes sure that optimization is convex and a global optimum can be achieved. And finally each source is reconstructed by the pre-learnt bases and the corresponding activation. The basic NMF algorithm is given as follows. An example of NMF decomposition is given in fig 2.4.
2. Background

![Graph showing the training and testing processes for NMF]

Figure 2.3: Left: The training process, where a set of dictionary is learnt for each individual source. Right: The testing process, where the dictionary is fixed. After the decomposition, the reconstructed source is synthesized by each source dictionary and corresponding activation.

### 2.5.2 Variation of NMF

Different extensions on NMF based system were proposed based on different observation on audio signal, which is briefly summarized below.

### 2.5.3 Sparse NMF

Sparse NMF (Hoyer, 2004; Schmidt and Olsson, 2006; Virtanen, 2007) further constraint the activation $H$ to be sparse. Since the the dictionaries for each source usually shares a large amount of common pattern, e.g. pitch, the sparse constraint would increase the discrimination between sources. Moreover, since the complex pattern could usually be generating by simple patterns (for example, the white noise could be generated by the combination of all pitches), the sparsity activation would increase the robustness of the decomposition. The objective of sparse NMF is shown in 2.9, where the sparsity is introduced with an additional L1 penalty on activation $H$.

$$
\min_{W,H} D(Y||WH) + \alpha \|H\|_1
$$

s.t. $W \geq 0, H \geq 0$ (2.9)
2.5 Decomposition based source separation

2.5.4 Convolutional NMF

In Convolutional NMF (Behnke, 2003; Bello, 2010; Chen et al., 2014), the spectrogram is decomposed into the convolution between the basis and activation, rather than the matrix multiplication, as shown in eqn. 2.10. Here, \( \{W(\tau)\} \subset \mathbb{R}^{F \times K}_+, \tau = 1, ..., P \) is a set of time-varying basis elements, where each \( W(\tau) \) encodes the spectra pattern of each patch at its \( \tau \)th frame. \( H \in \mathbb{R}^{K \times T}_+ \) is the corresponding set of non-negative convolutive activations, and \( \hat{\tau} \rightarrow H \) refers the “shift” operation, which pads \( \tau \) zero-columns to the left of \( H \) and truncates its rightmost \( P - \tau \) columns to maintain shape, with \( \hat{\tau} \) defined analogously for left-shift. Compared with NMF model, the proposed model decomposes speech as the sum of convolutions between the dictionary elements and their corresponding activations. Rather than individual speech spectra, the dictionary now consists of two-dimensional “patches” of speech, which capture the energy distribution in each frequency bin over subsequent points in time. Modeling temporal dependencies in this way prevents the speech model from erroneously capturing transient noise bursts.

Figure 2.4: Upper left: The spectrogram of clean speech. Upper right: the reconstructed speech. Bottom left: the learnt bases through the decomposition. Bottom right: the learnt activation.
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\[
\min_{W,H} D(Y) \left| \sum_{\tau=0}^{P-1} W(\tau) H^\tau \right| + \alpha \|H\|_1 \\
\text{s.t. } W \geq 0, H \geq 0
\] (2.10)

2.5.5 Robust NMF

Based on the observation that the noise usually has low rank structure, but hard to predict before hand, the robust non-negative matrix factorization (RNMF) combine the the NMF with robust principle component analysis (RPCA) (Candès et al., 2011; De la Torre and Black, 2001), another commonly used decomposition technic (Zhang et al., 2011; Chen and Ellis, 2013). In RNMF, the spectrogram is decomposed into a dictionary reconstruction and a low rank residual, as shown in eqn 2.11. RNMF is specifically designed for the problem of speech enhancement, where the low rank residual models the noise and the dictionary models the speech. In eqn 2.11, an additional noise Li is incorporated in the objective function. The noise is constraint to have low rank structure, which is enforced by minimizing its nuclear norm.

\[
\min_{H,L,E} \|E\|_F^2 + \lambda_H \|H\|_1 + \lambda_L \|L\|_* + \mathcal{L}(H) \\
\text{s.t. } Y = WH + L + E
\] (2.11)

2.5.6 Limitation

The main limitations for decomposition based method lays in three aspects.

Firstly, the decomposition is linear, in other words, the spectrogram is the linear combination of basis. Such assumption is made to simplify the computation, however, it omits several very important aspect of audio, for example, the long time dependence, the modulation etc.

More importantly, the representation learnt through the decomposition is “shallow”. In other words, to required number of parameter increases linearly with the data variation. Therefore, it is extremely difficult to model the audio signal in detail with reasonable model size. This limitation fundamentally prevent the decomposition model to achieve high quality separation.

Additionally, the run time complexity for the decomposition model is expensive. Most of the decomposition based models are solved through iterative method, which usually require dozens of iteration to converge, even during the testing time. Therefore it is difficult to build application for the real time application. To increase the speed, the complexity of the model has to decrease.
Chapter 3

Neural Network

This chapter mainly introduced several fundamental aspects about artificial neural network. Inspired from the biology observation that, though the basic nerve cells are very simple. The most common neuron is named as perceptron (Hagan et al., 1996), which has the form in 3.1. In 3.1, \( o \) is the output, \( i_k \) refers different input, with corresponding weight \( w_k \) and bias \( b \). \( f(\cdot) \) refers a non-linear function, which convert the weighted sum into a binary decision. By combining a large amount of neurons, neural network was designed to have the ability of modeling arbitrary functions. With different architecture, the network has different properties.

\[
o = f\left( \sum_i i_k w_k + b \right)
\]  

(3.1)

3.1 Feed forward network

The feedforward neural network was the first and simplest type of artificial neural network devised (Zhang et al., 1998; Morgan and Bourlard, 1990). In this network, the information moves in only one direction, forward, from the input nodes, through the hidden nodes (if any) and to the output nodes. There are no cycles or loops in the network. Each layer of the feedforward network consists the concatenation of perceptrons, followed by a non-linear function, as shown in fig 3.1. The common choices of non-linearity are sigmoid, softmax and rectifier linear function, as shown in eqn 3.2.

softmax: \( f(x_i) = \frac{e^{x_i}}{\sum_i e^{x_i}} \)

sigmoid: \( f(x_i) = \frac{1}{1 + e^{-x_i}} \)

ReLU: \( f(x_i) = \max(0, x) \)

(3.2)
3.2 Recurrent network

A recurrent neural network (RNN) is a class of artificial neural network where connections between units form a directed cycle (Mikolov et al., 2010; Funahashi and Nakamura, 1993). This creates an internal state of the network which allows it to exhibit dynamic temporal behavior. Unlike feedforward neural networks, RNNs can use their internal memory to process arbitrary sequences of inputs. In each layer of RNN, the relation between input and the output is given in eqn 3.3. In eqn 3.3, $t$ indexes the time step, $x$, $h$ and $y$ are input, hidden states and network output, $W_h$ and the $W_y$ are the weight with respect to the input for hidden state and output, with corresponding bias $b_h$ and $b_y$, and $U$ refers the weight between consecutive hidden states, finally, the non-linearity for the hidden state and output are denoted as $f(\cdot)$ and $g(\cdot)$.

As we can see from 3.3, compared with feed forward network, the recurrent network has an additional hidden state $h$, which is coupled by the additional weight $U$ and passed through time steps. Therefore, the input from previous step could also affect the current output through this coupling, and the output at any time is the accumulation of all previous input, in other words, the network has the “memory” of the past input. This property makes the

Figure 3.1: Left: An auto-encoder that consists of four layer fully connected network, with the input of the spectrogram with context window. Right: An auto-encoder of bi-directional recurrent neural network.
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RNN very appealing in audio processing since such dependence through time is one of the key feature in audio. A typical RNN is shown in fig 3.1.

\[ h_t = f(W_h x_t + U h_{t-1} + b_h) \]
\[ y_t = g(W_y h_t + b_y) \]  

(3.3)

3.2.1 Long short term memory

Although designed for the sequence processing, RNN usually suffers from the “vanishing gradient” problem, which prevent the network from capturing the long time dependency. The main reason for “vanishing gradient” comes from the coupling between time steps. In RNN, the time is captured by the multiplication of a weight matrix, i.e. \( W_h \) in 3.3. Then when the eigenvalue of \( W_h W_h^T \) is not one, the gradient through time will explode or vanish, a more detailed discussion can be found in (Bengio et al., 1994).

To fix this problem, in (Hochreiter and Schmidhuber, 1997), researchers proposed a novel structure to replace the multiplicative coupling, i.e. the long short term memory (LSTM) network. The standard LSTM memory block consists of one memory cell and three gates: input gate, output gate and forget gate. The memory cell stores the state of the memory block while the gates controls the flow of activation and error, which decide the behavior of memory cell. The input gate and output gate control the flow of the activation enter and leave the memory cell. To enable the memory block to model the dependency in subsequences, the forget gate controls the memory cell to “forget” the previous activations.

We consider an LSTM memory block at \( n \)th layer with an input vector \( h_{n-1}^t \) and output activation \( h_n^t \) at frame \( t \) (here, we omit the utterance index). Note that the input vector at the first layer corresponds to the observation vector, i.e., \( h^0 = y \). We first define the concatenated vector of output activation \( h_{n-1}^t \) at previous time frame \( t-1 \) and the \( n-1 \)th layer output activation \( h_{n-1}^t \) at current time frame \( t \) as \( m^n_t \triangleq [(h_{n-1}^t)^\top, (h_{t-1}^t)^\top]^\top \). Then, the LSTM memory block has a memory cell (return: \( c_t \)) which are obtained from the input gate (return: \( i_t \)) and forget gate (return: \( f_t \)):

\[ i^n_t = \sigma(W_{im} m^n_t + W_{ic} c_{t-1}^n + b_i^n), \]
\[ f^n_t = \sigma(W_{fm} m^n_t + W_{fc} c_{t-1}^n + b_f^n), \]
\[ c^n_t = f^n_t \odot c_{t-1}^n + i^n_t \odot \tanh(W_{cm} m^n_t + b_c^n), \]  

(3.4)

where \( W \) and \( b \) are affine transformation parameters to be estimated at the training step. \( \odot, \sigma(\cdot), \) and \( \tanh(\cdot) \) denote the element-wise product operation, sigmoid function, and hyperbolic tangent function, respectively. The memory cell and input and forget gates are calculated from the concatenated activation vector \( m^n_t \) and the cell vector \( c_{t-1}^n \) at the previous frame. The relationship between \( c^n_t \) and \( c_{t-1}^n \) is controlled by the forget gate \( f_t^n \) dynamically, which enables to retain the long-range dependency of the cell, unlike the hidden state in standard RNNs.
3.3 Objective function

Once we obtain cell vector $c^n_t$, we can calculate output gate vector $o^n_t$, and finally calculate output activation $h^n_t$ as follows:

$$o^n_t = \sigma(W^n_{om} m^n_t + W^n_{oc} c^n_t + b^n_o),$$

$$h^n_t = o^n_t \odot \tanh(c^n_t).$$ \hfill (3.5)

A set of these equations is a basic feed-forward operation of the LSTM memory block at $n$th layer. At the top layer ($N$), output activation $h^N_t$ is further calculated by the following affine transformation:

$$\hat{h}_t = W^N h^N_t + b^N.$$ \hfill (3.6)

This final activation $\hat{h}_t$ would be used for the regression, classification through the softmax operation, or masking function through the sigmoid operation.

Similar to the LSTM, Bi-directional LSTM has the same memory block as the basic unit. Instead of propagating the information in one time direction, in BLSTM layer, there are two separated propagation sequences from the both time directions. Therefore, unlike equation (3.6), the BLSTM neural network obtains the final activation $\hat{h}_t$ by using both the final activations from the past $h^N_{t-} + h^N_{t+}$, as follows:

$$\hat{h}_t = W^{N-} h^N_{t-} + W^{N+} h^N_{t+} + b^N.$$ \hfill (3.7)

This property enables the BLSTM network further explore the connection within contexts, and often lead to better performance than LSTM.

3.3 Objective function

For each neural network, a objective function is needed to measure the “correctness” of the model during the training stage. The difference between the network output and the objective can be used to update the network parameters, and lead to better accuracy. For speech enhancement, the most commonly used objective is the sum of square error(SSE), as defined in 3.8. In 3.8, $y$ and $x$ refer the label and network output, $i$ indexes the dimension. The euclidian distance between $y$ and $x$ across each dimension is summed, and used to optimize the network.

$$\mathcal{L} = \sum_i (y_i - x_i)^2$$ \hfill (3.8)

3.4 Back propagation

The back propagation (Chauvin and Rumelhart, 1995) is a common method of training artificial neural networks and used in conjunction with an optimization method such as gradient descent. The algorithm repeats a two phase cycle, propagation and weight update.
When an input vector is presented to the network, it is propagated forward through the network, layer by layer, until it reaches the output layer. Then the network parameters are updated with gradient based optimization methods. In the back propagation process, the chain rule is used to pass the gradient backward through layer, as shown in eqn 3.9

$$\mathcal{L} = f(x)$$
$$\frac{\partial \mathcal{L}}{\partial x} = \frac{\partial \mathcal{L}}{\partial f} \frac{\partial f}{\partial x}$$  \hspace{1cm} (3.9)

3.5 Regularization

Due to their tendency to overfit, some form of regularization is typically necessary to ensure that the optimized neural network’s variance is not too high. A common regularizer which is used in many machine learning models is to include in the loss function a penalty on the norm of the model’s parameters. In neural networks, adding the $L^2$ penalty $\lambda \sum_i \theta_i^2$ where $\lambda$ is a hyperparameter and $\theta_i$ are the model’s parameters (e.g. individual entries of the weight matrices and bias vectors) is referred to as “weight decay” (Hanson and Pratt, 1989). This can prevent the weight matrix of a given layer from focusing too heavily (via a very large weight value) on a single unit of its input. A related term is $\lambda \sum_i |\theta_i|$ which effectively encourages parameter values to be zero (Bengio, 2012).

A completely different regularization method which has recently proven popular in neural networks is “dropout” (Hinton et al., 2012b). In dropout, at each training iteration each unit of each layer is randomly set to zero with probability $p$. After training, the weights in each layer are scaled by $1/p$. Dropout intends to prevent the units of a given layer from being too heavily correlated with one another by randomly artificially removing connections. More simply, it provides a source of noise which prevents memorization of correspondences in the training set and has been shown empirically and theoretically (Wager et al., 2013) to be an effective regularizer.

In practice, the technique of “early stopping” is almost always used to avoid overfitting in neural network models (Prechelt, 2012). To utilize early stopping, during training the performance on a held-out “validation set” (over which the parameters of the network are not optimized by gradient descent) is computed. Overfitting is indicated by performance degrading on the validation set, which simulates real-world performance. As a result, early stopping effectively prevents overfitting by simply stopping training once the performance begins to degrade. The measure of performance and criteria for stopping may vary widely from task to task (and practitioner to practitioner) but the straightforwardness and effectiveness of this approach has led it to be nearly universally applied.
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3.6.1 Context window

The context window is one of the most commonly used tricks in audio processing (Hermansky et al., 2000; Hinton et al., 2012a). Context window refers to a moving window on the input, which extents the current input to a combination of features within a time range. The intuition behind the context window is straightforward. In English, syllable is the shortest meaningful acoustic unit, which usually has length around 100ms, while in most speech processing applications, the spectrogram frame rate is 10ms. Therefore, if viewed individually, each frame in spectrogram often contains limited information and large amounts of randomness, which cause difficulties for the neural network to generalize. Adding the context window could form more robust features, thus simplifying the learning process. This trick has been shown to be very effective in applications such as automatic speech recognition, speech enhancement, machine translation, etc.

3.6.2 Noisy auto-encoder

A typical auto-encoder network (Deng et al., 2010; Sainath et al., 2012; Lange and Riedmiller, 2010) is shown in Fig. 3.2. It consists of two parts, an encoder and a decoder. With the encoder, the network first embeds the input to a fixed dimension “code”, which usually has fewer dimensions than the input. Then another set of parameters, the decoder, is used to convert the embedded representation back to the input. The whole system maps the input to itself, thus called “auto-encoder”.

Auto-encoder is an important model in neural networks for two reasons. Firstly, the auto-encoder maps the input to a lower dimension representation, which is invertible. In other words, it can discover a more compact representation for the data, and remove the unnecessary variances. In other words, it can have a better generalization of the data, which is essential for data processing. More importantly, since the auto-encoder learns a mapping to itself, it doesn’t require additional labels to generate the gradient. Therefore, the data amount is always sufficient for an auto-encoder network. Because of these two properties, the auto-encoder is usually used to initialize the network.

In practice, to improve the robustness and prevent overfitting of the auto-encoder, a random noise is usually added into the input of the network, which converts the system to “noisy auto-encoder”. Experiments showed that the noisy auto encoder can learn a significantly more robust embedding of the input (Bengio et al., 2013; Rifai et al., 2011; Vincent et al., 2010).

The noisy auto-encoder learns a transformation that can convert the noisy input to its clean version, which perfectly matches the requirement for speech enhancement, where the task is to remove the noise from the noisy speech. Thus most of the neural network based speech enhancement systems use the auto-encoder based architecture (Xu et al., 2014; Narayanan and Wang, 2013b). The neural network based speech enhancement system is introduced in Chapter 4.
Figure 3.2: The input is firstly combined with additional noise and pass through the encoder to form the lower dimensional embedding. Then the embedding is used to generate the input through the decoder.
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Chapter 4

Neural Network based speech enhancement

As an universal function approximator, neural network has been successfully applied in different applications. In the problem of speech enhancement, the neural network also achieved significant performance improvement, when compared with traditional models introduced in chapter 2.

As discussed in last chapter, most of the speech enhancement system use auto-encoder architecture. Among them, two branches are most commonly adopted, the feature mapping network and mask learning network.

4.1 Feature mapping

The feature mapping network is straightforward. The network takes the noisy spectrogram as input $Y$, and targets at the clean spectrogram $X$, with the objective function shown in 4.1. In 4.1, $\Phi(\cdot)$ refers the non-linear transformation of neural network, and $\mathcal{D}$ refers the distance between the output and the reference. Usually euclidian distance is chosen. The feature mapping network is simple but effective. The feature mapping network achieved significant performance improvement in comparison to the traditional models.

$$\mathcal{L} = \mathcal{D}(X|\Phi(Y))$$ (4.1)

However, the feature mapping network also suffers from several drawbacks. The most obvious one is the unbounded dynamic range. Since the network directly output the clean spectrogram, which is unbounded, the output dynamic range has to be large enough to cover all possible volumes. Such procedure will largely increase the redundancy for the learning task. For example, for the same utterance with different amplitude, the feature mapping network need to generate completely different result, which will make the network more difficult to converge.
4.2 Mask learning

Another commonly used architecture is the mask learning network. Different with the feature mapping network that directly output the clean spectrogram, the mask learning network output a mask, which can be applied back to the noisy signal and mask out the noise, as shown in figure 4.1. A typical objective function is shown in 6.2, where $Y$ and $X$ refer the input feature and clean reference accordingly. $\Phi(\cdot)$ refers the non-linear function learnt by the neural network and $D(\cdot)$ refers the distance measure, which is usually euclidean distance.

$$\mathcal{L} = D(X||\Phi(Y))$$ (4.2)

There are two ways to learn the mask. The first one is called mask approximation (MA) which directly minimizes the distance between the learned mask and the target mask (Narayanan and Wang, 2013a, 2014b,a; Wang et al., 2014a). The second is called signal approximation (SA) which minimizes the distance between the target signal and the signal constructed by applying the estimated mask to the distorted signal (Weninger et al., 2014b; Erdogan et al., 2015b).

Since the mask is bounded (e.g. the mask usually has value in $[0,1]$), the mask learning network has the fixed dynamic range. Therefore it is easier for the the mask learning network to generalize different noises, conditions. Moreover, as shown in fig 4.1, during the separation,
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since the mixture is re-introduced to the computation, the network only needs to filter out
the noisy part. Compared with the feature mapping network, where the system need to both
remove the noise and remember the clean reference, the learning task for mask based system
is easier, and thus usually leads to better performance, as reported in (Narayanan and Wang,
2013b; Wang and Wang, 2013; Healy et al., 2013)

We choose signal approximation based mask learning in this study. It is shown in (Weninger
et al., 2014b) that SA is better than MA as its final target is directly related with the source
signal. The objective of SA based mask learning for speech enhancement is:

\[ L = \| X - \Phi(Y) \odot M \|^2_2, \quad (4.3) \]

where \( X \) and \( M \) are clean speech and noisy speech in the mask learning output feature
domain; \( Y \) is the noisy speech in the mask learning input feature domain; \( \Phi(\cdot) \) is the mask
estimation function learnt from neural networks. \( \Phi(Y) \in [0, 1] \) is the learnt soft mask.

The effectiveness of the auto-encoder based speech enhancement has been shown in different
works(), one of the most representative one is on the 2nd CHiME speech separation and
recognition challenge, where different speech enhancement methods were evaluated under
different frame work.

The noisy data in ChiME challenge was constructed from the Wall Street Journal dataset.
The clean 16kHz WSJ data was firstly convolved with the room impulse response to model
the reverberation. Then the reverberated speech was mixed with the recorded background
noise the at 6 different SNRs from \(-6dB\) to \(9dB\). The training set contains 7138 utterances
from 83 speakers, totaling 14.5 hours. The development set contains 4.5 hours data, which
consists of 2460 utterances from 10 speakers that are disjoint with the training set. The test
set consists of 1980 utterance from 8 speakers, 4 hours in total.

Four models were evaluated(Le Roux et al., 2015a; Weninger et al., 2015; Chen et al.,
2015), including two mask learning based models using feedforward network(DNN) and
bi-directional long short term memory(BLSTM) network. The DNN consists of three layers,
each layer had 1024 nodes, with hyperbolic tangent function for non-linearity, followed by an
output layer, which was a feedforward layer of 100 nodes with sigmoid function. The input
feature for the DNN were the 100 dimension log mel-filterbank, with \( T = 9 \) context window.
The spectrogram was calculated using 25 ms window size and 10 ms window shift. For the
BLSTM network, each BLSTM layer had 300 forward LSTM cell and 300 backward cell.
Similar to DNN network, an output layer was added after the BLSTM network to generate
the mask. No context window is used for the BLSTM network. All the input feature was
normalized with zero mean and unit variance.

The discriminate non-negative matrix factoration(DNMF) and plain NMF were included as
the baseline. The spectrogram was calculated using 25 ms window size and 10 ms window
shift. With 9 consecutive frames, the concatenated spectrogram was used as feature. The
dictionary size was set to 1000. The performance of NMF based models on the same data
was cited from (Le Roux et al., 2015a). And the full evaluation is shown in fig 4.2.

In fig 4.2, the neural network based methods outperformed the NMF based model by a large
margin on every condition. As discussed in previous chapter, the LSTM network outperforms
the DNN, because of the sequence modeling. The dash line showed in fig 4.2 refers the result
Figure 4.2: The CHiME 2 speech enhancement evaluation using oracle ratio mask. Note that the LSTM is only 3.34Db on average lower than the oracle, showing its effectiveness.
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4.3 Improving the mask learning network

The mask learning network showed significant performance in contrast to previous models. However, there are several limitations.

4.3.1 Scale Mismatch Problem

The main limitation for mask learning network lies in the assumption that the scale of the masked signal is the same as the clean target. Using masks as the training target is supposed to remove only the noise distortion. If the distorted signal is also impacted by the channel distortion, an additional feature mapping function has to be learned to remove the channel distortion in the enhanced speech feature estimated via mask learning. This problem is even more severe in the far-talking scenarios. With a few exceptions for some synthetic data, this assumption is usually not applicable for most real recorded parallel data due to the varied sound source location and the differences in microphones. We refer this as “scale mismatch problem”.

When the mixture $M$, clean speech $X$, and the noise $N$ are strictly additive, i.e. $M = X + N$, the clean speech can be perfectly recovered from the ideal mask (i.e. $\frac{X}{X+N}$) learned from the neural network. Nevertheless, the same scale assumption in mask learning is only true on some synthetic data.

For real recorded data, due to the sound source location and microphone differences between far-talk and far-talk channels, their recordings can vary significantly both in scale and spectrum. This is the “scale mismatch problem”.

In real parallel recording, mixture from a far-talk microphone $M$ and clean speech $X$ can be represented as

$$M = f(g(X) + N),$$

(4.4)

where $f(\cdot)$ is the non-linear transformation introduced by the channel mismatch; $g(\cdot)$ represents the spectral difference between the two recordings.

The masking process $\Phi(Y) \odot M$ would fail to recover the clean speech due to the cascaded non-linearities, even with the ideal mask.

4.3.2 Mask Learning with Restoration Layer

We propose to extend the mask learning with two types of restoration layers before or after the mask to address the scale mismatch problem, namely pre- and post-restoration layers.

In the mask learning with pre-restoration layers, the noisy speech first passes through fully connected neural network layers with rectifier linear unit activation (ReLU); then combines with the learnt $[0,1]$ mask $\phi(Y)$. Since ReLU is unbounded, the pre-restoration layer is designed to learn the scale mismatch between the mixture and the reference. Alternatively,
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in the mask learning with post-restoration layers, the scale restoration happens after the mask learning through fully-connected neural network layers.

Figure 4.3 depicts the architecture of the extended mask learning with pre- or post-restoration layers. Both pre- and post- restoration layers are designed to fix the scale mismatch problem in mask learning. The key differences lie in that post-restoration layers, as the last step in speech enhancement, have the potential to fix the additional scale-related spectral patterns re-introduced during masking.

Figure 4.3: Input feature, mixture and clean reference blocks correspond $Y$, $M$ and $X$ in Equation 5.1, and the remaining white blocks are neural network parameters($\Phi(\cdot)$ in Equation 5.1)

With this extension, the mask learning based speech enhancement can be applied to a wide range of real world scenario. We will present results on the mask learning with restoration layers on CHiME3 task in Section 6.5.
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4.4 Residual Learning Feature Mapping

In this section, we introduce applying the residue learning architecture to speech enhancement.

4.4.1 Background of Residual Network

Deep residual learning makes use of short cut connections between neural network layers for fast convergence. It was first proposed in (He et al., 2015) for image recognition. Lately its efficacy was also confirmed in large vocabulary speech recognition (Xiong et al., 2016a).

In residue network, neural network layers are explicitly reformulated to learn residual functions with respect to the layer inputs. The short-cut connection in deep residue learning effectively addresses gradient vanishing/exploding problem in very deep neural network. Thus it is generally believed that very deep neural networks with residue connections is easier to optimize. The residue learning helps to maintain consistently improved accuracy performance in increasingly deeper and more complicated neural network.

Most previous work in applying residue learning focuses on improving network optimization for very deep network.

4.4.2 Residual Learning for Speech Enhancement

Unlike solving gradient vanishing/exploding problems and ease of training of very deep network, the motivation behind our work in applying the residue learning in speech enhancement has straightforward physical meaning in signal reconstruction.

Multiplication in linear scale corresponds to summation when performed in logarithm scale. In a feature mapping network, when the input feature is in logarithmic scale, e.g. log-spectrogram, log-mel-filterbank, etc., adding the additive residual connection between layers is equivalent to perform the masking learning.

Based on this observation, we propose a residual learning based architecture for enhancement. Two types of residual connection are proposed: input residual connection and layer-wise residual connection. In the input residual connection, the shortcut connection between input and the output of each layer is incorporated in the network. In layer-wise residual connection, the shortcut is added between the output of each layer and its previous layer.

Figure 4.4 presents the architecture of residual learning based speech enhancement using input residue connection and/or layer-wise residue connection. Introducing residue connections in feature mapping network allows us to benefit from both feature mapping and mask learning. This architecture alternates between the feature mapping and mask learning cross different neural network layers. Therefore, it can potentially outperforms speech enhancement with the mask or the feature mapping only.
4.5 Experiment

In this section, we present our speech enhancement experimental results on the CHiME3 task.

Figure 4.4: Architecture of the residue-learning based speech enhancement model

Architecture of the residue-learning based speech enhancement model
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4.5.1 CHiME 3 and ASR Back-End

CHiME 3 (Barker et al., 2015a) data is recorded using a 6-channel microphone array mounted on a tablet. The training data consists of 1600 real noisy utterances and 7138 simulated utterances. The real data is recorded in different live environments. The simulated data is obtained by mixing clean utterances into different background recordings. For both real and simulated data, four environments are selected: cafe (CAF), street (STR), public transport (BUS), and pedestrian area (PED).

We train a fully connected deep neural network (DNN) on close-talk clean speech. The DNN has 7-hidden layers, each with 2048 hidden units. The input consists of a 2640-dim feature vector formed by 80-dim LFB feature and its accelerating feature components with a context window of 11 frames \((80\times3\times11=2640)\). The output layer has 3012 senone states. We adopt the RBM pre-training before the fine-tuning of the full network using the cross-entropy criteria. We use WSJ 5K word 3-gram LM for decoding throughout this paper.

The model is then evaluated on the multi-channel enhanced speech audio provided by the CHiME 3 speech challenge (Barker et al., 2015a) and the single-channel far-field noisy speech. The proposed single-channel speech enhancement models are applied as a plug-in module before decoding.

4.5.2 Extended Mask Learning with Restoration Layers

We use a two-layer 300-cell LSTM for masking learning and a feed-forward projection layer with sigmoid activation injected before or after the mask learning layers for scale restoration. The input is 100-dimension log mel-filterbank, calculated with 25ms window and 10ms hop. The setup is similar to a previous state-of-art mask learning system (Barker et al., 2015b).

We compare the plain mask learning with the extended mask learning with pre- or post-restoration layers. As shown in Table 4.1, without scale restoration, the mask learning completely fails on both real and simulated data. This confirms the scale mismatch problem described earlier. After introducing scale restoration layers, both pre-restoration and post-restoration layer improves the mask learning result. In particular, we found that the post-restoration outperforms the pre-restoration. This is likely due to the fact that the post-restoration layers have more information from bottom layers and can be better optimized globally.

In addition, we compare the mask learning based approach with the feature mapping approach. Here the feature mapping is conducted in the acoustic model feature domain. The input is the 240-dim log mel-filterbank formed by 80-dim log mel-filterbank with double delta, as described in Section 4.5.1; the output is the 80-dim log mel-filterbank feature. A similar two-layer 300-cell LSTM is used. It can be seen from Table 4.1 that feature mapping learning in the acoustic model feature domain significantly outperforms the mask-learning based approach, even with injected restoration layers. We believe that this is due to the extra noise introduced during the signal conversion in the mask learning based speech enhancement.

Lastly, we compare three feature mapping networks using DNN, LSTM, or bLSTM. All three models have comparable number of model parameters. The DNN has four hidden layers
Table 4.1: Speech recognition word error rate (WER) comparison mask learning with/without scale restoration.

<table>
<thead>
<tr>
<th>method</th>
<th>Real</th>
<th>Simu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>31.12</td>
<td>15.78</td>
</tr>
<tr>
<td>Standard Mask</td>
<td>37.40</td>
<td>15.05</td>
</tr>
<tr>
<td>Mask + pre-Restoration</td>
<td>37.40</td>
<td>14.96</td>
</tr>
<tr>
<td>Mask + post-Restoration</td>
<td>30.87</td>
<td>13.41</td>
</tr>
<tr>
<td>Feature mapping (LSTM)</td>
<td>24.22</td>
<td>11.23</td>
</tr>
</tbody>
</table>

Table 4.2: Speech recognition WER performance comparison for feature mapping using DNN, LSTM, or bLSTM. The results in the brackets are relative WER reductions from the baseline setup.

<table>
<thead>
<tr>
<th>method</th>
<th>Real (WER.R)</th>
<th>Simu (WER.R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy (Baseline)</td>
<td>31.12 (NA)</td>
<td>15.78 (NA)</td>
</tr>
<tr>
<td>Feature mapping(DNN)</td>
<td>30.02 (3.53)</td>
<td>14.26 (9.63)</td>
</tr>
<tr>
<td>Feature mapping(LSTM)</td>
<td>24.22 (22.17)</td>
<td>11.23 (28.83)</td>
</tr>
<tr>
<td>Feature mapping(bLSTM)</td>
<td>24.07 (22.65)</td>
<td>10.81 (31.50)</td>
</tr>
</tbody>
</table>

with 512 nodes; the LSTM is a two-layer 300-cell LSTM network; the bi-direction LSTM has two layers with 150 forward and 150 backward cells. Similarly, the feature mapping learning here is conducted in the acoustic model front-end domain. As shown in Table 4.2, the LSTM feature mapping learning significantly outperforms the DNN with 22.17 % WER reduction for real data and 28.83 % WER reduction for simulated data. This suggests that modeling long-span contextual information via re-current modeling and memory cell helps in learning the noise interference and thus improves the speech enhancement performance. Bi-directional LSTM speech enhancement yields additional accuracy gain due to the integration of bi-directional contextual information.

4.5.3 Residual Learning

Our residue learning based speech enhancement is developed based upon the best performed bLSTM feature mapping model as discussed in Section 4.5.2.

Specifically, we compare three residual learning networks with different types of reside connections: input residual connections only (Res-I); layer-wise residual connections only (Res-L); both input and layer-wise residual connections (Res-B).

Table 4.3 summarizes the experimental results on residual learning based speech enhancement. First, all three proposed residual networks yield small but consistent additional accuracy gain comparing to the state-of-art bLSTM feature mapping model. This suggests the efficacy of the reside connections in speech enhancement model. In particular, we found that the architecture with input residue connection only (Res-I) performs best with 2.91% additional WER reduction against the baseline bLSTM feature mapping model.

We further compare speech recognition performance of the reside learning based speech enhancement with input residue connections in different noisy environments. As shown in Figure 4.5:
Table 4.3: Speech recognition accuracy comparison for residue learning based speech enhancement: input residue connection (ResI), layer-wise residue connection (ResL), or both (ResB). The results in the brackets are relative WER reductions from the baseline setup.

<table>
<thead>
<tr>
<th>method</th>
<th>Real (WER.R)</th>
<th>Simu (WER.R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bLSTM (Baseline)</td>
<td>24.07 (NA)</td>
<td>10.81 (NA)</td>
</tr>
<tr>
<td>bLSTM + Res-I</td>
<td>23.37 (2.91)</td>
<td>10.41 (3.70)</td>
</tr>
<tr>
<td>bLSTM + Res-L</td>
<td>23.74 (1.37)</td>
<td>10.88 (-0.65)</td>
</tr>
<tr>
<td>bLSTM + Res-B</td>
<td>23.52 (2.29)</td>
<td>10.56 (2.31)</td>
</tr>
</tbody>
</table>

- The residue-learning based speech enhancement improves the speech recognition accuracy performance across almost all noisy conditions. The average relative WER reduction is 24.90 % for real and 34.57 % for simulated data.

- For simulated data, we observe large performance gain for public transport (BUS) and pedestrian area (PED) with 40~50 % relative WER reduction. Nevertheless, for cafe (CAF), the enhancement did not seem to yield noticeable performance improvement. We suspect this is likely due to certain data simulation specifics for cafe data.

- For real data, all noisy conditions receive consistent accuracy gain with relative WER reduction ranging from 18.07 % for cafe (CAF) to 28.58 % for street junction (STR). The gain is slightly smaller but yet significant comparing to in the simulated data. This suggests that the proposed approach is effective for a wide range of real life noisy environments with stationary, semi-stationary, or highly non-stationary noise.

It is worth noting that our architecture is still considered to be a shallow model. As more training data becomes available, we can increase the depth of the enhancement network layers, which is expected to benefit even more from residue connections.

4.5.4 Single-Channel Far-Field Speech Enhancement

In real world far-field applications, microphone array and multi-channel speech enhancement are not always available. We would like to find out how the proposed single-channel speech enhancement would perform on single-channel far-field noisy speech.

To this end, we further apply the proposed extended bLSTM mask learning with post-restoration layers and input residue connection to single far-talk noisy channel speech enhancement. As shown in table 4.4, the proposed best performed speech enhancement applied to single far-field channel yields 11.73 % WER reduction, comparing to 24.90 % WER reduction when applied to the multi-channel enhanced speech evaluated on the real testing part of CHiME 3.

The results suggest the proposed approach is beneficial even with single-channel far-field noisy speech. This makes the proposed single-channel speech enhancement approach practical in a wide range of real world far-field ASR scenario with/without microphone array and enhanced far-field speech.
4.6 Conclusion

In conclusion, we relaxed the matching scale constraint in mask learning based speech enhancement model by integrating two types of restoration layer. We proposed a novel residual learning for improved speech enhancement. We evaluated the proposed speech enhancement models on CHiME 3 task. Without retraining the acoustic model, the best performed bi-direction LSTM input residue connection yields 25.13% relative WER reduction on real data and 34.03% relative WER reduction on simulated data. Further analytic study suggests that the proposed approach is effective for a wide range of noisy environments.
Chapter 5

Deep clustering

In last chapter, we introduced the neural network based speech enhancement and several of its extensions, which showed very high separation quality. In this chapter, we further discuss the neural network based audio source separation system. We firstly show the limitations of the auto-encoder network, and introduce another family of neural network based system, which is designed for a more general scenario of auditory source separation.

5.1 Introduction

In real world perception, we often must selectively attend to objects whose features are intermingled in the incoming sensory signal. Nowhere is this more apparent than in hearing, where signals are densely mixed and can be challenging to separate. Nevertheless human listeners easily perceive separate sources in an acoustic mixture, and this ability has inspired a variety of computational approaches to the so-called auditory scene analysis or cocktail party problem (Bregman, 1990). We address the problem of “cocktail-party” speech separation in a deep learning framework we call deep clustering.

Single-channel speech separation is the task of estimating the individual speech signals that are mixed together and overlapping in a monaural signal. It is a challenging problem and many further assumptions have been used to make headway. Previous attempts have generally assumed that the number of sources is fixed. Some “speech separation” methods are about separating speech from challenging background noise (Weninger et al., 2014a; Wang and Wang, 2013; Wang et al., 2013) instead of separating multiple speakers. Many previous approaches have relied on speaker-dependent models (Hershey et al., 2010; Huang et al., 2015; Virtanen, 2006), although some also addressed the case of same-speaker mixtures (Hershey et al., 2010; Virtanen, 2006), or more than two speakers (Rennie et al., 2010). Furthermore, many of these addressed only tasks with limited vocabulary and grammar, as in (Cooke et al., 2010). Some were able to achieve impressive performance in these limited domains.
5.1 Introduction

In this chapter, we consider a more open and difficult task of speaker-independent separation of two or more speakers, with no special constraint on vocabulary and grammar. Speaker-independent separation was addressed in (Weiss, 2009) by building speaker adaptation upon the model-based approach of (Hershey et al., 2010). In another direction, (Rennie et al., 2010) extended (Hershey et al., 2010) to handle more than two speakers. While both extensions are interesting, in general speed and learning are problematic.

Meanwhile, the state-of the art in enhancement and separation is currently done using deep networks (Weninger et al., 2015; Wang et al., 2014b; Xu et al., 2014), as introduced in last chapter. These class-based methods train on parallel sets of mixtures and their constituent target sources, so that the network predicts the source belonging to the target class, or classifies the type of source that dominates each time-frequency bin.

Although class-based methods can succeed in the speaker-dependent case, where each target is a speaker known at training time, they fail to learn in the speaker-independent case, as shown in our experiments. Two main problems prevents the class based system from working, which we refer as “permutation problem” and “output dimension mismatch problem”, and will introduce in detail in later sections.

An important family of methods based on clustering may be more flexible in this regard. These include computational auditory scene analysis (CASA) approaches that use perceptual grouping cues (Cooke, 1991; Ellis, 1996a), and spectral clustering approaches (Bach and Jordan, 2006) that use affinity kernels. CASA approaches seek to explain perceptual grouping of regions in terms of their similarity(Wertheimer, 1938). Such methods are heuristic, and although carefully tuned systems perform surprisingly well on speech (Hu and Wang, 2013b), they still fall behind the class-based deep learning methods, as we show below. With no training, over-fitting is not a problem, but it is difficult to imagine accommodating different types of sources.

In the area of spectral clustering, however, which is based on eigen-decomposition of the normalized affinity matrix (Shi and Malik, 2000), significant progress has been made in learning the relative weights of different affinity features (Bach and Jordan, 2006).

Unfortunately, the spectral clustering paradigm suffers from high computational cost, and shallow learning. These factors appear to be co-dependent: simple kernels tend to produce sparse affinity matrices, which require costly spectral methods to reduce to clusters. Conversely this complexity makes optimization of the front end processing a formidable challenge (Bach and Jordan, 2006).

In the speech separation problem, powerful front-end processing is indeed required, because of a pesky chicken and egg problem. To infer the segmentation requires features of neighboring regions of the same source, but the context regions for one source may contain intermingled parts of other sources. To extract uncorrupted features, then, would seem to require knowing the segmentation in advance.

Nevertheless, we know from from prior work that deep neural networks can learn their way out of this quandary, when the targets are distinct classes. So we propose to use more powerful front end processing to produce a lower-rank affinity matrix, which then may be amenable to clustering by simpler methods such as K-means. The simpler clustering methods in turn should provide for easier training, allowing a more complex front-end to be learned.
Learned feature transformations known as \textit{embeddings} have recently been gaining significant interest in many fields. Unsupervised embeddings obtained by auto-associative deep networks, used with relatively simple clustering algorithms, have recently been shown to outperform spectral clustering methods (Tian et al., 2014; Huang et al., 2014a) in some cases.

In our framework a deep network assigns embedding vectors to each time-frequency region of the spectrogram, according to an objective function that minimizes the distances between embeddings of time-frequency bins dominated by the same source, while maximizing the distances between embeddings for those dominated by different sources. Thus the clusters in the embedding can represent the inferred spectral masking patterns of the sources, in a permutation-free way. Moreover, despite the fixed dimensionality of the network output, the embeddings can implicitly represent different numbers of sources.

This objective relates to spectral clustering in that the embeddings can be used to approximate an ideal affinity matrix given by the known segmentation. It is also closely related to the \textit{K}-means objective function so that at test time we can infer the assignments given the embeddings using \textit{K}-means algorithm.

The experiments show that the proposed method can separate speech using a speaker-independent model on an open set of speakers. We derive partition labels by mixing signals together and observing their spectral dominance patterns. After training on a database of mixtures of speakers trained in this way, we show that the model can generalize to three-speaker mixtures despite training only on two-speaker mixtures. Although results are preliminary, this suggests that we may hope to achieve class-independent segmentation of arbitrary sounds, with additional application to image segmentation and other domains.

\section*{5.2 Permutation problem and output dimension problem}

Most neural network methods are trained to map the input signal to a unique target output which can be a label, a sequence, or regression reference. Permutation problem in speech separation arises due to the fact that the order of targets in the mixture is irrelevant. One example for the two problem is shown in fig 5.1. The upper figure in fig 5.1 shows a typical auto-encoder network for speech enhancement, where the input is the mixture between speech and noise, and the network targets at the clean speech. Since the speech and the noisy are from two audio class, which have very different statistical properties, the network shows the ability to distinguish the two. When separating two speakers, following the same methodology, an auto-encoder network should output the clean spectogram of both speakers. In practice, it usually requires the last layer have the size that is twice of the spectrogram bins, and it first half is assigned to first speaker and the second half for the second speaker, as suggested in the middle figure in fig 5.1. However, when separating mixtures of speakers \((A,B), (A,C), \text{ and } (B,C)\), it will generate confusions by assigning speaker \(A\) to the first target position in \((A,B)\) and \((A,C)\) cause in mixture \((B,C)\), both of the speaker need to be in the second position for consistency.

The second problem in using neural network framework for speech separation is the output dimension mismatch problem. Since the number of sources in the mixture can vary, a neural
network with fixed number of output nodes does not have the flexibility to separate arbitrary number of sources. As shown in the bottom figure of fig 5.1, an auto-encoder network trained for two speaker, despite the permutation problem can only handle the two speaker separation problem, since the output dimension for the network is fixed. When there are three speaker in the mixture, the two speaker network would not work at all because there is no dimension for the additional speaker. On the other hand, it would also be problematic if the network is trained with three speakers but facing two speaker mixtures. In that case, assuming the network is well trained, two out of three heads in the output layer should generate the separation of the two speaker and the remaining head should be completely removed. But it would be very difficult to distinguish which two heads are the valid separation during the testing time when the clean sources are not available, because it is very likely that all the three heads has speech liked spectrogram. Therefore, in short, for the auto-encoder based model, the number of mixing sources has be fixed in both training and testing data, which clearly is over-simplify the separation scenario.
5.3 Learning deep embeddings for clustering

We define $x$ as a raw input signal and as $X_i = g_i(x)$, $i \in \{1, \ldots, N\}$, a feature vector indexed by an element $i$. In the case of audio signals, $i$ is typically a time-frequency index $(t, f)$, where $t$ indexes frame of the signal, $f$ indexes frequency, and $X_i = X_{t,f}$ the value of the complex spectrogram at the corresponding time-frequency bin. We assume that there exists a reasonable partition of the elements $i$ into regions, which we would like to find, for example to further process the features $X_i$ separately for each region. In the case of audio source separation, these regions can be defined as the sets of time-frequency bins in which each source dominates, and estimating such a partition would enable us to build time-frequency masks to be applied to $X_i$, leading to time-frequency representations that can be inverted to obtain isolated sources.

To estimate the partition, we seek a $D$-dimensional embedding $V = f_\theta(x) \in \mathbb{R}^{N \times D}$, parameterized by $\theta$, such that performing some simple clustering in the embedding space will likely lead to a partition of $\{1, \ldots, N\}$ that is close to the target. In this work, $V = f_\theta(X)$ is based on a deep neural network that is a global function of the entire input signal $X$. Thus our transformation can take into account global properties of the input, and the embedding can be considered a permutation- and cardinality-independent encoding of the network’s estimate of the signal partition. Here we consider a unit-norm embedding, so that $|v_i|^2 = 1$ where $v_i = \{v_{i,d}\}$ and $v_{i,d}$ is the value of the $d$-th dimension of the embedding for element $i$. We consider the embeddings $V$ to implicitly represent an $N \times N$ estimated affinity matrix $VV^T$.

The target partition is represented by the indicator $Y = \{y_{i,c}\}$, mapping each element $i$ to each of $C$ clusters, so that $y_{i,c} = 1$ if element $i$ is in cluster $c$. In this case $YY^T$, is considered as a binary affinity matrix that represents the cluster assignments in a permutation-independent way: $(YY^T)_{i,j} = 1$ if elements $i$ and $j$ belong to the same cluster, and $(YY^T)_{i,j} = 0$ otherwise, and $(YP)(YP)^T = YY^T$ for any permutation matrix $P$.

We can learn affinity matrix $VV^T$, as a function of the inputs, $X$ to match the affinities, $YY^T$, by minimizing, with respect to $V = f_\theta(X)$, the training cost function,

$$C_Y(V) = \|VV^T - YY^T\|_F^2 = \sum_{i,j} (\langle v_i, v_j \rangle - \langle y_i, y_j \rangle)^2$$

$$C_Y(V) = \sum_{i,j} (|v_i - v_j|^2 - 1) + \sum_{i,j} \langle v_i, v_j \rangle^2,$$

summed over training examples, where $\|A\|_F^2$ is the squared Frobenius norm. For the true cluster labels $\hat{Y}$, $C_Y(V)$ minimizes the distance between the estimated affinity matrix $VV^T$ and the ideal affinity matrix $\hat{Y}\hat{Y}^T$. The form (5.2) pulls the embeddings $v_i$ and $v_j$ closer together for elements within the same partition, whereas the second term pushes all elements apart, preventing collapse to a trivial solution.

Note that although this function ostensibly sums over all pairs of data points $i, j$, the low-rank nature of the objective leads to an efficient implementation:

$$C_Y(V) = \|V^TV\|_F^2 - 2\|V^TY\|_F^2 + \|YY^T\|_F^2,$$

(5.3)
which avoids explicitly constructing the $N \times N$ affinity matrix. In practice, $N$ is orders of magnitude greater than $D$, leading to a significant speedup. Derivatives with respect to $V$ are also efficiently obtained due to the low-rank structure:

$$\frac{\partial C_Y(V)}{\partial V^T} = 4V(V^TV) - 4Y(Y^TV)$$ (5.4)

This low-rank formulation also relates to spectral clustering in that the latter typically requires the Nyström low-rank approximation to the affinity matrix (Fowlkes et al., 2004) for efficiency. So, rather than making a low-rank approximation to a complicated full-rank model, deep clustering directly optimizes a low-rank model so that simple clustering can be used.

For inference, we compute the embeddings $V = f_\theta(X)$ on the test signal $X$, and cluster the rows $v_i \in \mathbb{R}^D$, by minimizing the $K$-means inference cost: $\bar{Y} = \arg \min_Y K_V(Y) = \|V - YM\|_F^2$, where $M = (Y^TY)^{-1}Y^TV$ are the $C \times D$ means of each cluster. The resulting cluster assignments $\bar{Y}$ are used as binary masks to separate the sources. The ideal mask used as our cluster reference $\bar{Y}$, yields the optimal signal to noise ratio (SNR) among all binary masks. Although continuous masks can yield further improvement, here we first focus on solving the permutation problem, leaving refinement for future work.

The clustering error between the estimates $\bar{Y}$, and the labels $\hat{Y}$, can be quantified by a variety measures, such as the $\chi^2$ error,

$$d_{\chi^2}(\bar{Y}, \hat{Y}) = \|\bar{Y}(\bar{Y}^T\bar{Y})^{-1}\bar{Y}^T - \bar{Y}(\bar{Y}^T\bar{Y})^{-1}\bar{Y}^T\|_F^2.$$ (5.5)

(Meilă, 2012; Hubert and Arabie, 1985; Bach and Jordan, 2006). The minima of the training objective, $C_Y(V)$, the $K$-means objective, $K_V(\bar{Y})$, and the clustering error, $d_{\chi^2}(\bar{Y}, \hat{Y})$, all coincide when $VV^T = \bar{Y}\bar{Y}^T$, leading to $\bar{Y} = \hat{Y}$. More general bounds between the various objectives are derived in (Bach and Jordan, 2006; Meilă, 2012; Meila, 2014). See (Hershey et al., 2015) for further discussion in the present context. Note that one might consider directly optimizing the $K$-means objective as a function of $V$. Although $K_V(\bar{Y})$ solely minimizes within-class variance, leading to a degenerate solution, this may be prevented by using the ratio of within-class to total variance, as in linear discriminant analysis. We leave this and other alternative objectives for future work.

### 5.4 Speech separation experiments

#### 5.4.1 Experimental setup

We evaluate deep clustering (DC) on a speaker-independent speech separation task. Mixtures involving speech from same gender speakers can be extremely challenging since the pitch and vocal tract of the voices are in the same range. We here consider mixtures of two and three speakers, which include the same gender condition. Three types of experiments were performed, separating two unknown speakers, three unknown speakers, or three known speakers. In the latter case, the systems are trained on mixtures of the three known speakers at training time, whereas in the other cases training speakers and test speakers are different.
5. Deep clustering

We created a new corpus of speech mixtures using utterances from the Wall Street Journal (WSJ0) corpus because existing speech separation challenge datasets are too limited for the evaluation of our model. For example, the speech separation challenge (Cooke et al., 2010) only contains two-speaker mixtures, with a limited vocabulary and insufficient training data.

A 30 h training set and a 10 h validation set consisting of two-speaker mixtures were generated by randomly selecting utterances by different speakers from the WSJ0 training set si_tr_s, and mixing them at various signal-to-noise ratios (SNR) between 0 dB and 10 dB. The validation set was used to optimize some tuning parameters and to evaluate the source separation performance in closed conditions (CC). Five hours of evaluation data were generated similarly using utterances from 16 speakers from the WSJ0 development set si_dt_05 and evaluation set si_et_05. The speakers are different from those in our training and validation sets, and we thus use this set for open condition (OC) evaluation. Note that previous speech separation methods (e.g., (Smaragdis, 2007; Le Roux et al., 2015b)) cannot handle the open speaker problem, and require knowledge of the speakers in the evaluation.

We also created three sets of three-speaker mixtures. The first two sets are similar respectively to the two-speaker validation and evaluation sets, with 100 three-speaker mixtures obtained from a pool of many speakers in closed condition (MS-CC) and open condition (MS-OC). The third one consists in 5000 mixtures for training, 500 mixtures for validation, and 500 mixtures for test, using speech from a closed set of three known speakers in si_et_05 (3S-CC). All data were downsampled to 8 kHz before processing to reduce computational and memory costs. The input features $X$ were the log spectral magnitudes of the speech mixture, computed using a short-time Fourier transform (STFT) with 32 ms window length, 8 ms window shift, and the square root of the hann window. To ensure local coherency, a mixture is separately processed in half-overlapping segments of 100 frames, roughly the length of one word in speech, to output embeddings $V$ based on the proposed model.

5.4.2 Training procedure

The binary masks were used to build the target $Y$ to train our network. In each time-frequency bin, the mask values are set to 1 for the source with the maximum magnitude and 0 for the others. For the two-source case, this corresponds to the ideal binary mask (IBM) (Wang, 2005). To avoid training the network to assign embeddings to silence regions, a binary weight for each time-frequency bin was used during the training process, only retaining those bins such that magnitude of the mixture at that bin is greater than some ratio (arbitrarily set to $-40$ dB) of the maximum magnitude. The network structure used in our experiments has two bi-directional long short-term memory (BLSTM) layers, followed by one feedforward layer. Each BLSTM layer has 600 hidden cells and the feedforward layer corresponds with the embedding dimension $D$. Stochastic gradient descent with momentum 0.9 and fixed learning rate $10^{-5}$ was used for training. In each updating step, to avoid local optima, Gaussian noise with zero mean and 0.6 variance was added to the weight. We prepared several networks using different embedding dimensions from 5 to 60. In addition, two different activation functions (logistic and tanh) were explored to form the embedding $V$ with different ranges for $v_{n,d}$. For each embedding dimension, the weights for the corresponding network were initialized randomly according to a normal distribution with zero mean and 0.1 variance.
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with the tanh activation. In the experiments with the logistic activation, the network was initialized with the tanh network.

A state of the art class-based BLSTM speech enhancement network (Weninger et al., 2015) was included as baseline for both two-speaker and three-speaker experiments. Because of the inherent ambiguity in speaker-independent separation tasks, as to which output should be used for each speaker, we proposed two training schemes to help with learning using the class-based LSTM. In one case we used the stronger source as the training target for each 100 frame segment (BLSTM stronger). We also propose a permutation-free scheme (BLSTM permute), where we find the closest clean source to each output of the network, and use that source to measure the training error and compute the gradients.

To facilitate comparison, both deep clustering and the classifier system used the same architectures, except for the final output layers and objective function. Since deep clustering has a large embedding layer, we also formulated a class-based BLSTM with the same number of parameters by using an additional feedforward layer of the same size as the embedding layer used in deep clustering (BLSTM permute*). In the three-known-speakers experiment, the speaker identities are known, so we used the stacked ideal soft mask for each speaker as target (BLSTM stack). For both experiments, squared Euclidean distance was used as error measurement for class-based network. All the BLSTM layers in the class-based model were initialized with the parameters of the trained deep clustering network (i.e. $D = 40$ tanh).

5.4.3 Speech separation procedure

At test time, speech separation was performed by re-filtering time-domain signals based on time-frequency masks for each speaker. The masks were obtained by clustering the row vectors of embedding $V$, where $V$ was output from the proposed model for each segment (100 frames), similarly to the training stage. The number of clusters is set to the number of speakers in the mixture. We evaluated two types of clustering methods: global $K$-means on the embeddings of the whole utterance and local $K$-means, where clustering is done separately on each 100-frame segment. In both cases, we choose the best correspondence in the least-squares sense between the recovered sources and target signals.

Given that DC can represent an arbitrary number of clusters, an interesting question is whether it can generalize to the case of three-speaker mixtures without changing the model parameters. Speech separation experiments on three-speaker mixtures were thus conducted using the network trained with two-speaker mixtures, by simply changing the number of clusters from 2 to 3 in the clustering step.

Besides the class-based BLSTM, we used supervised sparse non-negative matrix factorization (SNMF) as another baseline (Smaragdis, 2007; Le Roux et al., 2015b). While SNMF is amenable to separating male-female mixtures when using a concatenation of bases trained on speakers of different genders, in preliminary experiments it failed for same-gender mixtures. We thus give SNMF an unfair advantage by using speaker dependent models with oracle information about the speakers present at test time. Wiener-filter like masks are built using the estimated models and applied to the mixture, and the separated signals are obtained by inverse STFT. We used 256 bases per speaker, and magnitude spectra with 8 consecutive
frames of left context as input features. We also included an unsupervised CASA-based system (Hu and Wang, 2013b) as another baseline for the two-speaker experiment.

For all experiments, performance was evaluated in terms of averaged signal-to-distortion ratio (SDR) using the bss_eval toolbox (Vincent et al., 2006). The initial SDR averaged over the mixtures was 0.2 dB for two-speaker mixtures and -3.0 dB for three-speaker mixtures.

Table 5.1: SDR improvements (dB) for different separation methods

<table>
<thead>
<tr>
<th>method</th>
<th>CC</th>
<th>OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>oracle NMF</td>
<td>5.1</td>
<td>-</td>
</tr>
<tr>
<td>CASA</td>
<td>2.9</td>
<td>3.1</td>
</tr>
<tr>
<td>DC local K-means</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td>DC global K-means</td>
<td>5.9</td>
<td>5.8</td>
</tr>
<tr>
<td>BLSTM stronger</td>
<td>1.3</td>
<td>1.2</td>
</tr>
<tr>
<td>BLSTM permute</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>BLSTM permute*</td>
<td>1.4</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 5.2: SDR improvements (dB) for different embedding dimensions $D$ and activation functions

<table>
<thead>
<tr>
<th>model</th>
<th>CC local</th>
<th>CC global</th>
<th>OC local</th>
<th>OC global</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D = 5$</td>
<td>-0.8</td>
<td>-1.0</td>
<td>-0.7</td>
<td>-1.1</td>
</tr>
<tr>
<td>$D = 10$</td>
<td>5.2</td>
<td>4.5</td>
<td>5.3</td>
<td>4.6</td>
</tr>
<tr>
<td>$D = 20$</td>
<td>6.3</td>
<td>5.6</td>
<td>6.4</td>
<td>5.7</td>
</tr>
<tr>
<td>$D = 40$</td>
<td>6.5</td>
<td>5.9</td>
<td>6.5</td>
<td>5.8</td>
</tr>
<tr>
<td>$D = 60$</td>
<td>6.6</td>
<td>5.2</td>
<td>6.1</td>
<td>5.3</td>
</tr>
<tr>
<td>$D = 40$ logistic</td>
<td>6.6</td>
<td>5.9</td>
<td>6.6</td>
<td>6.0</td>
</tr>
</tbody>
</table>
Table 5.3: SDR improvement (dB) for mixtures of three speakers.

<table>
<thead>
<tr>
<th>method</th>
<th>MS-CC</th>
<th>MS-OC</th>
<th>3S-OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>oracle NMF</td>
<td>4.4</td>
<td>-</td>
<td>4.5</td>
</tr>
<tr>
<td>DC local</td>
<td>3.5</td>
<td>2.8</td>
<td>7.0</td>
</tr>
<tr>
<td>DC global</td>
<td>2.7</td>
<td>2.2</td>
<td>6.9</td>
</tr>
<tr>
<td>BLSTM stack</td>
<td>-</td>
<td>-</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Figure 5.2: Top: mixture log spectrogram. Middle: IBM. Dark blue shows silence. Bottom: output mask from proposed system trained on two-speaker mixtures.

5.5 Results and discussion

As shown in Table 5.1, both local and global clustering methods significantly outperform all baselines. Note that due to stability issues with the CASA code provided by authors of (Hu and Wang, 2013b), evaluation could only be run on a subset of about 40% of the data, but there was no significant difference for this subset in starting SNR or in the improvements of other algorithms. It should note that in later works (Yu et al., 2016), the author showed that after some fine tuning, the permutation free training proposed here could also generate
high quality separation performance, despite its incapability to handle the output dimension mismatch problem.

The global $K$-means clustering of the whole utterance performs only slightly worse than local clustering. As the system was only trained with individual segments, this suggests that the network learns globally important features. The performance of DC is similar in open and closed conditions, indicating that it can generalize well to unknown speakers.

In Table 5.2, the $D = 5$ system completely fails, either because optimization of the current network architecture fails, or the embedding fundamentally requires more dimensions. The performance of $D = 20, D = 40, D = 60$ is similar, showing that the system can operate in a wide range of parameter values. We arbitrarily used tanh networks in most of the experiments because of their larger embedding space than logistic networks. However, in Table 5.2, we verify that the logistic network performs about the same.

All class-based BLSTMs performed poorly in non-speaker-dependent settings, even when carefully trained (Table 5.1, right). Only for the speaker-dependent 3S-CC set, the class-based model performed similarly to DC (Table 5.3). We can expect other speaker-dependent methods (Hu and Wang, 2013a; Huang et al., 2015) to follow the same trend. This confirms that class-based networks lack the ability to resolve the permutation problem introduced by same-class mixtures. In contrast, in DC the permutation is solved by the clustering step, which allows modeling power to focus on the distinction between sources.

We see in Table 5.3 (left) that DC remarkably can also separate three-speaker mixtures, even when only trained on two-speaker mixtures. Figure 5.2 shows an example of separation for three-speaker mixture in the open validation set. Of course, including mixtures involving more than two speakers at training time should improve performance further, but the method does surprisingly well even without retraining. Performance is now worse than oracle NMF, but is again much better once we allow DC to focus on a limited set of speakers, as shown in Table 5.3 (right): there, DC is trained on mixtures of the same three speakers used for test.

Alternative network architectures with different time and frequency dependencies, such as deep convolutional neural networks (Farabet et al., 2013) or hierarchical recursive embedding networks (Sharma et al., 2014), could be helpful in terms of learning and regularization. Finally, scaling up training on databases of more disparate audio types, as well as applications to other domains such as image segmentation, are prime candidates for future work.

5.6 Improving deep clustering

In this section we present improvements and extensions that enable a leap forward in separation quality, reaching levels of improvement that were previously out of reach (audio examples and scripts to generate the data used here are available at Isik et al., 2016a). In addition to improvements to the training procedure, we investigate the three speaker case, showing generalization between two- and three-speaker networks.

The original deep clustering system was intended to only recover a binary masks for each source, leaving recovery of the missing features to subsequent stages. In this section, we incorporate enhancement layers to refine the signal estimate. Using soft clustering, we
can then train the entire system end-to-end, training jointly through the deep clustering embeddings, the clustering and enhancement stages. This allows us to directly use a signal approximation objective instead of the original mask-based deep clustering objective.

Below we present the deep clustering model and further investigate its capabilities. We then present extensions to allow end-to-end training for signal fidelity. The results are evaluated using an automatic speech recognition model trained on clean speech. The end-to-end signal approximation produces unprecedented performance, reducing the word error rate (WER) from close to 89.1% WER down to 30.8% by using the end-to-end training. This represents a major advancement towards solving the cocktail party problem.

5.7 Improvements to the Training Recipe

We investigated several approaches to improve performance over the baseline deep clustering method, including regularization such as drop-out, model size and shape, and training schedule. We used the same feature extraction procedure as in (Hershey et al., 2016a), with log-magnitude STFT features as input, and we performed global mean-variance normalization as a pre-processing step. For all experiments we used we used rmsprop optimization (Tieleman and Hinton, 2012a) with a fixed learning rate schedule, and early stopping based on cross-validation.

Regularizing recurrent network units: Recurrent neural network (RNN) units, in particular LSTM structures, have been widely adopted in many tasks such as object detection, natural language processing, machine translation, and speech recognition. Here we experiment with regularizing them using dropout.

LSTM nodes consist of a recurrent memory cell surrounded by gates controlling its input, output, and recurrent connections. The direct recurrent connections are element-wise and linear with weight 1, so that with the right setting of the gates, the memory is perpetuated, and otherwise more general recurrent processing is obtained.

Dropout is a training regularization in which nodes are randomly set to zero. In recurrent network there is a concern that dropout could interfere with LSTM’s memorization ability; for example, (Zaremba et al., 2014) used it only on feed-forward connections, but not on the recurrent ones. Recurrent dropout samples the set of dropout nodes once for each sequence, and applies dropout to the same nodes at every time step for that sequence. Applying recurrent dropout to the LSTM memory cells recently yielded performance improvements on phoneme and speech recognition tasks with BLSTM acoustic models (Moon et al., 2015).

In this work, we sampled the dropout masks once at each time step for the forward connections, and only once for each sequence for the recurrent connections. We used the same recurrent dropout mask for each gate.

Architecture: We investigated using deeper and wider architectures. The neural network model used in (Hershey et al., 2016a) was a two layer bidirectional long short-term memory (BLSTM) network followed by a feed-forward layer to produce embeddings. We show that expanding the network size improves performance for our task.
5. Deep clustering

**Temporal context:** During training, the utterances are divided into fixed length non-overlapping segments, and gradients are computed using shuffled mini-batches of these segments, as in (Hershey et al., 2016a). Shorter segments increase the diversity within each batch, and may make an easier starting point for training, since the speech does not change as much over the segment. However, at test time, the network and clustering are given the entire utterance, so that the permutation problem can be solved globally. So we may also expect that training on longer segments would improve performance in the end.

In experiments below, we investigate training segment lengths of 100 versus 400, and show that although the longer segments work better, pretraining with shorter segments followed by training with longer segments leads to better performance on this task. This is an example of *curriculum learning* (Bengio et al., 2009), in which starting with an easier task improves learning and generalization.

**Multi-speaker training:** Previous experiments (Hershey et al., 2016a) showed preliminary results on generalization from two speaker training to a three-speaker separation task. Here we further investigate generalization from three-speaker training to two-speaker separation, as well as multi-style training on both two and three-speaker mixtures, and show that the multi-style training can achieve the best performance on both tasks.

5.8 Optimizing Signal Reconstruction

Deep clustering solves the difficult problem of segmenting the spectrogram into regions dominated by each source. It does not however solve the problem of recovering the sources in regions strongly dominated by other sources. Given the segmentation, this is arguably an easier problem. We propose to use a second-stage enhancement network to obtain better source estimates, in particular for the missing regions. For each source $c$, the enhancement network first processes the concatenation of the amplitude spectrogram $x$ of the mixture and that $\hat{s}_c$ of the deep clustering estimate through a BLSTM layer and a feed-forward linear layer, to produce an output $z_c$. Sequence-level mean and variance normalization is applied to the input, and the network parameters are shared for all sources. A soft-max is then used to combine the outputs $z_c$ across sources, forming a mask $m_{c,i} = e^{z_{c,i}} / \sum_c e^{z_{c,i}}$ at each TF bin $i$. This mask is applied to the mixture, yielding the final estimate $\tilde{s}_{c,i} = m_{c,i} x_i$. During training, we optimize the enhancement cost function $C_E = \min_{\pi \in \mathcal{P}} \sum_{c,i} (s_{c,i} - \tilde{s}_{\pi(c),i})^2$, where $\mathcal{P}$ is the set of permutations on $\{1, \ldots, C\}$. Since the enhancement network is trained to directly improve the signal reconstruction, it may improve upon deep clustering, especially in regions where the signal is dominated by other sources.

5.9 End-to-End Training

In order to consider end-to-end training in the sense of jointly training the deep clustering with the enhancement stage, we need to compute gradients of the clustering step. In (Hershey et al., 2016a), hard $K$-means clustering was used to cluster the embeddings. The resulting binary masks cannot be directly optimized to improve signal fidelity, because the optimal masks are generally continuous, and because the hard clustering is not differentiable. Here
5.10 Experiments

we propose a soft $K$-means algorithm that enables us to directly optimize the estimated speech for signal fidelity.

In (Hershey et al., 2016a), clustering was performed with equal weights on the TF embeddings, although weights were used in the training objective in order to train only on TF elements with significant energy. Here we introduce similar weights $w_i$ for each embedding $v_i$ to focus the clustering on TF elements with significant energy. The goal is mainly to avoid clustering silence regions, which may have noisy embeddings, and for which mask estimation errors are inconsequential.

The soft weighted $K$-means algorithm can be interpreted as a weighted expectation maximization (EM) algorithm for a Gaussian mixture model with tied circular covariances. It alternates between computing the assignment of every embedding to each centroid, and updating the centroids:

$$\gamma_{i,c} = \frac{e^{-\alpha |v_i - \mu_c|^2}}{\sum_c e^{-\alpha |v_i - \mu_c'|^2}}, \quad \mu_c = \frac{\sum_i \gamma_{i,c} w_i v_i}{\sum_i \gamma_{i,c} w_i},$$

where $\mu_c$ is the estimated mean of cluster $c$, and $\gamma_{i,j}$ is the estimated assignment of embedding $i$ to the cluster $c$. The parameter $\alpha$ controls the hardness of the clustering. As the value of $\alpha$ increases, the algorithm approaches $K$-means.

The weights $w_i$ may be set in a variety of ways. A reasonable choice could be to set $w_i$ according to the power of the mixture in each TF bin. Here we set the weights to 1, except in silence TF bins where the weight is set to 0. Silence is defined using a threshold on the energy relative to the maximum of the mixture.

End-to-end training is performed by unfolding the steps of (5.6), and treating them as layers in a clustering network, according to the general framework known as deep unfolding (Hershey et al., 2014). The gradients of each step are thus passed to the previous layers using standard back-propagation.

5.10 Experiments

Experimental setup: We evaluate deep clustering on a single-channel speaker-independent speech separation task, considering mixtures of two and three speakers with all gender combinations. For two-speaker experiments, we use the corpus introduced in (Hershey et al., 2016a), derived from the Wall Street Journal (WSJ0) corpus. It consists in a 30 h training set and a 10 h validation set with two-speaker mixtures generated by randomly selecting utterances by different speakers from the WSJ0 training set $s_{1\cdot tr\cdot s}$, and mixing them at various signal-to-noise ratios (SNR) randomly chosen between 0 dB and 10 dB. The validation set was here used to optimize some tuning parameters. The 5 h test set consists in mixtures similarly generated using utterances from 16 speakers from the WSJ0 development set $s_{1\cdot dt\cdot 05}$ and evaluation set $s_{1\cdot et\cdot 05}$. The speakers are different from those in our training and validation sets, leading to a speaker-independent separation task. For three-speaker experiments, we created a corpus similar to the two-speaker one, with the same amounts of data generated from the same datasets. All data were downsampled to 8 kHz before processing to reduce computational and memory costs. The input features $X$ were the log
spectral magnitudes of the speech mixture, computed using a short-time Fourier transform (STFT) with a 32 ms sine window and 8 ms shift.

The scores are reported in terms of signal-to-distortion ratio (SDR), which we define as scale-invariant SNR. As oracle upper bounds on performance for our datasets, we report in Table 5.4 the results obtained using two types of “ideal” masks: the ideal binary mask (ibm) defined as $a_{ibm}^i = \delta(|s_i| > \max_{j\neq i}|s_j|)$, which leads to highest SNR among all binary masks, and a “Wiener-like” filter (wf) defined as $a_{wf}^i = \frac{|s_i|^2}{\sum_j |s_j|^2}$, which empirically leads to good SNR, with values in [0, 1] (Wang, 2005; Erdogan et al., 2015a). Here $s_i$ denotes the time-frequency representation of speaker $i$. CASA (Hu and Wang, 2013b) and previous deep clustering (Hershey et al., 2016a) results are also shown for the two-speaker set.

Table 5.4: SDR (dB) improvements using the ideal binary mask (ibm), oracle Wiener-like filter (wf), compared to prior methods dpcl (Hershey et al., 2016a) and CASA (Hu and Wang, 2013b) on the two- and three-speaker test sets.

<table>
<thead>
<tr>
<th># speakers</th>
<th>ibm</th>
<th>wf</th>
<th>dpcl v1 (Hershey et al., 2016a)</th>
<th>CASA (Hu and Wang, 2013b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>13.5</td>
<td>13.9</td>
<td>6.0</td>
<td>3.1</td>
</tr>
<tr>
<td>3</td>
<td>13.3</td>
<td>13.8</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The initial system, based on (Hershey et al., 2016a), trains a deep clustering model on 100-frame segments from the two-speaker mixtures. The network, with 2 BLSTM layers, each having 300 forward and 300 backward LSTM cells, is denoted as $300 \times 2$. The learning rate for the rmsprop algorithm (Tieleman and Hinton, 2012a) was $\lambda = 0.001 \times (1/2)^{\lfloor \epsilon/50 \rfloor}$, where $\epsilon$ is the epoch number.

Regularization: We first considered improving performance of the baseline using common regularization practices. Table 5.5 shows the contribution of dropout ($p = 0.5$) on feed-forward connections, recurrent dropout ($p = 0.2$), and gradient normalization ($|\nabla| \leq 200$), where the parameters were tuned on development data. Together these result in a 3.3 dB improvement in SDR relative to the baseline.

Table 5.5: Decomposition of the SDR improvements (dB) on the two-speaker test set using $300 \times 2$ model.

<table>
<thead>
<tr>
<th></th>
<th>rmsprop</th>
<th>+dropout</th>
<th>+recurrent dropout</th>
<th>+norm constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.7</td>
<td>8.0</td>
<td>8.9</td>
<td>9.0</td>
</tr>
</tbody>
</table>

Architecture: Various network architectures were investigated by increasing the number of hidden units and number of BLSTM layers, as shown in Table 5.6. An improvement of 9.4 dB SDR was obtained with a deeper $300 \times 4$ architecture, with 4 BLSTM layers and 300 units in each LSTM.

Table 5.6: SDR (dB) improvements on the two-speaker test set for different architecture sizes.

<table>
<thead>
<tr>
<th>model</th>
<th>same-gender</th>
<th>different-gender</th>
<th>overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>$300 \times 2$</td>
<td>6.4</td>
<td>11.2</td>
<td>9.0</td>
</tr>
<tr>
<td>$600 \times 2$</td>
<td>6.1</td>
<td>11.5</td>
<td>9.0</td>
</tr>
<tr>
<td>$300 \times 4$</td>
<td>7.1</td>
<td>11.5</td>
<td>9.4</td>
</tr>
</tbody>
</table>
**Pre-training of temporal context:** Training the model with segments of 400 frames, after pre-training using 100-frame segments, boosts performance to 10.3 dB, as shown in Table 5.7, from 9.9 dB without pre-training. Results for the remaining experiments are based on the pre-trained 300 × 4 model.

*Table 5.7:* SDR (dB) improvements on the two-speaker test set after training with 400 frame length segments.

<table>
<thead>
<tr>
<th>model</th>
<th>same-gender</th>
<th>different-gender</th>
<th>overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 × 2</td>
<td>7.8</td>
<td>11.7</td>
<td>9.9</td>
</tr>
<tr>
<td>300 × 4</td>
<td>8.6</td>
<td>11.7</td>
<td>10.3</td>
</tr>
</tbody>
</table>

**Multi-speaker training:** We train the model further with a blend of two- and three-speaker mixtures. For comparison, we also trained a model using only three-speaker mixtures, again training first over 100-frame segments, then over 400-frame segments. The performance of the models trained on two-speaker mixtures only, on three-speaker mixtures only, and using the multi-speaker training, are shown in Table 5.8. The three-speaker mixture model seems to generalize better to two speakers than vice versa, whereas the multi-speaker trained model performed the best on both tasks.

*Table 5.8:* Generalization across different numbers of speakers in terms of SDR improvements (dB).

<table>
<thead>
<tr>
<th>Training data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 speaker</td>
</tr>
<tr>
<td>2 speaker</td>
<td>10.3</td>
</tr>
<tr>
<td>3 speaker</td>
<td>8.5</td>
</tr>
<tr>
<td>Mixed curriculum</td>
<td>10.5</td>
</tr>
</tbody>
</table>

**Soft clustering:** The choice of the clustering hardness parameter $\alpha$ and the weights on TF bins is analyzed on the validation set, with results in Table 5.9. The use of weights to ignore silence improves performance with diminishing returns for large $\alpha$. The best result is for $\alpha = 5$.

*Table 5.9:* Performance as a function of soft weighted $K$-means parameters on the two-speaker validation set.

<table>
<thead>
<tr>
<th>weights</th>
<th>$\alpha = 2$</th>
<th>$\alpha = 5$</th>
<th>$\alpha = 10$</th>
<th>hard $K$-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>all equal</td>
<td>5.0</td>
<td>10.1</td>
<td>10.1</td>
<td>10.3</td>
</tr>
<tr>
<td>mask silent</td>
<td>9.1</td>
<td>10.3</td>
<td>10.2</td>
<td>10.3</td>
</tr>
</tbody>
</table>

**End-to-end training:** Finally, we investigate end-to-end training, using a second-stage enhancement network on top of the deep clustering (‘dpcl’) model. Our enhancement network features two BLSTM layers with 300 units in each LSTM layer, with one instance per source followed by a soft-max layer to form a masking function. We first trained the enhancement network separately (‘dpcl + enh’), followed by end-to-end fine-tuning in combination with the dpcl model (‘end-to-end’). Table 5.10 shows the improvement in SDR as well as magnitude SNR (SNR computed on the magnitude spectrograms).

The magnitude SNR is insensitive to phase estimation errors introduced by using the noisy phases for reconstruction, whereas the SDR might get worse as a result of phase errors, even
Table 5.10: SDR / Magnitude SNR improvements (dB) and WER with enhancement network.

<table>
<thead>
<tr>
<th>model</th>
<th>same-gender</th>
<th>different-gender</th>
<th>overall</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>dpcl</td>
<td>8.6 / 8.9</td>
<td>11.7 / 11.4</td>
<td>10.3 / 10.2</td>
<td>87.9 %</td>
</tr>
<tr>
<td>dpcl + enh</td>
<td>9.1 / 10.7</td>
<td>11.9 / 13.6</td>
<td>10.6 / 12.3</td>
<td>32.8 %</td>
</tr>
<tr>
<td>end-to-end</td>
<td>9.4 / 11.1</td>
<td>12.0 / 13.7</td>
<td>10.8 / 12.5</td>
<td>30.8%</td>
</tr>
</tbody>
</table>

if the amplitudes are accurate. Speech recognition uses features based on the amplitudes, and hence the improvements in magnitude SNR seem to predict the improvements in WER due to the enhancement and end-to-end training. Fig. 5.3 shows that the SDR improvements of the end-to-end model are consistently good on nearly all of the two-speaker test mixtures.

Figure 5.3: Scatter plot for the input SDRs and the corresponding improvements. Color indicates density.

ASR performance: We evaluated ASR performance (WER) with GMM-based clean-speech WSJ models obtained by a standard Kaldi recipe (Povey et al., 2011). The noisy baseline result on the mixtures is 89.1 %, while the result on the clean speech is 19.9 %. The raw output from dpcl did not work well, despite good perceptual quality, possibly due to the effect
of near-zero values in the masked spectrum, which is known to degrade ASR performance. However, the enhancement networks significantly mitigated the degradation, and finally obtained 30.8% with the end-to-end network.

**Visualization:** To gain insight into network functioning, we performed reverse correlation experiments. For each node, we average the 50-frame patches of input centered at the time when the node is active (e.g., the node is at 80% of its maximum value). Fig. 5.4 shows a variety of interesting patterns, which seem to reflect such properties as onsets, pitch, frequency chirps, and vowel-fricative transitions.

![Figure 5.4: Example spike-triggered spectrogram averages with 50-frame context, for active LSTM nodes in the second layer. N is the number of active frames for the corresponding node.](image-url)
Chapter 6

Deep attractor network

In previous chapter, two deep learning based methods have been introduced to resolve these problems, which are known as ”deep clustering (DC)(Hershey et al., 2016b)” and ”permutation invariant training (PIT)(Yu et al., 2016)”. In deep clustering, a network is trained to generate discriminative embedding for each time-frequency (T-F) bin with points belonging to the same source forced to be closer to each other. DC is able to solve both permutation and output dimension problem to produce the state of the art separation performance. The main drawback of DC is its inefficiency to perform end-to-end mapping, because the objective function is the affinity between the sources in the embedded space and not the separated signals themselves. Minimizing the separation error is done with an unfolding clustering system and a second network, which is trained iteratively and stage by stage to ensure convergence (Isik et al., 2016b). The PIT algorithm solves the permutation problem by pooling over all possible permutations for N mixing sources (N! permutations), and use the permutation with lowest error to update the network. PIT was first proposed in (Hershey et al., 2016b), and was later shown to have comparable performance as DC (Yu et al., 2016). However, PIT approach suffers the output dimension mismatch problem because it assumes a fixed number of sources. PIT also suffers from its computation efficiency, where the prediction window has to be much shorter than context window due to the inconsistency of the permutation both across and within sample segments.

In this chapter, we propose a novel deep learning framework which we refer to as the attractor network to solve the source separation problem. The term attractor refers to the well-studied perceptual effects in human speech perception which suggest that the brain circuits create perceptual attractors (magnets) that warp the stimulus space such that to draws the sound that is closest to it, a phenomenon that is called Perceptual Magnet Effect (Kuhl, 1991). Our proposed model works on the same principle by forming a reference point (attractor) for each source in the embedding space which draws all the T-F bins toward itself. Using the similarity between the embedded points and each attractor, a mask is estimated for each sources in the mixture. Since the mask is directly related to the attractor point, the proposed framework can potentially be extended to arbitrary number of sources without the permutation problem. Moreover, the mask learning enables a very efficient end-to-end training scheme and highly reduces the computation complexity compared with DC and PIT.
In Section 6.1, the proposed model is explained and discussed in more detail. In Section 6.5, we evaluate the performance of proposed system.

6.1 Attractor Neural Network

6.2 Model

The neural network is trained to map the mixture sound $X$ to a $k$ dimensional embedding space, such that it minimizes the following objective function:

$$
\mathcal{L} = \sum_{f,t,c} \| S_{f,t,c} - X_{f,t} \times M_{f,t,c} \|_2^2
$$

(6.1)

where $S$ is the clean spectrogram (frequency $F \times$ time $T$) of $C$ sources, $X$ is the mixture spectrogram (frequency $F \times$ time $T$), and $M$ is the mask formed to extract each source. The mask is estimated in the $K$ dimensional embedding space of each T-F bin, represented by $V \in \mathbb{R}^{F \times T \times K}$:

$$
M_{f,t,c} = \text{Sigmoid}(\sum_k A_{c,k} \times V_{f,t,k})
$$

(6.2)

where $A \in \mathbb{R}^{C \times K}$ are the attractors for the $C$ sources in the embedding space, learnt during training, which are defined as

$$
A_{c,k} = \frac{\sum_f V_{k,f,t} \times Y_{c,f,t}}{\sum_f Y_{c,f,t}}
$$

(6.3)

which $Y \in \mathbb{R}^{F \times T \times K}$ is the source membership function for each T-F bin, i.e., $Y_{c,f,t} = 1$ if source $c$ has the highest energy at time $t$ and frequency $f$ compare to the other sources.

The objective function in Equation 6.1 consists of three parts. During training, we first compute an embedding $V$ through a forward pass of the neural network for each given mixture. Then an attractor vector is estimated for each source using Equation 6.3. This can be done in several ways which we will elaborate in Section 6.3. The most straightforward method for attractor generation is to find the source centroid, as defined in Equation 6.3.

Next, we estimate a reconstruction mask for each source by finding the similarity of each T-F bin in the embedding space to each of the attractor vectors $A$, where the similarity metric is defined in Equation 6.2. This particular metric uses the inner product followed by a sigmoid function which monotonically scales the masks between $[0, 1]$. Intuitively, if an embedding of a T-F bin is closer to one attractor means that it belongs to that source, and the resulting mask for that source will produce larger values for that T-F bin. Since it is usually useful for source separation system to have constraint that the summation of each mask equal one for each T-F bin, especially for difficult mixtures, the sigmoid function in mask forming step in 6.2 could be replaced with softmax function, leads to eqn. 6.4.
Finally, a standard $L_2$ reconstruction error is used to generate the gradient, as shown in Equation 6.1. Therefore, the error for each source reflects the difference between the masked signal and the clean reference, forcing the network to optimize the global reconstruction error for better separation. We refer the proposed net as deep attractor network (DANet). Figure 6.1 shows the structure of the proposed system.

![Figure 6.1: The system architecture. In the training time, a ideal mask is applied to form the attractor, while during the testing time, Kmeans is used to form the attractor. Alternatives for Kmeans is further discussed in Section 6.3](image)

In comparison with previous methods, DANet network has two distinct advantages. Firstly, DANet removes the stepwise pre-training required in DC method to enable end-to-end training. Another big advantage of DANet arises from the flexibility in source dependent training, where the source-dependent knowledge could be easily incorporated by the attractor (e.g. speaker identity).
6.3 Estimation of attractor points

Attractor points can be estimated using various methods other than the average used in Equation 6.3. One possibility is to use weighted average. Since the attractors represents the source center of gravity, we can include only the embeddings of the most salient T-F bins, which leads to more robust estimation. We investigate this strategy by using an amplitude threshold in the estimation of the attractor. Alternatively, a neural network model may also be used to pick the representative embedding for each source, an idea which shares similarities with encoder-decoder attention networks (Bahdanau et al., 2014; Cho et al., 2015).

During test time, because the true assignment $Y$ is unknown, we incorporate two strategies to form the attractor points. The first is similar to the strategy used in DC, where the centers are found using post K-means algorithm. The second method is based on the observation that the location of the attractors in the embedding space is relatively stable. This observation is shown in Figure 6.2, where each pair of dots corresponds to the attractor found for the two speakers in a given mixture. Figure 6.2 shows two principle stable attractor pairs for all the mixtures used, however, this observation needs to be tested in more depth and different tasks and datasets.

6.4 Relation with DC and PIT

The objective function of DC is shown in Equation 6.5, where $Y$ is the indicator function which is equivalent to a binary mask, and $V$ is the learnt embedding:

$$ L = \| YY^T - VV^T \|^2 $$

(6.5)

Since $Y$ is orthogonal and constant for each mixture, by multiplying $Y^T$ and a normalizer $U = (YY^T)^{-1}$ to both term, we can get an objective function that is a special case of the attractor network, as in Equation 6.6:

$$ L = \| Y^T - UY^TVV^T \|^2 $$

(6.6)

In Equation 6.6, $UY^TV$ can be viewed as an averaging step, where the embeddings are summed according to the label, and the resulted center is multiplied with the embedding matrix $V$ to measure the similarity between each embedding and the center, and compared with the ground truth binary mask. When the learnt $V$ is optimum, i.e., $VV^T = YY^T$, equation 6.5 and 6.6 are equivalent.

On the other hand, when the attractor vectors are considered as free parameters in the network, DANet reduces to a classification network (Hori et al., 2015; Chen et al., 2015), and Equation 6.1 becomes a fully-connected layer. In this case, PIT becomes necessary since the mask has no information about the source and the problem of fixed output dimension arises. In contrast, the freedom of the network to form attractor points during the training allows the system to use the affinity between samples where no constraint is on the number.
of patterns found, therefore allowing the network to be independent of the number of sources. The flexibility of the network in choosing the attractor points is helpful even in two-source separation problem, because the two sources may have very different structures. As can be seen in Figure 6.3, our proposed method trained in speaker separation tasks has ended up finding 2 attractor pairs (4 points in the embedding space), which can be expected to increase in harder problems.

6.5 Evaluation

6.5.1 Experimental setup

We evaluate our proposed model on the task of single-channel overlapped two-speaker separation. We use the corpus introduced in (Hershey et al., 2016b), which contains a 30 h training set and a 10 h validation set generated by randomly selecting utterances from different speakers in the Wall Street Journal (WSJ0) training set si_tr_s, and mixing them at various signal-to-noise ratios (SNR) randomly chosen between 0 dB and 10 dB. 5 h evaluation set is generated similarly as above, using utterances from 16 unseen speakers from si_dt_05 and si_et_05 in WSJ0 dataset. Additionally, we construct a three speaker mixture dataset for three speaker separation evaluation from same WSJ set, which has 30h training, 10 hours validation and 5 hours testing data, with mixing SNR at -5 5 dB. We ensure that in each mixture, there exist both female and male speakers. All data are resampled to 8 kHz to reduce computational and memory costs. The log spectral magnitude is served as input feature, computed using short-time Fourier transform (STFT) with 32 ms window length, 8 ms hop size, and the square root of hanning window.

The network contains 4 Bi-directional LSTM (Hochreiter and Schmidhuber, 1997) layers with 600 hidden units in each layer. The embedding dimension is set to 20, resulting in a fully-connected feed-forward layer of 2580 hidden units (20 × 129) after the BLSTM layers.
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We split the input features into non-overlapping chunks of 100-frame length as the input to the network. RMSprop algorithm (Tieleman and Hinton, 2012b) is used for training with an exponential learning rate decaying strategy, where the learning rate starts at $10^{-4}$ and ends at $3 \times 10^{-6}$. The total number of epochs was set to be 150, and we used the cost function in Equation 6.1 on the validation set for early stopping. The criteria for early stopping is no decrease in the loss function on validation set for 10 epochs. We constructed a Deep Clustering (DC) network with the same configuration which is used as the baseline.

We report the results in terms of signal-to-distortion ratio (SDR, which we define as scale-invariant SNR here), signal-to-artifacts ratio (SAR), and signal-to-interference ratio (SIR). The results are shown in Table 6.1

6.5.2 Separation examples

Figure 6.2 shows an example of mixture, the difference between the two speakers in the mixture, and the separated spectrograms of the two speakers using DANet. Also visualized in Figure 6.2 is the embeddings of the mixture projected onto its first Principal Components. In Figure 6.2, each point represents one T-F bin in the embedding space. Red and blue dots correspond to the T-F bins where speaker one or two have greater energy accordingly. The location of attractors are marked by x. It shows that two symmetric attractor centers are formed, each corresponding to one of the speakers in the mixture. A clear boundary can be observed in the figure, showing that the network successfully pulled the two speakers apart toward their corresponding attractor points.

Figure 6.3 shows the location of attractors for 10,000 mixture examples, mapped onto the 3-dimensional space for visualization purpose using Principal Component Analysis. It suggests that the network may have learned two attractor pairs (4 symmetric centers), marked by A1 and A2. This observation confirms our intuition of the DANet mentioned in Section , that DANet has the ability to discover different number of attractors in an unsupervised way, and therefore, form complex separation strategies. Although the task considered in this study is already challenging, one can imagine much more difficult separation scenarios, where the number of speakers in the mixture is large and can change over time. The ability of DANet to form new attractors may prove to be crucial in such cases, because any effort in pre-setting the number of mixing patterns, as done in methods such as PIT, will hinder the generalization ability of the network. Figure 6.3 also suggests that hierarchical clustering methods can be more suitable, where attractors can drive a hierarchical grouping of sources, allowing a better representation of audio signals. We will explore these issues in future work.
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6.6 Results

Table 6.1 shows the evaluation results for different networks (example sounds can be found here (web)). Although the plain DANet already outperforms the DC baseline, adding a simple threshold on T-F samples included in the formation of the attractor yields further improved performance, presumably due to the increased influence of salient segments. On the other hand, the performance boost suggests that better attractor formation procedures can be utilized to estimate the attractors, such as joint optimizing of the network parameters. Moreover, by applying curriculum training strategy (Isik et al., 2016b), which we continue training the network with 400-frame length input, DANet achieves the best overall performance.

In the last experiment in Table 6.1, a fixed pair of attention vector collected from the training data is used, corresponding to the A1 pair in Figure 6.3. This pre-set attractor is able to
generalize well to the unseen mixtures and produced high quality separation, however it was slightly worse than the best model. Compared with K-means, this has the advantage that it can be easily implemented in real-time using a frame-by-frame pipeline. Based on this observation, when more attractors are required (e.g. in more complex tasks), a collection of attractor codebook and a simple classifier could be implemented for real-time processing.

In three speaker separation experiment, shown in Table 6.2, the proposed system significantly outperform the deep clustering baseline. This result is natural since deep clustering was trained to estimate binary mask, while the deep attractor network focuses on the signal reconstruction. When the mixture is relative simple, the binary mask could generate high quality separation. However, for more complex mixtures, or when one source is significantly louder than the other, the binary mask usually lead to large bias to the loudest source, and thus result in unsatisfiable separation for weaker source. Note that in the three speaker experiment, the network was trained using softmax objective as shown in (6.4).

<table>
<thead>
<tr>
<th></th>
<th>GNSDR</th>
<th>GSAR</th>
<th>GSIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC</td>
<td>9.1</td>
<td>9.5</td>
<td>22.2</td>
</tr>
<tr>
<td>DANet</td>
<td>9.4</td>
<td>10.1</td>
<td>18.8</td>
</tr>
<tr>
<td>DANet-50%</td>
<td>9.4</td>
<td>10.4</td>
<td>17.3</td>
</tr>
<tr>
<td>DANet-70%</td>
<td>9.6</td>
<td>10.3</td>
<td>18.7</td>
</tr>
<tr>
<td>DANet-90%</td>
<td>9.6</td>
<td>10.4</td>
<td>18.1</td>
</tr>
<tr>
<td>DANet-90%‡</td>
<td><strong>10.5</strong></td>
<td><strong>11.1</strong></td>
<td>20.3</td>
</tr>
<tr>
<td>fix-DANet-90%</td>
<td>9.5</td>
<td>10.4</td>
<td>17.8</td>
</tr>
</tbody>
</table>

**Table 6.1:** Evaluation metrics for networks with different configurations. The percentage suffixes stand for the salient weight threshold used during training. ‡: curriculum training with 400-frame length input. fix-DANet: use fixed attractor points calculated by training set.

<table>
<thead>
<tr>
<th></th>
<th>GNSDR</th>
<th>GSAR</th>
<th>GSIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC</td>
<td>6.3</td>
<td>2.3</td>
<td>12.6</td>
</tr>
<tr>
<td>DANet</td>
<td>7.7</td>
<td>3.9</td>
<td>13.2</td>
</tr>
<tr>
<td>DANet‡</td>
<td><strong>8.8</strong></td>
<td><strong>5.0</strong></td>
<td><strong>15.0</strong></td>
</tr>
</tbody>
</table>

**Table 6.2:** Evaluation results for three speaker separation. ‡: curriculum training with 400-frame length input.
Chapter 7

Other application

In previous chapters, we introduced different neural network based auditory source separation systems, with the applications in speech enhancement and speaker separation. In this chapter, we introduce the applications using proposed models from chapter 4 ∼6, in music separation, which attract raising interests in recent years. The task for music separation is to separate the sining voice and the background music. Such system shows important value in applications like Karaoke application, and 3D audio creation, where single sources of audio is required.

7.1 Monaural music separation

Monaural music source separation has been the focus of many research efforts for over a decade. This task aims at separating a music recording into several tracks where each track corresponds to a single instrument. A related goal is to design algorithms that can separate vocals and accompaniment, where all the instruments are considered as one source. Music source separation algorithms have been successfully used for predominant pitch tracking (Fan et al., 2016), accompaniment generation for Karaoke systems (Tachibana et al., 2016), or singer identification (Berenzweig et al., 2002).

Despite these advances, a system that can successfully generalize to different music datasets has thus far remained unachievable, due to the tremendous variability of music recordings, for example in terms of genre or types of instruments used. Unsupervised methods, such as those based on computational auditory scene analysis (CASA) (Li and Wang, 2007), source/filter modeling (Durrieu et al., 2010), or low-rank and sparse modeling (Huang et al., 2012), have difficulty in capturing the dynamics of the vocals and instruments, while supervised methods, such as those based on non-negative matrix factorization (NMF) (Sprechmann et al., 2012), F0-based estimation (Hsu and Jang, 2010), or Bayesian modeling (Yang et al., 2014), suffer from generalization and processing speed issues.

Recently, deep learning has found many successful applications in audio source separation. Conventional regression-based networks try to infer the source signals directly, often by inferring time-frequency (T-F) masks to be applied to the T-F representation of the mixture so
7.2 Model Description

7.2.1 Multi-task learning and Chimera networks

Whereas the deep clustering objective function has been shown to enable the training of neural networks for challenging source separation problems, a disadvantage of deep clustering is that the post-clustering process needed to generate the mask and recover the sources is not part of the original objective function. On the other hand, for mask-inference networks, the objective function minimized during training is directly related to the signal recovery quality. We seek to combine the benefits of both approaches in a strategy reminiscent of multi-task learning, except that here both approaches address the same separation task.

In (Hershey et al., 2016b) and (Isik et al., 2016b), the typical structure of a deep clustering network is to have multiple stacked recurrent layers (e.g., BLSTMs) yielding an $N$-dimensional vector at the top layer, followed by a fully-connected linear layer. For each frame $t$, this layer outputs a $D$-dimensional vector for each of the $F$ frequencies, resulting in a $F \times D$ representation $Z_t$. To form the embeddings, $Z$ then passes through a tanh non-linearity, and unit-length normalization independently for each T-F bin. Concatenating across time results in the $TF \times D$ embedding matrix $V$ as used in deep clustering.

We extend this architecture in order to create a two-headed network, which we refer to as "Chimera" network, with one head outputting embeddings as in a deep clustering network,
and the other head outputting a soft mask, as in a mask-inference network. The new mask-inference head is obtained starting with $\mathbf{Z}$, and passing it through $F$ fully-connected $D \times C$ mask estimation layers (e.g., softmax), one for each frequency, resulting in $C$ masks $\mathbf{M}^{(c)}$, one for each source. The structure of the Chimera network is illustrated in Figure 7.1.

The body of the network, up to the layer outputting $\mathbf{Z}$, can be trained with each head separately. For the deep clustering head, we use the objective $L_{dc}$. For the mask-inference head, we can use the magnitude spectrum approximation objective function (Huang et al., 2012; Weninger et al., 2014c):

$$L_{mi} = \sum_c ||\mathbf{R}^{(c)} - \mathbf{M}^{(c)} \odot \mathbf{S}||_2^2$$  \hspace{1cm} (7.1)

where $\mathbf{R}^{(c)}$ denotes the T-F representation of the $c$-th clean source and $\mathbf{S}$ that of the mixture. We can also define a global objective for the whole network as

$$L_{chi} = \alpha \frac{L_{dc}}{TF} + (1 - \alpha)L_{mi}$$  \hspace{1cm} (7.2)
where $\alpha \in [0, 1]$ controls the importance between the two objectives. Note that here we divide $L_{dc}$ by $TF$ because the objective for deep clustering calculates the pair-wise loss for each pair of T-F bins, while the spectrum approximation objective calculates end-to-end loss. For $\alpha = 1$, only the deep clustering head gets trained together with the body, resulting in a deep clustering network. For $\alpha = 0$, only the mask-inference head gets trained together with the body, resulting in a mask-inference network.

At test time, if both heads have been trained, either can be used. The mask-inference head directly outputs the T-F masks, while the deep clustering head outputs embeddings on which we perform clustering using, e.g., K-means.

### 7.3 Evaluation and discussion

#### 7.3.1 Datasets

For training and evaluation purposes, we built a remixed version of the DSD100 dataset for SiSEC (DSD), which we refer to as DSD100-remix. For evaluation only, we also report results on two other datasets: the hidden iKala dataset for the MIREX submission, and the public iKala dataset for our newly proposed models.

The DSD100 dataset includes synthesized mixtures and the corresponding original sources for 100 professionally produced and mixed songs. To build the training and validation sets of DSD100-remix, we use the DSD100 development set (50 songs). We design a simple energy-level-based detector (Ramirez et al., 2007) to remove silent parts in both the vocal and accompaniment tracks, so that the vocals and accompaniment fully overlap in the generated mixtures. After that, we downsample the tracks from 44.1 kHz to 16 kHz to reduce computational cost, and then randomly mix the vocals and accompaniment together at 0 dB SNR, creating a 15 h training set and a 0.5 h validation set. We build the evaluation set of DSD100-remix from the DSD100 test set using a similar procedure, generating 50 pieces (one for each song) of fully-overlapped recordings with 30 seconds length each.

The input feature we use is calculated by the short-time Fourier transform (STFT) with 512-point window size and 128-point hop size. We use a 150-dimension mel-filterbank to reduce the input feature dimension. First-order delta of the mel-filterbank spectrogram is concatenated into the input feature. We used the ideal binary mask calculated on the mel-filterbank spectrogram as the target $Y$ matrix.

#### 7.3.2 System architecture

The Chimera network’s body is comprised of 4 bidirectional long-short term memory (BLSTM) layers with 500 hidden units in each layer, followed by a linear fully-connected layer with a $D = 20$-dimension vector output for each of the frame’s $F = 150$ T-F bins. In the mask-inference head, we set $C = 2$ for the singing voice separation task, and use softmax as the non-linearity. We use the rmsprop algorithm (Tieleman and Hinton, 2012c) as optimizer and select the network with the lowest loss on the validation set.
At test time, we split the signal into fixed-length segments, on which we run the network independently. We also tried running the network on the full input feature sequence, as in (Hershey et al., 2016b), but this lead to worse performance, probably due to the mismatch in context size between the training and test time. The mask-inference head of the network directly generates T-F masks. For deep clustering, the masks are obtained by applying K-means on the embeddings for the whole signal. We apply the mask for each source to the mel-filterbank spectrogram of the input, and recover the source using an inverse mel-filterbank transform and inverse-STFT with the mixture phase, followed by upsampling.

7.3.3 Results for the MIREX submission

We first report on the system submitted to the Singing Voice Separation task of the Music Information Retrieval Evaluation eXchange (MIREX 2016) (sin, b). That system only contains the deep clustering part, which corresponds to $\alpha = 1$ in the hybrid system. In the MIREX system, dropout layers with probability 0.2 were added between each feed-forward connection, and sequence-wise batch normalization (Laurent et al., 2015) was applied in the input-to-hidden transformation in each BLSTM layer. Similarly to (Isik et al., 2016b), we also applied a curriculum learning strategy (Bengio et al., 2009), where we first train the network on segments of 100 frames, then train on segments of 500 frames. As distinguishing between vocals and accompaniment was part of the task, we used a crude rule-based approach: the mask whose total number of non-zero entries in the low frequency range (< 200 Hz) is more than a half is used as the accompaniment mask, and the other as the vocals mask.

The hidden iKala dataset has been used as the evaluation dataset throughout MIREX 2014-2016, so we can report, as shown in Table 7.1, the results from the past three years, comparing the best two systems in each year’s competition to our submitted system for 2016. The official MIREX results are reported in terms of global normalized SDR (GNSDR), global SIR (GSIR), global SAR (GSAR) (sin, a).

Due to time limitations at the time of the MIREX submission, we submitted a system that we had trained using the DSD100-remix dataset described in Section 7.3.1. However, as mentioned in the MIREX description, the DSD100 dataset is different from both the hidden and public parts of the iKala dataset (sin, a). Nonetheless, our system not only won the 1st place in MIREX 2016 but also outperformed the best systems from past years, even without training on the better-matched public iKala dataset, showing the efficacy of deep clustering for robust music separation. Note that the hidden iKala dataset is unavailable to the public, and it is thus unfortunately impossible to evaluate here what the performance of our system would be when trained on the public iKala data.

7.3.4 Results for the proposed hybrid system

We now turn to the results using the Chimera networks. During the training phase, we use 100 frames of input features to form fixed duration segments. We train the Chimera network in three different regimes: a pure deep clustering regime ($\text{DC}$, $\alpha = 1$), a pure mask-inference regime ($\text{MI}$, $\alpha = 0$), and a hybrid regime ($\text{HD}_\alpha$, $0 < \alpha < 1$). All networks are trained from random initialization, and no training tricks mentioned above for the MIREX system are
Table 7.1: Evaluation metrics for different systems in MIREX 2014-2016 on the hidden iKala dataset. $V$ denotes vocals and $M$ music.

<table>
<thead>
<tr>
<th>Method</th>
<th>GNSDR</th>
<th>GSIR</th>
<th>GSAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V$</td>
<td>$M$</td>
<td>$V$</td>
</tr>
<tr>
<td>DC</td>
<td>6.3</td>
<td>11.2</td>
<td>14.5</td>
</tr>
<tr>
<td>MC2 (sin, b)</td>
<td>5.3</td>
<td>9.7</td>
<td>10.5</td>
</tr>
<tr>
<td>MC3 (sin, b)</td>
<td>5.5</td>
<td>9.8</td>
<td>10.8</td>
</tr>
<tr>
<td>FJ1 (Fan et al., 2016)</td>
<td>6.8</td>
<td>10.1</td>
<td>13.3</td>
</tr>
<tr>
<td>FJ2 (Fan et al., 2016)</td>
<td>6.3</td>
<td>9.9</td>
<td>13.7</td>
</tr>
<tr>
<td>IIY1 (Ikemiya et al., 2016)</td>
<td>4.2</td>
<td>7.8</td>
<td>15.5</td>
</tr>
<tr>
<td>IIY2 (Ikemiya et al., 2016)</td>
<td>4.5</td>
<td>7.9</td>
<td>13.3</td>
</tr>
</tbody>
</table>

Table 7.2: SDRi (dB) on the DSD100-remix and the public iKala datasets. The suffix after $\text{HD}_\alpha$ denotes which head of the Chimera network is used for generating the masks.

<table>
<thead>
<tr>
<th>Method</th>
<th>DSD100-remix</th>
<th>iKala</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V$</td>
<td>$M$</td>
</tr>
<tr>
<td>DC</td>
<td>4.9</td>
<td>7.2</td>
</tr>
<tr>
<td>MI</td>
<td>4.8</td>
<td>6.7</td>
</tr>
<tr>
<td>HD$_{0.05}$-DC</td>
<td>4.8</td>
<td>7.2</td>
</tr>
<tr>
<td>HD$_{0.05}$-MI</td>
<td>5.5</td>
<td>7.8</td>
</tr>
<tr>
<td>HD$_{0.1}$-DC</td>
<td>4.9</td>
<td>7.3</td>
</tr>
<tr>
<td>HD$_{0.1}$-MI</td>
<td>5.6</td>
<td>7.9</td>
</tr>
</tbody>
</table>

added. We report results on the DSD100-remix test set, which is matched to the training data, and the public iKala dataset, which is not.

By design, deep clustering provides one output for each source, without having to identify which is which. Therefore, the scores are computed by using the best permutation between references and estimates at the file level. Table 7.2 shows the results. We compute the source-to-distortion ratio (SDR), defined as scale-invariant SNR (Isik et al., 2016b), for each test example, and report the length-weighted average over each test set of the improvement of SDR in the estimate with respect to that in the mixture (SDRi).

As can be seen in the results, MI performs competitively with DC on DSD100-remix, however DC performs significantly better on the public iKala data. This shows the better generalization and robustness of the deep clustering method in cases where the test and training set are not matched. The best performance is achieved by HD$_\alpha$-MI, the MI head of the Chimera network. Interestingly, the performance of the DC head does not change significantly for the values of $\alpha$ tested. This suggests that joint training with the deep clustering objective allows the body of the network to learn a more powerful representation than using the mask-inference objective alone; this representation is then best exploited by the mask-inference head thanks to its signal approximation objective. Audio examples are available at (Luo).
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7.4 Neural decoding separation

In a natural auditory environment, most people can easily attend to a particular speaker out of many, and even switch their attention with ease (Bregman, 1994). However, this task can be extremely challenging for those suffering from hearing impairments, which in turn can lead to a substantial deterioration of one’s mental health and wellbeing (Mackersie, 2003; Alain et al., 2006). According to the World Health Organization, approximately 5.3% of the worldwide population has a debilitating hearing impairment, and 33% of people over the age of 65 (Organization et al., 2013). While damage or age-related changes to the peripheral auditory system (e.g., the cochlea) can account for some of these deficits (Humes and Roberts, 1990; Abel et al., 2000), there is extensive evidence that a large proportion of hearing impairments are caused by a degradation of the neural mechanisms responsible for attending to speech, rather than simply an inability to process a weak and noisy signal from the ear (Mackersie, 2003; Alain et al., 2006). Therefore, simply amplifying all of the sounds in an environment is not enough to help such a user understand a conversation. Modern hearing aids can suppress certain types of background noise, and can even adapt automatically to the environment (Clark and Swanepoel, 2014). However, they do little to help a user attend to a single conversation among many, because they do not know which speaker a user is trying to attend to. Moreover, even if a device could detect the target speaker, they cannot enhance that voice because they cannot separate that speaker in a multi-speaker environment. One suggested solution has been to simply amplify the sound emanating from the direction in which the user is looking. However, this scheme breaks down in natural auditory environments: a user’s gaze may shift in order to interact with various objects (e.g., while eating), or to observe something that may be the topic of conversation (e.g., at an art...
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gallery) (Morla, 2011). Alternatively, a hand held controller could be used, with which a user could select a particular direction to amplify. However, such a device would be cumbersome and difficult to use effectively, which is contrary to user’s wishes for a “wear and forget” device [8]. Instead, the optimal solution would be to automatically determine to whom a user is trying to attend by inferring it from their neural activity. Once established, it is necessary to selectively amplify that speaker while suppressing all others. Many studies over the past number of years have revealed a dynamic and selective representation of an attended speaker in auditory cortex (Ding and Simon, 2012b,a; Horton et al., 2013; Power et al., 2012; Golumbic et al., 2013; Mesgarani and Chang, 2012). More recently, it has been shown that is possible to decode attention over relatively short time-scales using non-invasive magnetoencephalography (MEG) (Ding and Simon, 2012a) and electroencephalography (EEG) data (O’Sullivan et al., 2015a; Horton et al., 2014). This has led to an upsurge in attention-decoding research, with many groups around the world attempting to refine and improve these findings ([Biesmans et al., 2016; O’Sullivan et al., 2015b; Aroudi et al., 2016; Ekin et al., 2016; Van Eyndhoven et al., 2016; Mirkovic et al., 2015; Dijkstra et al., 2015; Das et al., 2016]). However, all of these attention-decoding studies have had access to the separated sound sources with which to infer whom the subject was attending to. This situation is obviously not realistic in real-world scenarios. The challenge therefore is to develop methods that can automatically separate each sound source in an environment, and use them to subsequently identify and amplify an attended speaker. Beamforming has been proposed as a possible solution to this problem (Van Eyndhoven et al., 2016; cocoha.org, 2016). This method can selectively enhance sounds in arbitrary directions by utilizing temporal delays in the recordings of multiple microphones in spatially separate locations. While successful in many regards, this approach is sub-optimal in three crucial aspects: (1) It requires multiple microphones, which are ideally placed as far apart as possible: an obvious limitation for a user wishing to wear a single hearing aid device. (2) With no prior knowledge of the environment, the location that should be amplified is unknown. (3) As it can only amplify a single direction in space, it fails when the target and interfering speakers are in the same location. This issue is confounded as both the user and target can move arbitrarily through space. What is required is a method for automatically segregating one speaker from another, regardless of their spatial location, and with a single microphone. Using a single acoustic channel to segregate a mixture of sound sources into their component parts is an incredibly difficult task; one which has yet to be fully resolved (Hershey et al., 2016b). In contrast, the human brain appears to perform this function admirably (Bregman, 1994). As such, there has been much research into emulating this ability over the past few decades. For example, computational auditory scene analysis (CASA) approaches attempt to emulate the assumed functions of the brain by grouping spectrotemporal features of sound based on similarity of onset/offset, pitch, and spectral envelope (Bach and Jordan, 2006; Krishnan et al., 2014). Other methods use model based approaches such as non-negative matrix factorization (Schmidt and Olsson, 2006). While these areas of research have proven successful in some situations, they often fail to generalize, and cannot operate in real-time. As a result, these methods have not been applied to the problem of decoding attention. Here, we address these issues by applying the state-of-the-art in single-channel speech separation algorithms to the attention-decoding platform. In a natural acoustic environment, there can be any number of interfering speakers and noise sources in any spatial location. However, here we limited the scope of this research to tackling one specific case that other methods such as beamforming fail to address: when a target speaker and an interfering speaker are overlapping in space. In order to separate a target speaker, we implemented a class of deep neural network (DNN) known as a long
Figure 7.3: Two speakers, Spk1 (red) and Spk2 (blue), are mixed together into a single acoustic channel. In order to separate the speakers, a spectrogram of the mixture is first obtained (the two speakers have been marked red and blue for visualization purposes only). The spectrogram is then input to each of several DNNs, each trained to separate a specific speaker from a mixture. Simultaneously, a user is attending to one of the speakers (in this case, Spk1; red). A spectrogram of this speaker is reconstructed from the neural recordings of the user. This reconstruction is then compared with the outputs of each of the DNNs using a normalized correlation analysis in order to select the appropriate spectrogram, which is then converted into an acoustic waveform and added to the mixture so as to amplify the attended speaker.

short-term memory recurrent neural network (LSTM-RNN). Each network is trained to separate one specific speaker from arbitrary mixtures of unknown interfering speakers.

Figure 7.3 illustrates a schematic of our proposed system. Two speakers, Spk1 (blue) and Spk2 (red), are mixed together. In order to separate the speakers, a spectrogram of the mixture is first obtained (see methods). This spectrogram is then fed to each of several DNNs (DNN Spk1 to DNN SpkN), each trained to separate a specific speaker from a mixture. Simultaneously, a user is attending to one of the speakers (in this case, Spk2; red). A spectrogram of this speaker is reconstructed from the neural recordings of the user (Mesgarani and Chang, 2012). This reconstruction is then compared with the outputs of each of the DNNs using a normalized correlation analysis (see methods) in order to select the appropriate spectrogram. This is then converted into an acoustic waveform and added to the mixture so as to amplify the attended speaker. For this study, we used invasive neural recordings, a methodology that allows for the rapid determination of a user’s direction of attention (Mesgarani and Chang, 2012). However, previous studies have shown that this work could also be extended to non-invasive recordings (O’Sullivan et al., 2015a). This study provides the foundation for hearing aid devices that can automatically and dynamically track a user’s direction of attention, and amplify an attended speaker.
7.5 Methods

7.5.1 Participants

6 patients who were undergoing clinical treatment for epilepsy took part in this study. All patients gave their written informed consent to partake in research. 5 patients were situated at North Shore Long Island Jewish (LIJ) hospital, and 1 patient was situated at the Columbia University Medical Center (CUMC). Two patients were implanted with high-density subdural electrode arrays over the left (language dominant) temporal lobe, with coverage over superior temporal gyrus (STG). These two patients will later be referred to as patients 3 and 5. The remaining 4 patients partook in stereotactic EEG (sEEG) in which they were implanted bilaterally with depth electrodes. This resulted in varying amounts of coverage over the left and right auditory cortices (STG and Heschls gyrus) for each patient.

7.5.2 Stimuli and Experiments

Each patient partook in two experiments for this study: a single-speaker (SS) and a multi-speaker (MS) experiment. The SS experiment was used as a control, in which each patient listened to 4 stories read by a female and male speaker (hereafter referred to as Spk1\textsubscript{F} and Spk2\textsubscript{M}, respectively). This resulted in each patient listening to a total of 8 stories (4 stories twice). Both Spk1\textsubscript{F} and Spk2\textsubscript{M} were native American-English speakers, and were recorded in-house. In order to ensure the attentional engagement of each patient, the stories were randomly stopped, and the patient was instructed the repeat the last sentence. For the MS experiment, subjects were presented with a mixture of the same female and male speakers (Spk1\textsubscript{F} and Spk2\textsubscript{M}), with no spatial separation between them. All stimuli were presented using a single Bose SoundLink Mini 2 speaker situated directly in front of the patient.

The MS experiment was divided into 4 blocks. Before each block, the patient was instructed to focus their attention on one speaker, and to ignore the other. All patients began the experiment by attending to the male speaker, and switched their attention to the alternate speaker on each subsequent block. In order to ensure that the patients were engaged in the task, the story was randomly paused and the patients were asked to repeat the last sentence of the attended speaker. The locations of the pauses were predetermined, and were the same for all patients. The patients were informed that the story would be paused, but were unaware of when the pauses would occur. The order in which the stories were presented was the same for each patient: The first block consisted of story 1 read by the male speaker mixed with story 2 read by the female speaker (s\textsubscript{1m} + s\textsubscript{2f}), the second block consisted of s\textsubscript{3m} + s\textsubscript{4f}, the third block consisted of s\textsubscript{4m} + s\textsubscript{3f}, and finally the fourth block consisted of s\textsubscript{2m} + s\textsubscript{1f}. In total, there were 11 minutes and 37 seconds of audio presented to each patient for the MS experiment. The SS experiment lasted twice as long, as each patient was required to listen to each story read by each speaker independently.

7.5.3 Data Preprocessing and Hardware

The patients at LIJ were recorded using Tucker Davis Technologies (TDT) hardware, and sampled at 2441Hz. The patient at CUMC was recorded using Xltek hardware, and sampled...
at 500Hz. All further processing steps were performed offline. All TDT data were resampled to 500Hz. A 2nd order Butterworth high-pass filter with a cut-off frequency at 1Hz was used to eliminate DC drift. Data were subsequently referenced using a local scheme, whereby the voltage at each electrode was referenced to the average of its immediately neighboring electrodes. Line noise at 60Hz and its harmonics (up to 240Hz) were removed using notch filters. A period of silence was recorded before the first (SS) experiment. All data were subsequently normalized by subtracting the mean and dividing by the standard deviation of this pre-stimulus period.

Data were then filtered into two frequency bands known to be responsive to speech (Golumbic et al., 2013): the high gamma band (70-150Hz), and the low frequency delta and theta bands (1-8Hz). The power of the high gamma band is known to be modulated by speech, in contrast to the phase of low frequency activity (Golumbic et al., 2013). In order to obtain the power of the high gamma activity, the data were first filtered into 8 frequency bands between 70 and 150Hz, each with a bandwidth of 10Hz. The power (analytic amplitude) in each band was then obtained using a Hilbert transform. We took the average of all 8 frequency bands as the total high gamma power. To obtain the low-frequency phase, we simply applied a low-pass filter to the data with a corner frequency at 8Hz (since we had already applied a high-pass filter at 1Hz in the preprocessing stage). We will hereafter refer to these two frequency bands as HGP (high gamma power), and LFP (low-frequency phase). It is important to clarify that we did not obtain the instantaneous phase of the data using a Hilbert transform; rather we are simply emphasizing the distinction between using the raw waveform of the low-frequency data, versus obtaining the power of the data in the high-gamma band.

7.5.4 Single-Channel Speaker Separation

In order to automatically separate each speaker from the mixture, we employed a method of single-channel speech separation that utilizes deep neural networks (DNNs) (Weninger et al., 2015). Each DNN was trained to separate one specific speaker from arbitrary mixtures. In our experiment, there were only two speakers (Spk1_F and Spk2_M) presented to each patient. However, we are proposing a system that could work in a real-world situation, where a device would contain multiple DNNs, each trained to separate specific speakers, any of whom may or may not be present in the environment. Because of this, we trained 4 DNNs to separate 4 specific speakers: two female and two male, hereafter referred to as Spk1_F, Spk2_M, Spk3_F, and Spk4_M. This allowed us to test what would happen if a user had a device with 4 DNNs, only two of which were trained to separate the speakers that were actually present in the mixture. All speakers were native American-English speakers. As stated before, two of the speakers (Spk1_F and Spk2_M) were recorded in-house. However, Spk3_F and Spk4_M were taken from the Wall Street Journal (WSJ) corpus (Paul and Baker, 1992).

In order to be utilized by the DNNs, the speech waveforms (sampled at 16kHz) were converted into 100-dimensional Mel-frequency spectrograms. The goal is then to obtain an estimation of a target spectrogram \( S \) from a mixture \( M \). To do so, a soft mask \( \hat{Y} \) is learnt that is applied to the mixture, so as to mask the interfering speech. To learn the mask, we used a type of DNN referred to as a long short-term memory recurrent neural network (LSTM-RNN). The difference between the masked spectrogram and the clean target spectrogram was treated as
the error in order to generate the gradient that was back propagated into the network to update the parameters. The objective function is shown in (7.3):

\[ E(\hat{Y}) = ||\hat{Y}M - S||^2 \] (7.3)

The input to the DNNs was the logarithm (base 10) of the spectrograms, normalized so that each frequency band had zero mean and unit variance. Each network contained 4 layers with 300 nodes each, followed by a single layer containing 100 nodes with logistic activation in order to output a spectrogram. An acoustic waveform was generated from the output of the DNN by obtaining the magnitude of the complex spectrogram in combination with the phase of the original mixture. See (Weninger et al., 2014b) for further information.

For training, twenty minutes of speech from the target speakers was used, and \(~5\) hours of speech from 103 interfering speakers was taken from the WSJ corpus. The target speaker was always mixed with one interfering speaker, and both were mixed into the same channel and with the same root mean squared (RMS) intensity. Unseen utterances were used for testing (for both the target and interfering speakers). It is important to clarify that the networks never saw any of the other target speakers during training. E.g., the network trained to separate \(Spk_{1F}\) never saw \(Spk_{2M}, Spk_{3F},\) or \(Spk_{4M}\).

### 7.5.5 Stimulus-Reconstruction

In order to determine the attended speaker, we employed a method known as stimulus-reconstruction (Ding and Simon, 2012a; O’Sullivan et al., 2015a; Mesgarani and Chang, 2012; Mesgarani et al., 2009). This method applies a spatiotemporal filter (decoder) to neural recordings in order to reconstruct an estimate of the spectrogram of the attended speaker for each patient. The 100-dimensional log Mel-frequency spectrograms were downsampled by a factor of 10, resulting in 10 frequency bands. Each decoder was trained using the data from the single-speaker (SS) experiment only. Electrodes were chosen if they were significantly more responsive to speech than to silence. For the high frequency (HGP) data, this meant that the average power during speech was greater than that during silence. However, for the low frequency (LFP) data, electrodes were chosen if the average power was either significantly greater or lower than that during silence. In order to perform statistical analyses, the data were segmented into 500ms chunks, and divided into two categories; speech and silence. Significance was determined using an unpaired t-test (false discovery rate (FDR) corrected, \(q<0.05\)). This resulted in varying amounts of retained electrodes for each frequency band, and for each patient (see Table 7.3). The decoders were trained using time-lags from -400 to 0 ms, which is causal due to the fact that stimulus-reconstruction is a reverse mapping from the neural data back to the stimulus. See (Mesgarani et al., 2009) for further information on the stimulus-reconstruction algorithm.

### 7.5.6 Neural Correlation Analysis

As stated before, we trained decoders using the data from the SS experiment. These same decoders could then be used to reconstruct spectrograms from the MS experiment (Mesgarani and Chang, 2012). Determining to whom the patient is attending requires a correlation
Table 7.3: The number of electrodes retained for each frequency band and each patient. Also shown is the number of electrodes common between the HG and LF bands

<table>
<thead>
<tr>
<th>Frequency Band</th>
<th>Patient</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HG</td>
<td>32</td>
<td>11</td>
<td>84</td>
<td>51</td>
<td>72</td>
</tr>
<tr>
<td>LF</td>
<td>31</td>
<td>19</td>
<td>69</td>
<td>47</td>
<td>56</td>
</tr>
<tr>
<td>HG</td>
<td>29</td>
<td>7</td>
<td>59</td>
<td>40</td>
<td>41</td>
</tr>
</tbody>
</table>

analysis, commonly using Pearson’s r-value (Mesgarani and Chang, 2012). Because there were 10 frequency bands in the downsampled spectrograms, all correlation values reported are the average of the r-values obtained across frequency. However, we excluded the lowest two frequency bands (50 ~ 200Hz) in order to exclude any bias towards the male speaker, as the pitch of the male occupied this region.

Typically, whichever spectrogram has the largest correlation with the reconstructed spectrogram is taken to be the attended speaker (O’Sullivan et al., 2015a). However, because we are using 4 networks, each trained to separate a speaker that may or may not be present in the mixture, the analysis becomes slightly more complex. Crucially, it was necessary to normalize the correlation values with respect to the mixture, because the correlation between the reconstructed spectrograms and the mixture was very large. For clarity, we will first define some terminology: a spectrogram outputted from the kth DNN will be referred to as $S_{DNN_k}$, the spectrogram of the mixture as $S_{MIX}$ and the reconstructed spectrogram (from neural responses) as $S_{RECON}$. In order to emphasize large correlations, we applied a Fisher transformation (inverse hyperbolic tangent) to each r-value.

The normalization procedure involved five steps. First, we obtained the correlation between $S_{RECON}$ and each $S_{DNN_k}$, which we will refer to as $\rho_{1k}$ $7.4$

$$\rho_{1k} = \text{arctanh} \left\{ r(S_{RECON}, S_{DNN_k}) \right\}$$ (7.4)

where $r(x, y)$ is Pearson’s correlation between the variables and , and is the inverse hyperbolic tangent function.

Next, we obtained the correlation between $S_{RECON}$ and the difference between $S_{DNN_k}$ and $S_{MIX}$, which we will refer to as $\rho_{2k}$ $7.5$.

$$\rho_{2k} = \text{arctanh} \left\{ r(S_{RECON}, S_{MIX} - S_{DNN_k}) \right\}$$ (7.5)

Intuitively, this value should be close to zero if a network is outputting the mixture, negative if a network is correctly separating the attended speaker, and positive if it separates the unattended speaker. Therefore, taking the difference of $\rho_{1k}$ and $\rho_{2k}$, and dividing by their sum, should produce a score $\alpha_k$ that can differentiate between each of these cases $7.6$.

$$\alpha_k = \frac{\rho_{1k} - \rho_{2k}}{\rho_{1k} + \rho_{1k}}$$ (7.6)
This is followed by a test-normalization (t-norm) (Lotia and Khan, 2012), in which the \( \alpha \) score for each network is normalized relative to the distribution of alpha scores from all networks\(^7.7\), where \( \mu_\alpha \) and \( \sigma_\alpha \) are the mean and standard deviation of the distribution of \( \alpha \) scores from all networks. Finally, we subtract the correlation between \( S_{DNN_k} \) and \( S_{MIX} \), and add the constant 1, resulting in the final normalized correlation value \( P_k \) for each network\(^7.8\).

\[
\beta_k = \frac{\alpha_k - \mu_\alpha}{\sigma_\alpha}
\]  

\[
P_k = \beta_k - \text{arctanh} \{r(S_{MIX}, S_{DNN_k})\} + 1
\] (7.8)

This last normalization step will further penalize a network that is simply outputting the mixture, rather than separating the speakers, and is independent of the neural data. This could occur if a network’s trained speaker was not in the mixture. The addition of the constant 1 is simply used in order to make the final result more intuitive, as the values would typically be less than zero otherwise.

### 7.5.7 DNN Correlation Analysis

In our experiment, there were only two speakers present in the mixture (\( Spk1_F \) and \( Spk2_M \)). To ensure generalization, we trained 2 additional networks to separate 2 different speakers, one male and one female (\( Spk3_F \) and \( Spk4_M \)). We wanted to test how each neural network behaved when given various mixtures. To do this, we created a data set consisting of 103 random speakers (taken from the WSJ corpus) mixed with target speakers \( Spk2_M \), \( Spk4_M \), \( Spk1_F \), and \( Spk3_F \), as well as another two male and female speakers. We created 200 mixtures for each target speaker, resulting in 1200 mixtures in total. We fed every mixture through each of the 4 networks, and tested how well each network separated the target speaker in each case, by obtaining a correlation coefficient (Pearson’s r-value) between the output of the network and the spectrogram of the clean target speaker. Reported r-values are averaged across frequency.

We also obtained normalized correlation values, calculated in the same way as in the previous section. The only difference is that in equations \( 7.4 \) and \( 7.5 \), the reconstructed spectrogram \( S_{RECON} \) is replaced with the spectrogram of the clean target speaker.

In order to simulate a dynamic scenario in which a patient was switching attention between the two speakers, we artificially divided and concatenated the neural data into several consecutive segments in which the patients were attending to either speaker. Specifically, we divided the data into 10 segments, each lasting 60 seconds. The patients attended to the male speaker for the first segment. To assess our ability to track the attentional focus of each patient, we used a sliding window approach, whereby we obtained the normalized correlation values every second. We used various window sizes ranging from 5 to 30 seconds (5 second increments; 6 window sizes in total). Larger window sizes should lead to more consistent (less noisy) correlation values, and therefore provide a better estimate of the attended speaker. However, they should also be slower at detecting a switch in attention.
7. Other application

7.5.8 Objective Measurement

In order to determine the efficacy of the speech-separation algorithm we employed in separating each speaker, we used a commonly used objective measure of speech quality known as the Perceptual Evaluation of Speech Quality (PESQ) score (Rix et al., 2001). The PESQ algorithm produces a score between 1.0 and 4.5, with high values indicating better quality. This score is known to correlate well with subjective listening tests, and has proven to be the most reliable objective measure for the assessment of speech quality (Loizou, 2011), and to some degree, speech intelligibility (Ma et al., 2009).

In order to obtain a measure of our ability to determine the attended speaker from neural recordings, we first segmented the reconstructed spectrogram from the MS experiment into 20-second bins, resulting in 34 alternating segments (17 where the patients attended to male speaker, and 17 to the female speaker). As mentioned before, we had trained 4 DNNs to separate two female ($Spk_1^F$ and $Spk_3^F$) and two male ($Spk_2^M$ and $Spk_4^M$) speakers from random mixtures. Therefore, we obtained 4 normalized correlation values for each segment: $P_f^1$, $P_m^1$, $P_f^2$ and $P_m^2$. Because $Spk_1^F$ and $Spk_2^M$ were the only speakers that were actually presented to the patient, we would expect that and would be the largest, depending on whom the patient was attending to. Therefore, we considered a segment to be correctly decoded if was largest when the patient was attending to $Spk_1^F$, and if was largest when the patient was attending to $Spk_2^M$. We define decoding-accuracy as the percentage of segments that were correctly decoded. Because there were 4 networks, chance performance is 25%. We determined that a decoding-accuracy of 41% is significantly above chance (14 out of 34 segments correctly decoded), based on a binomial test at the 5% significance level ($P(X \geq 14) = 0.028$). For comparison, we also determined the decoding-accuracy that would be achieved if we had access to the ideal spectrograms of $Spk_1^F$ and $Spk_2^M$.

7.5.9 Dynamic Switching of Attention

In order to simulate a dynamic scenario in which a patient was switching attention, we artificially divided and concatenated the neural data into consecutive segments in which the patients were attending to either speaker. Specifically, we divided the data into 10 segments, each lasting 60 seconds. The patients attended to the male speaker for the first segment. To assess our ability to track the attentional focus of each patient, we used a sliding window approach whereby we obtained normalized correlation values every second. We used window sizes ranging from 5 to 30 seconds (in 5 second increments for 6 window sizes in total). Larger windows should lead to more consistent (less noisy) correlation values and provide a better estimate of the attended speaker. However, they should also be slower at detecting a switch in attention.

7.5.10 Psychoacoustic Experiment

Although the PESQ score is known to be a reliable measure of speech quality (Loizou, 2011), we still wanted to test if users would actually prefer to use our proposed system in a multi-speaker scenario, when those users were presented with the same speakers as the patients in this study. To do so, we performed a psychoacoustic experiment on healthy
controls. X subjects took part (Y female), aged between 20 and 28 years (mean ± SD, 22 ± 2.5). All subjects reported normal hearing, and provided written informed consent. The stimuli used for this experiment were the same as those used for the neural experiment, in that subjects were always presented with a mixture of Spk1\text{F} and Spk2\text{M}. However, the manner in which the stimuli were presented was altered so as to obtain as much information as possible about the subjects’ perception. The experiment was divided into four blocks, each containing 15 trials. Each trial consisted of a single sentence. Before each block, the subjects were instructed to pay attention to one of the speakers, starting with the male, and switching attention on each successive block. After each trial (sentence) the subjects were presented with a transcription of the sentence of the attended speaker, but with one word missing. Subjects were instructed to type the missing word. They also had to indicate the difficulty with which it was to understand the attended speaker on a scale from 1 to 5: very difficult, difficult, not difficult, easy, and very easy. This allowed us to obtain both an objective measure of intelligibility, and a subjective measure of listening effort, with the latter being equivalent to the Mean Opinion Score (MOS)(Rothauser et al., 1969). For half of the experiment, both speakers were presented at the same RMS power. For the other half, we attempted to amplify the attended speaker. The order in which this occurred was counterbalanced across subjects. In total, subjects were presented with 4 minutes and 11 seconds of audio, and the experiment lasted approximately 10 minutes.

In order to amplify the attended speaker, we decided not to perform a simulation; i.e., choosing when to perform the amplification. Instead, we wanted to use real neural data, in order to demonstrate how the overall system could be implemented. We elected to use the neural data from patient 1. In order to dynamically track the attentional focus of the patient, we implemented a strategy similar to the artificial switching of attention section discussed earlier. I.e., we used a sliding window approach, in which we attempted to decode the attentional focus of the patient every second. We decided to use the LFP data, as opposed to the HGP data, in order to be as comparable as possible with non-invasive technologies, which typically only have access to low frequency neural activity (O’Sullivan et al., 2015a). We also chose to use a window-size of 20 seconds, in order to be consistent with our decoding strategy discussed earlier. Whenever we could correctly classify the attended speaker from the neural data for that patient, we presented the output from the correct DNN added to the mixture. However, if a mistake was made, and we misclassified the patient’s attentional focus, we would present the output from whichever DNN produced the largest normalized correlation. The DNN output was added at a level of +12dB relative to the mixture.

Subjects were informed before the experiment that they would have to report which half of the experiment required less effort to understand the attended speaker, and they were reminded half way through. At the end of the experiment, after they had reported their preference, they were then asked one final question: “For the (1st/2nd) half of this experiment, a system was turned on, that tried to amplify the attended speaker. It is not perfect, and may have sometimes amplified the incorrect speaker. Which would you prefer: to have this system turned on or off”
7.6 Results

7.6.1 DNN Correlation Analysis

Figure 7.4 displays the results of the DNN correlation analysis. All statistical analyses were performed using Wilcoxon rank-sum tests. The left figure in 7.4 displays the results when each DNN was presented with a mixture of a random speaker and the designated target speaker that the DNN was trained to separate. On the left, each boxplot shows the correlation between the spectrograms that were outputted from a DNN and the clean target spectrograms (averaged across frequency). On the right, each boxplot shows the correlation of the DNN outputs with the raw mixture. The top of the figure displays the results when a DNN is trained to separate a female speaker from a mixture, and the bottom when a DNN is trained to separate a male speaker (labeled DNN Gender: male/female). Because of the characteristic differences between male and female speakers (e.g., pitch, spectral envelope), it is typically more difficult to separate two speakers of the same gender. This is illustrated by dividing the results into two categories: when the interfering (masker) speaker was male or female. As can be seen, the DNNs perform slightly better when separating the target speaker from an interfering speaker of the opposite gender. However, this difference was only significant for the female DNNs (female DNNs, $p \gg 0.001$; male DNNs, $p = 0.11$). We also tested the behavior of the DNNs when the designated target speaker was not present in the mixture (The right figure in 7.4, Undesignated Target Speaker). One would expect that the DNNs would fail to separate the target speaker in this situation, and this was indeed the case. However, each DNN was slightly better at separating an undesignated target speaker when that speaker was the same gender as the speaker that the DNN was trained on. I.e., for a female DNN, the correlations for an undesignated female speaker were significantly larger than for an undesignated male speaker ($p \gg 0.001$). Similarly, for a male DNN, the correlations for an undesignated male speaker were significantly larger than for an undesignated female speaker ($p \gg 0.001$).

7.6.2 Neural Correlation Analysis

The neural correlation analysis was used to determine to whom the patients were attending, by comparing the reconstructed spectrograms (from the neural data) with the output of each DNN. A in figure 7.5 illustrates the results of the neural correlation analysis. The top of the figure (raw r-values) shows the average correlation between the reconstructed spectrograms and the outputs of the networks for each subject (where each subject is represented by a colored dot). Because the patients alternated their attention between two speakers, the r-values labeled as attended and unattended come from the DNNs that were trained on $Spk1_F$ and $Spk2_M$. The r-values that are labelled as untrained come from the DNNs that were trained on $Spk3_F$ and $Spk4_M$. Therefore, untrained in this sense simply means that the networks were not trained to separate either of the speakers that the patients actually listened to. Although the attended r-values are typically larger than the unattended r-values, there is also a very large correlation with the mixture, and therefore with the networks that were not trained on $Spk1_F$ and $Spk2_M$ (labeled untrained). This is because these networks typically outputted spectrograms that were very close to the mixture. In order to take this into account, we normalized the r-values with respect to the mixture. The bottom of the
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Figure 7.4: To test the performance of the DNNs at single-channel speaker-separation, we created multiple mixtures of random speakers with 4 target speakers (2 male and 2 female) and passed every mixture through each of the 4 DNNs (each trained to separate one of the target speakers). Performance was measured by obtaining the correlation (r-value) between the output of each DNN and the spectrogram of the clean target speaker. The resulting r-values are displayed as a series of boxplots. (A) The results when a DNN is presented with a mixture containing the speaker that it was trained to separate (designated target speaker). Results are separated into instances when the DNN was trained to separate a female (top panel) or a male (bottom panel) speaker. Results are further separated into when the interfering (masker) speaker was female (left boxplots) or male (right boxplots). In addition, we display the correlations of the DNN outputs with the raw mixture (right panels). (B) The results when a DNN is presented with a mixture containing a speaker that it was not trained to separate (undesignated target speaker). Results are displayed similarly to before, with DNNs trained to separate female and male speakers displayed on the top and bottom panels, respectively. However, rather than showing the effect of the masker speaker’s gender, we show the effect of the target speaker’s gender. These results show that a DNN is better at separating an undesignated target speaker whose gender matches the speaker that it was trained on.
7. Other application

7.6.3 Decoding-Accuracy

Given that the normalized correlation values could differentiate between attended, unattended, and untrained networks, it was then possible to decode the attentional focus of the patients. After segmenting the data into 20 second chunks, we would consider a segment to be correctly decoded if the normalized correlation between the reconstructed spectrograms and the output of the DNN that was trained to separate the attended speaker was larger than all other DNN outputs. Figure 7.5 shows the results of this analysis. We define decoding-accuracy as the percentage of segments that were correctly decoded. We considered the attentional focus of a patient to be successfully decoded if the decoding-accuracy for both the male and female speakers was greater than the 41% significance threshold (although chance performance is 25%, significant performance was calculated to be 41% based on a binomial test; see methods). Out of the 6 patients who participated in this study, the attentional focus of 4 patients (1, 3, 4 and 5) could be decoded using HGP data, and 3 patients (1, 3 and 5) using LFP data. Notably, the decoding-accuracy achieved when using the ideal spectrograms was identical.

7.6.4 Artificial Switching of Attention

In order to simulate a dynamic situation where the patient was alternating their attention between the two speakers, we artificially segmented and concatenated the data into 60-second chunks, with the patient’s attention switching at the beginning of each chunk. Figure 7.6 shows the results of the artificial switching of attention for an example subject (patient 1) using LF data and a 20 second window size. Each solid black line marks a switch in attention. The shaded blue and red bars at the top indicate segments where the patient was attending to Spk2M and Spk1F, respectively. Plotted beneath are the normalized correlation values for each of the 4 DNNs. Ideally, the blue (P2m) and red (P1f) lines would alternate in having the largest values, and the cyan (P4m) and magenta (P3f) lines would be close to zero.

A in Figure 7.7 displays the same results, but averaged over all sections when the patient was attending to Spk2m (-60s ~ 0s) and Spk1f (0s ~ 60s). On the left of the figure (Ideal), the blue and red lines show results when using ideal spectrograms for Spk2M and Spk1F, respectively. On the right (DNN Output), the blue and red lines illustrate the results using the outputs of the DNNs. Shaded regions denote standard error. As can be seen, the DNN outputs normalized correlation values that are close to the ideal scenario. B figure in figure 7.7 shows the effect of the window size on decoding-accuracy and transition time (how long it takes to detect a switch in attention) for each subject whose attentional focus we could decode. These results indicate that there is an optimal window-size for decoding-accuracy, which is about 20 seconds in this case. However, as expected, the transition time monotonically increases as the window size increases. The transition times were calculated as the time at which the blue (Spk2M) and red (Spk1F) lines intersect in the averaged data.
7.6 Results

Figure 7.5: (A) The correlations between the reconstructed spectrograms (from neural data) and the outputs of the DNNs. Top panels show results when using LF data, and bottom panels when using HG data. Left panels show the raw r-values, and right panels show normalized r-values (see methods). Each subject is represented by a colored dot. Because the patients alternated their attention between two speakers, the r-values labeled as attended and unattended come from the DNNs trained on Spk1F and Spk2M, whereas the r-values labeled as undesignated come from the DNNs that were trained on Spk3F and Spk4M. Therefore, undesignated in this sense means that the DNNs were not trained to separate either of the speakers that the patients actually listened to. (B) Decoding-Accuracy: the percentage of segments (20s) in which the attentional focus of each patient could be correctly determined using LF data (top panel) and HG data (bottom panel). Results are separated according to which speaker (Spk1f or Spk2m) was being attended to. Because there were outputs from 4 DNNs chance performance is 25% and significant performance was determined to be 41% based on a binomial test at the 5% significance level.
Figure 7.6: Data were segmented into 60-second chunks and concatenated into consecutive blocks that alternated with regards to the speaker being attending to. The results shown here are for an example patient (patient 1) using LF data. Black lines indicate a switch in attention and the colored bar on top indicates the speaker being attended to (Red: Spk1f, Blue: Spk2m). We used a sliding window (20s width) to obtain normalized r-values every second for each of the 4 DNNs. Ideally, $P_2m$ (blue) and $P_1f$ (red) would alternate in being the largest (corresponding to the speaker being attended), and $P_3f$ (magenta) and $P_4m$ (cyan) would be smallest.

(e.g., Figure 7.7). C and D in figure 7.7 show the same results using the HG data. For patient 1, the results using HG data are very similar to when using LF data. However, for the other patients, HG data provides a better decoding-accuracy than LF data.

7.6.5 Objective Measure of Speech Separation Quality

Using the Perceptual Evaluation of Speech Quality (PESQ) score, the speaker separation algorithm used in this study produced a speech signal that was objectively cleaner: the raw mixture produced scores of (mean ± SD) 1.91±0.13 and 1.80±0.11 for the female and male networks, respectively, whereas the separation algorithm produced scores of 2.60 ± 0.11 and 2.59 ± 0.08 for the female and male networks, respectively, which is a 41% increase on average.

7.6.6 Psychoacoustic Experiment

To test whether users would actually prefer to use our proposed system in a multi-speaker scenario, we performed a psychoacoustic experiment (see methods). Figure 7.8 displays these results. In the missing word task, there was no significant difference in the numbers of words that were correctly reported when the system was on versus off (A in Figure 7.8; Wilcoxon
Figure 7.7: (A) Average over segments. Here we show the same data as in Figure 5, but with the average of all segments in which the male speaker was attended on the left of the black line, and the segments in which the female speaker was attended on the right. Data displayed is from the same example patient as in Figure 5 (patient 1). The left panel displays the results that would be obtained using the ideal (clean) spectrograms of each target speaker, and the right panel displays the results obtained using the outputs of the DNNs. We plot the values for P3f (magenta) and P4m (cyan) along with the ideal values for visualization purposes. (B) Effect of Window Size. The data in Figure 5 and in Figure 6A were obtained using a window-size of 20s. Here we display the decoding-accuracies and transition-times obtained using a range of window-sizes, and for each patient whose attention we could decode (patients 1, 3 and 5). (C-D) The same results as in A and B but when using HG data. The attention of one additional patient (patient 4) could be decoded using HG data, as is shown in D.
Figure 7.8: The left panel displays the intelligibility results (the number of missing words correctly reported) when the system was off (left) and on (right). There was no significant difference between the two cases. The right panel displays the mean opinion score (MOS) when the system was off (left) and on (right). There was a significant increase in the MOS when the system was on (Right tailed Wilcoxon signed-rank test, \( p = 9.7 \times 10^{-4} \)).

signed-rank test, \( p = 0.09 \)). This is because performance was close to ceiling for both conditions (93% for system on and 91% for system off). Therefore, it can be concluded that the intelligibility did not change when the system was on, which is a known phenomenon in speech enhancement research. However, all but one subject reported reduced listening effort when the system was on, with a median MOS of 3.87 (25th percentile, 3.73; 75th percentile, 4.12) versus a median MOS of 3.5 (25th percentile, 2.9; 75th percentile, 3.8) when the system was off (B in Figure 7.8). This was a significant increase in MOS (Wilcoxon signed-rank test, \( p = 9.7 \times 10^{-4} \)). The one subject who reported no reduction in listening effort had almost identical MOS scores for both system on (3.7) and system off (3.8). Furthermore, the majority of subjects reported a preference for the segments in which the system was turned on (9 of 12), and the majority reported a preference for using the system once they were informed of its nature (10 of 12).

7.7 Discussion

We have presented a system that incorporates the latest automatic speech-separation algorithms into the neural attention-decoding platform, which is an important step towards developing cognitively controlled hearing aids. We show that we can automatically separate specific speakers from arbitrary mixtures, and use the separated signal to decode the attentional focus of a user. Moreover, we have shown that using the separated sound to amplify the attended speaker results in less effort on the behalf of listeners. This work provides the foundation for realistic hearing aid devices that can automatically and dynamically track
a user’s direction of attention, and amplify the attended speaker. Although the patients were only presented with mixtures of $Spk1_F$ and $Spk2_M$, we have demonstrated that this work can be extended to a more general case, because none of the networks ever saw any of the other target speakers during training. I.e., the network trained to separate $Spk1_F$ had never seen $Spk2_M$. However, a limitation with our proposed system is the fact that it requires pre-training on designated speakers, and therefore cannot generalize to unseen speakers. In addition, hardware constraints could limit the number of networks that could be housed inside a portable hearing aid. (However, modern hearing aids are capable of performing off-board computing by interfacing with a cell phone. (Clark and Swanepoel, 2014)) Furthermore, DNNs rely heavily on the data used to train them. Therefore, additional training would be required to separate speakers under different environmental conditions (Li et al., 2014). In addition, people tend to involuntarily speak louder in noisy situations, which not only effects loudness but also other acoustic features such as pitch, rate and the duration of syllables (the Lombard effect (Brumm and Zollinger, 2011)). This would also need to be taken into account during training of the networks. One potential solution is to use a new class of speech-separation algorithms known as Deep Clustering (Hershey et al., 2015). This approach does not require pre-training on specific speakers, and even shows promise in separating multiple speakers. However, it is currently not applicable in real-time. Future work will aim to see if it is possible to incorporate this class of algorithms into the attention-decoding platform.

### 7.7.1 Decoding-accuracy

Because of the large correlation between the reconstructed spectrograms and the mixture, it was crucial to normalize the r-values. Omitting this procedure resulted in almost no ability to decode the attentional focus of each patient. This is an important finding given that most research in this area typically only considers the attended and unattended spectrograms. The normalization procedure involved two key steps: (i) incorporating the mixture into the correlation analysis (equations 7.5 and 7.6) and (ii) performing a test-normalization (t-norm) to equalize the outputs of each DNN with respect to each other. The final normalization step (subtracting the correlation between the DNN output and the mixture; equation 7.8) was not as crucial, but we found that it did provide an improvement in decoding-accuracy. We empirically chose to use a 20-second window-size in order to obtain a measure of decoding-accuracy. Different window-sizes would of course affect decoding-accuracy, as evidenced by the changing decoding-accuracy in Figure 4B for the switching of attention simulation. However, for this analysis, we wanted to simply obtain a baseline decoding-accuracy for each subject in order to determine if his or her attentional state could be ascertained at all. Interestingly, the decoding-accuracy achieved using the ideal spectrograms was identical to what was achievable using the DNN outputs. What is important for decoding-accuracy is that the values for $Spk2_M$ and $Spk1_F$ far exceed those of $Spk3_F$ and $Spk4_M$. Therefore, although the values obtained using the ideal spectrograms are slightly higher than those obtained using the DNNs, this increase has no effect on decoding-accuracy because the DNN correlations for $Spk1_F$ and $Spk2_M$ are sufficiently large relative to $Spk3_F$ and $Spk4_M$. Some patients showed a bias towards one speaker (e.g., patient 2). This is likely due to electrode coverage issues; not all electrodes that are responsive to speech are modulated by attention (Golumbic et al., 2013), and could simply be showing a preference for features that are characteristic to a particular speaker. Therefore, although it appears that we can decode...
the attentional state of patient 2 when that patient is attending to the female speaker, it is probable that the reconstructed spectrograms simply represented the female speaker alone, regardless of the attentional focus of the patient. There is also a dichotomy between the HGP and LFP data for some patients (e.g., patient 4), where the attentional focus can be determined using HGP data, but not LFP, and indeed a large bias toward the female speaker is apparent using LFP data in this case. This is because low frequency and high frequency data are not necessarily representative of the same neural generators (Golumbic et al., 2013; Buzsáki et al., 2012). Indeed, there was a large disparity between the two frequency bands with regards to the number of electrodes that were responsive to speech (see Table 7.3). Therefore, it’s possible that the electrodes that were responsive to speech in the high gamma band were modulated by attention, but that those same electrodes either weren’t modulated by attention in the low frequency band, or were not responsive to speech at all.

7.7.2 Artificial Switching of Attention

In a real-world situation, it is likely that a user would want to dynamically switch their attention between multiple speakers as a conversation progresses. Although the patients in our study did alternate their attention between two speakers, they did not do so in a dynamic fashion; indeed, there was a substantial break in between each block of the experiment. When simulating switching of attention (Figures 7.5 and 7.6), it is clear that the window-size has an effect on both the decoding-accuracy and the transition-time (the time it takes to detect a switch in attention). As can be seen, there is an optimal window-size for decoding-accuracy, which in this case is approximately 20 seconds. Shorter window-sizes produce r-values that are too noisy, and longer window-sizes prohibit the rapid detection of switches in attention. However, there is a clear linear trend in transition time: the longer the window-size, the longer it takes to detect switches in attention. It is possible that more elaborate models that use shorter window-sizes but that smooth the resulting correlation values could provide a better trade off between decoding-accuracy and transition-time detection (Akram et al., 2014).

7.7.3 Psychoacoustics

One important characteristic of speech enhancement techniques is to ensure that the resulting speech is not distorted or corrupted, as users often prefer no enhancement over an amplified but distorted signal (reference). We observed a significant increase in the mean opinion score (MOS) when using our system, and almost every subject reported that they would prefer to have the system turned on. This supports our proposal for this being a useful and effective system for amplifying an attended speaker. The DNN output was added to the mixture at a level of +12dB relative to the mixture. This level has been shown to significantly increase the intelligibility of an attended speaker in a two-talker scenario (from ≈88% to 98% (Brungart, 2001)). Importantly, an unattended speaker should still be audible so that a user could switch their attention should they choose to do so. It has also been shown that it is still possible to understand a speaker when they are attenuated by 12dB, although intelligibility does drop to ≈78% (Brungart, 2001).
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Chapter 8

Conclusion and feature work

The aim of this thesis is to advance the state of the art for the problem of single channel auditory source separation. In particular, the source separation with neural network. In this thesis, we firstly reviewed the previous proposed algorithms and showed their limitation and deficiency for the problem. We showed that the separation performance with the auto encoder based mask learning network significantly outperformed the traditional model. Then we discussed the limitation for the mask learning system for real recorded data, and proposed two extension of the mask learning, the additional restoration layer and the residual learning network. We showed that the proposed extension helps the mask learning network significantly on the separation of real recorded data.

We introduced the permutation problem and the output dimension mismatch problem, which are the main limitation for auto-encoder network for application in a more generalized separation scenario. We then presented a novel framework, deep clustering to help those two problem and showed that deep clustering can successfully generate high-quality separation result even under very challenging mixtures, which was mixed from three unknown speakers. And we found that the deep clustering can largely increase the intelligibility of the speech. Then we introduced an end to end extension to the deep clustering, i.e. the deep attractor network. We found that after deep attractor network outperformed the deep clustering on the same task. We also introduced several variations in forming the attractors. Lastly, we presented two applications for the neural network based source separation system. We firstly introduce the application of deep clustering and auto encoder network in music separation and showed that it can generate the state of the art performance in singing and background music separation. Then we introduced a novel application for hearing aid, which combined the high performance source separator and an brain signal decoder. We showed such system could decode the attention of the listener, which was used for selection of targeting sources.

There are several very interesting perspective remaining, which we hope to further explore in the further. The main problem for deep clustering and deep attractor network, although they can generate high quality performance, is the center mismatch between the training and the testing. Since for both system, during the testing, the K-means is required to form the center and assignment, while during the training such information is provided. Therefore a slight mismatch between the clustered center and the oracle center. Although no observation
of performance degradation was found for this mismatch, we believe, in more challenging
task, such phenomenon could cause more severe performance drop. This problem could be
solved by using the fixed attractor, as discussed in chapter 6. Another solution could be the
semi-fixed attractor, where a set of free attractor is pre-defined, and during both training
and testing, the system is only allow to pick attractor from the attractor pool. This strategy
could ensure the flexibility of the system, while solving the center mismatch problem.

Another very important and interesting direction is the extension on multi-channel processing.
It is well known that the spatial information is very helpful for the source separation.
Combining the beamforming and the single channel system such as deep clustering and
deep attractor network is clearly very attempting. Interestingly, the beamforming is also a
affinity based method, where a looking direction is firstly calculated based on the comparison
between microphones. Therefore, the beamforming and the deep clustering/attractor network
shares much in their nature, which might simplify the combination. One difficulty for the
multi-channel processing is that the network need to process phase, which is usually complex
number, and the complex neural network is still in early stage. However, the recent work
on time domain processing (van den Oord et al., 2016) and deep beamforming(Xiao et al.,
2016) provided new thoughts on this problem.

An obvious extension is on the application perspective. It would be very interesting to see
how the system performs under more challenging mixtures. And it would be also important
to test the generalization of the proposed system to a broader kinds of audio. Eventually, an
universal audio separator should be the target for this system. A combination with other
system is also important application. For example, the combination with speaker id system
and speech recognition could be a very competitive candidate for the meeting transcription
system.

Lastly, we would like to explore the unsupervised or semi-supervised training of the proposed
model. Since for human, very limited clean source is available in daily life, while human can
still develop almost perfect separator. One hypothesis for this phenomena is that human can
combine the information from the same source from different mixtures. For example, the
mixture between source A, B and Source A, C shares the information on A. Therefore, by
comparing the two mixtures, there is a possibility that no clean source is required.
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