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ABSTRACT

Diffusion Related Processes in Nanoconfined Liquids and in Proteins Under Force

Liwen Cheng

This thesis investigates some diffusion related problems, in acetonitrile confined in silica nanopores, and in modeling single molecule forced rupture experiments of biomacromolecules. Based on a method used to calculate the position-dependent diffusion coefficients in inhomogeneous liquids, we apply absorbing boundary conditions in the analysis of molecular dynamics trajectories of confined acetonitrile. We show that the dynamics of acetonitrile may be described by a two population exchange model that accounts for bulk-like relaxation in the center, frustrated dynamics near the surface of the pore and the self-diffusion. We find that hydrogen-bonding interactions play a large role in engendering this behavior. We compare our method with prior techniques that do not take diffusion into account and discuss their pitfalls. We also calculate the position-dependent diffusion tensors in the center population of acetonitrile. To model single molecule forced rupture experiments under constant velocity conditions, we study the barrier crossing problem of a diffusive particle in a time-dependent potential. We develop an integral equation connecting the first passage time distribution of a Brownian diffusion process in the presence of an absorbing boundary condition and the corresponding Green’s function in the absence of the absorbing boundary. We further investigate the numerical solutions of the integral equation for a diffusion process in a time-dependent potential. Our numerical procedure, based on the exact integral equation, avoids the adiabatic approximation used in the previous analyt-
ICAL theories and is useful for fitting the rupture force distribution data from experiments, especially at larger pulling speeds, large cantilever spring constants, and smaller reaction rates. We also propose a model based on subdiffusion to explain the anomalous rupture force distributions with positive skewness that are observed in some single molecule forced rupture experiments of ligand-receptor complexes.
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Chapter 1

Introduction

Diffusion is a kinetic process of fundamental importance in physics, chemistry and biology, e.g., diffusion controlled reactions, osmosis in living cells, doping in semiconductors. Einstein’s study on Brownian motion showed that the random motion of a Brownian particle is a result of short and uncorrelated random hits by the molecule under thermal motion in the medium. The mean square displacement of a Brownian particle grows linearly in time \( \langle \Delta r(t)^2 \rangle = 2dDt \), where \( d \) is the dimensionality and \( D \) is the diffusion coefficient. Einstein derived an equation relating the diffusion coefficient to the friction coefficient, from which the Avogadro’s constant can be measured. Experiments later on confirmed Einstein’s theory on Brownian motion, and verified the existence of atoms and the kinetic theory.

Diffusion in inhomogeneous liquids, such as liquids near solid surfaces or liquids confined in pores is not easy to study. Since the surface breaks the symmetry and induces layering effect in liquids, the diffusion tensor can be anisotropic and the diffusion coefficients can be position-dependent. We carry out molecular dynamics simulations of liquid acetonitrile confined in cylindrical silica pores. The silica surfaces induces a propagating bilayer structure in acetonitrile. To investigate the position-dependent diffusion of confined acetonitrile, we impose absorbing boundary conditions in different concentric layers
in the analysis of molecular dynamics trajectories, following a recent method. Acetonitrile near the pore surface exhibits subdiffusion, while acetonitrile in the center region exhibits Brownian diffusion. The diffusion tensors are calculated in different layers of the center region. We also extend the analysis method using absorbing boundary conditions to the study of the singlet reorientation dynamics of acetonitrile in different layers. We show that it is necessary to take into account the diffusion from the surface population to the center population in order to explain the singlet reorientation dynamics of the total population.

Brownian diffusion in a time-independent external potential with absorbing boundaries entails Kramers’ theory, which is fundamental in understanding chemical reactions in condensed phases. To understand the kinetics in single molecule force rupture experiments, Hummer and Szabo extended Kramers’ theory to a time-dependent one dimensional potential, and obtained approximate analytic formulas for survival probabilities and rupture force distributions. We propose an integral equation approach to obtain the first passage time distributions numerically, when the approximate formulas of Hummer and Szabo fail. Brownian dynamics on a one dimensional potential can not explain the anomalous rupture force distributions with positive skewness observed in some experiments on ligand-receptor complexes. Although a static disorder model can explain this anomaly, we argue that an alternative model based on subdiffusive dynamics can also explain this.

1.1 Structure and Dynamics of Nanoconfined Liquid Acetonitrile

The study of liquids confined or near an interface is an area of active experimental and computational investigation. The properties of liquids under these conditions can be very different than in the bulk. For example, the phase behavior of liquids in confinement is changed. The freezing point depression of confined liquids is predicted by the Gibbs-Thomson equa-
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...tion, and the boiling point elevation is predicted by the Kelvin equation.\textsuperscript{11,12} The glass transition temperature of confined liquids is also shifted.\textsuperscript{13} The mechanical properties can be also altered.\textsuperscript{14,15} Khan et al.\textsuperscript{15} observed a sharp transition from viscous to elastic responses when compressing nanoconfined water between the mica substrate and the atomic force microscopy (AFM) tip.

The properties of confined liquids depend intriguingly on the size of the confinement and the functionalization of the surfaces. For liquids confined in small pores with diameters of several nanometers, the fraction of interfacial molecules is large and the interactions with the functionalized surfaces becomes important. The classic interpretations based on macroscopic concepts break down for nanoconfined liquids. For example, Morineau et al.\textsuperscript{16} observed that the glass transition temperature of toluene confined in regular porous silicates (MCM-41 and SBA-15) is elevated for pores of diameter smaller than 3.5 nm but depressed for pores of diameter larger than 3.5 nm, compared to the bulk value. Quellec et al.\textsuperscript{17} found that the glass transition temperature of ortho-terphenyl (oTP) confined in porous silica with a pore size around 7 nm increases when the silica surface is hydroxylated with hydroxyl groups and decreases when the silica surface is silanized with trimethylsilyl groups, compared to the bulk value. And oTP confined in hydroxylated porous silica exhibits two glass transitions at 269 K and 243 K, one higher and one lower than the bulk value 248 K.\textsuperscript{17} These experiments suggest that the interfacial layer of confined liquids have frustrated dynamics when their interactions with surfaces are not too weak, while the inner layer of confined liquids could have faster dynamics than in bulk. The finite size effect will be enhanced when reducing the pore size, but what is more important for nanoconfined liquids is that the fraction of interfacial molecules will be increased, thus the properties of nanoconfined liquids can have non-monotonic dependence on the pore size.

In the present work, acetonitrile confined in nanosized porous silica is studied. Acetonitrile (CH\textsubscript{3}CN) is a polar, aprotic, linear molecule with amphiphilic character in the sense
that the cyanide end is capable of accepting hydrogen bonds whereas the methyl group has hydrophobic character. Acetonitrile is a good polar aprotic solvent of high dielectric constant (37.5 at ambient conditions) and large dipole moment (3.92 debye). Acetonitrile in porous structure has many applications. In supercapacitors, acetonitrile is used as the solvent of the electrolytes due to its high dielectric constant and chemical inertness; porous carbon or carbon nanotubes are used as the electrode to increase the surface area of the electric double layer. In chromatography, acetonitrile is used as a cosolvent in the mobile phase since it is miscible with water; porous silica is used as the stationary phase since it can be easily synthesized and functionalized with different chemical groups.

Experiments have been performed to elucidate the behavior of acetonitrile confined in porous silica. Acetonitrile molecules close to the interface can form hydrogen bonds with the silanol groups, resulting in a blue shift of the C≡N stretching band observed in fourier transform infrared spectroscopy (FTIR) and a characteristic peak corresponding to the 2.6 Å distance from the hydrogen-bonded nitrogen atom to the silanol oxygen atom in X-ray diffraction. Acetonitrile in the center region of a hydroxylated silica pore of diameter 37 Å has similar structure to bulk acetonitrile. The collective reorientational dynamics of acetonitrile confined in silica pores of diameter 24 Å and 44 Å was studied by Loughnane et al. using optical Kerr effect (OKE) spectroscopy. The autocorrelation functions are found to be well fit with triple exponential functions based on the assumption that there are two exchanging populations, a dynamically frustrated surface population, and a population that exhibits bulk-like relaxation times in the center of the pore. The authors suggested that acetonitrile in the frustrated surface population forms an anti-parallel bilayer structure. One sublayer effectively anchored by hydrogen bonding interactions is pointing with the nitrogen end toward the surface. Another sublayer exchangeable with the center population is pointing in the opposite direction due to dipole pairing effect between neighbor acetonitrile molecules.
Several recent simulation studies\cite{26,29} have complimented the experimental work. These studies have employed potentials describing the acetonitrile–silica interactions based on combining rules that were not optimized by further fitting to experimental or \textit{ab initio} data. Despite this, several aspects of the simulations are in general agreement with the picture provided by experiments.\cite{20,25} Morales and Thompson’s simulation\cite{26} confirmed that the blue shift of the C≡N stretching band in FTIR\cite{22,24} for nanoconfined acetonitrile in hydroxylated silica pores is due to the charge transfer effects of hydrogen bonding. The antiparallel bilayer structure proposed by Loughnane \textit{et al.}\cite{20} was observed in Morales and Thompson’s simulation\cite{26}. A simulation of acetonitrile on a flat hydroxylated silica surface\cite{28} showed that the antiparallel bilayer structure can propagate into the acetonitrile for about 2 nm. Morales and Thompson argued that the ordering of acetonitrile near the surface is mainly due to the electrostatic liquid-wall interactions and not the explicit hydrogen bonding of silanols to acetonitrile.\cite{26}

This study revisits the problem of acetonitrile confined in silica nanopores. We utilize a force field that is parametrized to yield good agreement with first principles computations, particularly in terms of the hydrogen bonding interactions between silanol groups at the surface and the acetonitrile. This force field is then utilized in extensive molecular dynamics simulations to study acetonitrile confined in a nanopore. In order to assess the importance of explicit hydrogen bonding and surface charge, we additionally perform simulations where silanols are replaced by methyl groups as well as simulations in which the H site is eliminated and its charge is “absorbed” into the oxygen site of the OH group.\cite{26} In agreement with Ref. \cite{26}, we find that the observed long range order can be explained by non-specific electrostatic interactions. However, we find that hydrogen bonding is essential to describe the slow relaxation associated with the first layers of acetonitrile at the surface. More generally, we show that the reorientational and diffusional dynamics of acetonitrile near the interface is significantly frustrated by surface interactions. The relaxation near the
surface speeds up when hydrogen bonding interactions are muted, and it increases further when the magnitude of the surface charge distribution is lowered by methylation of the silanol groups. Furthermore, we find that a two-population exchange model is a reasonable description of reorientational dynamics, in agreement with the OKE experiment. This picture is also consonant with a recent study by Milischuk and Ladany which reported frustrated dynamics near the silica surface and bulk-like dynamics in the center region for water confined in a silica pore. The parallel diffusion exhibits subdiffusive behavior for acetonitrile near the silica surface and Brownian behavior for acetonitrile in the center region of the pore.

In order to investigate the dynamics we extend a recently developed method to calculate relevant time correlation functions for molecules in different layers of the pore. This method takes into account the short lifetimes of the molecules in the layers, whereas in a recent study the approach adopted does not exclude contributions from molecules that can exchange between layers. This can lead to qualitative and quantitative errors when the lifetimes in any layer of interest are short. Comparing and contrasting our method with this previous method, we find that it gives an improved analysis of the spatial dependence of the dynamics.

We also investigate how the size of the pore affects the fluid structure and dynamics. Comparison of the properties of acetonitrile confined in two different sized hydroxylated silica pores of diameters 24 Å and 44 Å reveals that the timescale of singlet reorientational dynamics of acetonitrile in different layers is insensitive to the diameter of the pore, a result consistent with the OKE study, but the angular distribution in the center of the small pore is not uniform whereas in the larger pore it is uniform.

Applying the recently developed method to cylindrical geometry, the diffusion tensors are calculated for acetonitrile in different layers of the center region. The perpendicular diffusion coefficient can be computed from the autocorrelation function of the eigenfunction
of the radial diffusion equation with absorbing boundary conditions. The diffusion tensor is nearly isotropic for acetonitrile 1 nm away from the silica surface.

Chapter 2 presents the development of the specialized force field and the details of the simulation setup. Chapter 3 presents the results for the equilibrium and dynamical properties of acetonitrile confined in silica nanopores of diameters 24 Å and 44 Å. Section 3.1 shows the propagating bilayer structure resulting from the non-specific electrostatic interactions. Section 3.2 presents the results of reorientational and translational dynamics for the surface population and the center population using an extension of the recently developed method. Section 3.3 shows that the method used in the present study gives a sharper picture of two population dynamics, compared to a previous technique. Section 3.4 presents the details of diffusion tensor calculation of liquids confined in cylindrical pores and the results for acetonitrile confined in a silica pore of diameter 44 Å.

1.2 First Passage Time Distribution in Stochastic Processes with Application to Biological Rupture Experiments

First passage time distributions of stochastic processes in the presence of absorbing boundaries have important applications in diffusion controlled reactions, self-organized criticality, dynamics of neurons, and trigger of stock options. Recently, first passage models have been proposed to analyze the kinetics of unfolding (or bond rupture) in single-molecule pulling experiments by atomic force spectroscopy. Hummer and Szabo showed that a simple first passage time model incorporating Kramers rate theory can be used to extract much more accurate kinetic information than the previously used Bell’s model. Their analytic theory fits experimental data for both the average rupture force as a function of pulling speed and the distribution of rupture forces at certain (usually slow) pulling speeds. Their work and the later works of Dudko et al. and Freund assumed a first-order rate
equation governing the decay of the survival probability with a time dependent rate constant \( \approx \exp \left( - \int_0^t d\tau k(\tau) \right) \). The time dependent rate constant was obtained by extending the Kramers’ theory for a time-dependent potential. It has been noted that their underlying adiabatic approximation breaks down at extreme pulling speeds where the rate of pulling is fast compared to the diffusion rate. In this work we will show how to bypass this approximation. Aside from its validity being dependent on the rate of pulling, the validity of the formulas based on the adiabatic assumption has never been investigated with respect to other parameters such as the cantilever spring constant and the intrinsic reaction rate eventhough reasonable parameters have been extracted from rupture experiments of unfolding proteins and unzipping of DNA hairpins.

We present integral equations connecting the first passage time distribution in the presence of an absorbing boundary condition and the corresponding conditional probability (Green’s function) without the absorbing boundary. The equations are a generalized version of similar treatments of discrete random walks. We solve the integral equation analytically for three different potential functions to determine how the first passage time distribution of a particle diffusion is affected by time independent external fields. Because the first passage time distribution was already determined analytically by other methods, these three cases provide benchmarks that validate our integral equation approach. We then apply the integral equation to the case of time-dependent pulling experiments, and obtain numerical results for different pulling speeds, cantilever spring constants and intrinsic reaction rates. We show that the previous theory is likely to break down not only at larger pulling speeds, but also at smaller reaction rates and larger cantilever spring constants. The simple iteration scheme based on the integral equation will thus help to fit force distribution data at these conditions where the adiabatic approximation breaks down.

In some single molecule rupture force experiments on ligand-receptor complexes, anomalous rupture force distributions with positive skewness are observed. This anomaly
can not be explained with Brownian diffusion in a one-dimensional potential. Static disorder model based on Gaussian distributions of the barrier height and the distance to transition state were called for to explain this anomaly. We propose an alternative model based on subdiffusion to explain this anomaly. Stochastic processes corresponding to subdiffusion in a time-dependent potential are simulated. The resulting rupture force distributions have positive skewness. Our subdiffusion model and the static disorder model both treat the inadequacy of using just one reaction coordinate for some complex systems. The exploration of other coordinates on a complex multi-dimensional potential could result in a broad waiting time distribution from one point to another point on the projected one dimensional potential of mean force.
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Force Field Development and System Setup

2.1 Force Field Development

One of the aims of the present work is the development of improved force fields to accurately describe the interactions of the silica surface with acetonitrile. As noted in the introduction this interface has previously been studied utilizing potentials based on standard combining rules and by adapting parameters from silica water interfaces.\textsuperscript{26,29} In Ref. \textsuperscript{26} and \textsuperscript{27} the force field parameters for acetonitrile and silica were from the ANL acetonitrile potential\textsuperscript{44} and the Brodka and Zerda\textsuperscript{45} silica potential, respectively. Then the parameters for van der Waals interactions between acetonitrile and silica were not specially optimized but obtained from combining rules. In Ref. \textsuperscript{28} and \textsuperscript{29} the parameters for silica were taken from Rossky and co-workers’ work\textsuperscript{46,47} on silica-water systems. The parameters for acetonitrile were from the acetonitrile model of Nikitin and Lyubartsev.\textsuperscript{48} Similarly, combining rules were used for van der Waals interactions between acetonitrile and silica. However the interactions present at this interface are rather subtle and a more
thorough parametrization is desirable. We have designed an interaction potential special-
ized for silica acetonitrile interfaces that is consistent with the structure garnered from first
principles molecular dynamics simulation.

Born-Oppenheimer molecular dynamics simulations are carried out for a small slab
system of acetonitrile confined in between two hydroxylated silica surfaces, utilizing the
QUICKSTEP module within the CP2K package. The system simulated is shown in Fig-
ure 2.1. The simulation box is a rectangular cuboid of length 14.32 Å, 14.32 Å, and 30 Å in
the X, Y, and Z dimension. Amorphous silica is cleaved in two surfaces located at the top
and bottom of the box, the undercoordinated sites generated are hydroxylated. Acetonitrile
molecules are filled in between the silica slit. The system contains 41 silicon atoms, 115
oxygen atoms, 16 silanol groups (SiOH), 5 disilanol groups (Si(OH)$_2$) and 29 acetonitrile
molecules. The electronic structure is computed by means of density functional theory and
a combined Gaussian basis set/plane wave approach. The system is simulated for 5 ps
with the TZV2P basis set and for 20 ps with the smaller but more computationally effi-
cient DZVP basis set. The Becke exchange and Lee-Yang-Parr correlation functions are
employed in all first principles computations. Similar treatments have been previously
used to simulate bulk acetonitrile and acetonitrile at anatase surfaces. Although the
present trajectories are too short to study dynamical properties, they may be utilized to
evaluate the structure at the first layer of the interface and provide data for the fitting of our
classical potential. In particular, the hydrogen-bonded interaction between acetonitrile and
the surface may be characterized. Our classical potential is tuned such that the structure
of acetonitrile at the surfaces and the intramolecular structure of the silanol group in Born-
Oppenheimer molecular dynamics simulations are well reproduced by classical molecular
dynamics simulations.

Our classical potential is composed of terms arising from silica-silica, acetonitrile-
acetonitrile, and interfacial interactions:

\[ V = V_{\text{silica}} + V_{\text{acetonitrile}} + V_{\text{sil-acn}} \]  

(2.1)

The silica term is adopted from a recent reparameterization of the BKS model\(^{53}\) known as CHIK\(^{55}\). We utilize the OPLS/AA force field to treat the acetonitrile-acetonitrile interactions.\(^{56}\) The surface of the silica is hydrolyzed, that is, silanol groups replace surface defects, and their treatment is included in the interfacial term. The silanol groups are treated
in the following fashion. A partial charge of $-0.8675$ and $+0.39$ is assigned to the OH and H sties, respectively. The intramolecular structure of the silanol is treated as flexible with the harmonic bonding and bending potentials,

$$V_{\text{harmonic}} = \frac{1}{2}k(a - a_0)^2$$  \hspace{1cm} (2.2)

The intramolecular parameters of silanol are given in Table 2.1.

The interfacial term comprised of electrostatic and non-bonded terms is given by:

$$V_{\text{sil-acn}} = \sum_{i<j} \left( \frac{q_i q_j}{|r_{ij}|} + V_{\text{nb}}(r_{ij}) \right).$$  \hspace{1cm} (2.3)

The parameters of the non-bonded potential were tuned to yield consistency with first principles molecular dynamics trajectories. The atomic partial charges are chosen to be consistent with the respective bulk potentials, except the partial charges on the OH and H sites of silanol groups are tuned $^{55, 56}$ The atomic partial charges are given in Table 2.2. The non-bonded interactions given by $V_{\text{nb}}$ are represented by a Lennard-Jones potential

$$V_{\text{LJ}} = 4\varepsilon \left[ (\frac{\sigma}{r})^{12} - (\frac{\sigma}{r})^6 \right]$$  \hspace{1cm} (2.4)

with the exception of CZ-OH for which a Buckingham form is utilized,

$$V_{\text{buckingham}} = A e^{-Br} - C/r^6,$$  \hspace{1cm} (2.5)

with parameters $A = 36.9$ eV, $B = 1.95$ Å$^{-1}$, and $C = 21.7$ eV Å$^{-6}$. The Lennard-Jones interactions between silicon sites and acetonitriles are taken to be small, in accord with prior parametrization $^{26}$ The parameters for the Lennard-Jones interactions are given in Table 2.3.

Non-electrostatic interactions between the silanol hydrogen and other sites are not included in the potential with the exception of an additional 12-10 hydrogen bonding interaction $^{57}$ which is utilized to describe the hydrogen bond between the NZ and HY sites,

$$V_{\text{h-b}} = \frac{6^6}{5^3} \varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{10} \right],$$  \hspace{1cm} (2.6)
with parameters $\epsilon = 200$ K and $\sigma = 1.70$ Å. We found it necessary include this term in order to reproduce hydrogen bonding without resort to increasing the magnitude of charge on the NZ or HY site, which was found to denigrate the model in other respects.

We utilize a united atom model for the methyl group with a partial charge of $-0.2$ and Lennard-Jones parameters $\sigma = 3.95$ Å and $\epsilon = 0.732$ kJ/mol. Geometric combining rules are employed to generate the acetonitrile-methyl interactions.

$$\begin{align*}
\text{OH-HY} & : a_0 = 0.9515 \text{ Å, } k = 4.72 \times 10^5 \text{ kJ mol}^{-1} \text{ nm}^{-2} \\
\text{OH-SI} & : a_0 = 1.560 \text{ Å, } k = 9.16 \times 10^5 \text{ kJ mol}^{-1} \text{ nm}^{-2} \\
\text{Si-OH-HY} & : a_0 = 108.5^\circ, k = 300.0 \text{ kJ mol}^{-1} \text{ rad}^{-2} \\
\text{OH-Si-OH} & : a_0 = 117.0^\circ, k = 300.0 \text{ kJ mol}^{-1} \text{ rad}^{-2}
\end{align*}$$

Table 2.1: Intramolecular parameters of silanol

<table>
<thead>
<tr>
<th>atom</th>
<th>charge (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NZ</td>
<td>-0.56</td>
</tr>
<tr>
<td>CZ</td>
<td>0.46</td>
</tr>
<tr>
<td>CT</td>
<td>0.08</td>
</tr>
<tr>
<td>HC</td>
<td>0.06</td>
</tr>
<tr>
<td>HC</td>
<td>0.06</td>
</tr>
<tr>
<td>Si</td>
<td>1.91</td>
</tr>
<tr>
<td>O</td>
<td>-0.955</td>
</tr>
<tr>
<td>OH</td>
<td>-0.8675</td>
</tr>
<tr>
<td>HY</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 2.2: Partial charges on atom sites

In Figure 2.2 we compare the radial distribution functions of the heavy atoms of acetoni-
Table 2.3: Lennard Jones parameters for silica acetonitrile interactions.

<table>
<thead>
<tr>
<th>pair</th>
<th>ε (K)</th>
<th>σ(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH-NZ</td>
<td>72.5</td>
<td>3.14</td>
</tr>
<tr>
<td>OH-CT</td>
<td>46.0</td>
<td>3.34</td>
</tr>
<tr>
<td>OH-HC</td>
<td>25.0</td>
<td>2.55</td>
</tr>
<tr>
<td>OH-OH</td>
<td>78.0</td>
<td>3.166</td>
</tr>
<tr>
<td>OX-NZ</td>
<td>75.7</td>
<td>3.35</td>
</tr>
<tr>
<td>OX-CZ</td>
<td>52.7</td>
<td>3.34</td>
</tr>
<tr>
<td>OX-CT</td>
<td>52.7</td>
<td>3.34</td>
</tr>
<tr>
<td>OX-HC</td>
<td>25.1</td>
<td>2.907</td>
</tr>
<tr>
<td>SI-NZ</td>
<td>9.25</td>
<td>3.02</td>
</tr>
<tr>
<td>SI-CZ</td>
<td>5.76</td>
<td>3.07</td>
</tr>
<tr>
<td>SI-CT</td>
<td>5.76</td>
<td>3.07</td>
</tr>
<tr>
<td>SI-HC</td>
<td>2.67</td>
<td>2.70</td>
</tr>
</tbody>
</table>

trile from the silanol groups garnered from the first principles simulation with the results from classical molecular dynamics calculation using our force field developed, in the small slit system. The radial distribution functions have been renormalized following the method in Soper et al.’s work. It can be seen that the simulations performed with the two basis sets are in good agreement with each other, also from the first principles simulation, it is clear that the cyanide group accepts a hydrogen bond from the silanol. Hydrogen bonding plays a critical role in determining the nature of the interface, and reproducing such effects requires a careful balancing of electrostatic and other non-bonded interactions. Our force field has been optimized so as to yield good agreement with these distributions, in addition to other structural properties. One finds that our force field is successful at matching the first principles result. Furthermore it can be seen that the OH-NZ distribution and the HY-NZ
distribution sharply peak at approximately 2.8 angstroms and 1.8 angstroms respectively. This is again indicative of the presence of hydrogen bonding. Further analysis indicates that as expected those molecules that are closest to the surface prefer to be oriented with the nitrogen pointing towards the surface. This feature is consistent with the results of prior work.\[26,28,29\]

In Figure 2.3 we compare the radial distribution functions from classical molecular dynamics simulations using two different force fields, one is the force field developed here and the other is the force field of Morales et al.\[26,27\] The results from the first principle simulation with the DZVP basis set are also shown. It can be seen that in general our force field agrees with the first principles calculation better than the force field of Morales et al.. The induced ordering of acetonitrile are stronger in our force field than in the force field of Morales et al.. This is reflected in several differences in the radial distribution functions. In the OH-NZ distribution and the HY-NZ distribution, the two force fields agree with each other in the positions and heights of the first peaks. The hydrogen bonds are present in both of the two force fields. However, the OH-NZ distribution has much higher density in the force field of Morales et al. and develops a shoulder peak, at about 3.5 Å where it is the interstitial space between the first and second coordination shell with low density in our force field. In the OH-CT distribution, the second peak is missing in the force field of Morales et al., instead a shoulder peak develops at the interstitial space. The probability densities of the HY-NZ distribution and the HY-CZ distribution are also higher at the interstitial spaces in the force field of Morales et al. than in our force field. In the OH-CZ distribution, the first peak is broader and shifted to the right in the force field of Morales et al.. These differences tell that the acetonitrile molecules in the force field of Morales et al. are less ordered and have more flexibility to fit in the adsorption sites on the hydroxylated silica surface, compared to our force field and the first principles simulation.
Figure 2.2: The renormalized radial distribution functions between atoms of the silanol group (the hydroxyl oxygen OH and the hydroxyl hydrogen HY) and the heavy atoms of acetonitrile (the cyanide nitrogen NZ, the cyanide carbon CZ and the methyl carbon CT) in the silica slit system simulated by classical molecular dynamics with force field (black), ab initio molecular dynamics with DZVP basis set (red), and ab initio molecular dynamics with TZV2P basis set (blue).
Figure 2.3: The renormalized radial distribution functions between atoms of the silanol group (the hydroxyl oxygen OH and the hydroxyl hydrogen HY) and the heavy atoms of acetonitrile (the cyanide nitrogen NZ, the cyanide carbon CZ and the methyl carbon CT) in the silica slit system simulated by classical molecular dynamics with our force field (black), classical molecular dynamics with the force field of Morales et al. (red), and ab initio molecular dynamics with DZVP basis set (blue).
2.2 System Setup and Simulation Protocol

The force field described in the previous section has then been utilized to perform large-scale molecular dynamics simulations of the structure and dynamics of acetonitrile confined in silica nanopores. We focus on acetonitrile molecules confined in a 24Å diameter silica nanopore, but also compare this system to one with a pore diameter of 44Å. The diameter of 24Å was chosen to match the average value studied in the OKE experiment and other simulation work. A β-cristobalite crystal in a periodic cubic box of length 57.28Å was melted at 8000K. After annealing from 8000K to 300K, the amorphous silica structure was obtained. The nanopore was created by cutting a cylindrical hole out of the amorphous silica. This generates under-coordinated silicon and oxygen sites at the surface. The surface was functionalized with silanols by saturating the under-coordinated silicon with hydroxyl groups and the under-coordinated oxygens with hydrogen atoms, while keeping the whole system electrically neutral. The density of silanols at the surface is approximately 4.5 per nm² which is in agreement with the 2-6 per nm² range in experiments depending on the thermal history of the sample. The empty pore was then filled with 280 acetonitrile molecules. The number of acetonitrile molecules in the pore was determined by running an isothermal-isobaric ensemble (NPT) simulation where the pore was in a reservoir of acetonitriles at 1 atm and 300K, following the procedure in Rodriguez et al.’s work. In prior studies the density of acetonitrile in the pore has been calculated using grand canonical Monte Carlo. Our NPT simulations in liquid reservoir should predict similar densities as the grand canonical Monte Carlo simulation, provided, as is presently the case, that the height of the cylindrical pore and the thickness of the reservoir is sufficiently large. After filling the silica pore with the determined number of acetonitrile molecules, the final system contains 3319 silicon atoms, 6842 oxygen atoms, 122 silanol groups(SiOH), 21 disilanol groups(Si(OH)₂) and 280 acetonitrile molecules. Snapshots of the system are shown in Figure 2.4. The cylindrical pore is at the center of the simulation.
box. The axis of the cylindrical pore is the Z axis of the simulation box. This system was equilibrated at 300K in canonical ensemble (NVT) simulation for 500 picoseconds. Starting from the positions and velocities in the equilibrated configuration, a production run was performed in the microcanonical ensemble (NVE) for 5 nanoseconds. The temperature was found to be 300K in the NVE production run. The trajectory was saved every 100 femtoseconds.

Figure 2.4: Snapshots of the silica pore of diameter 24 Å filled with acetonitrile. Left panel: when looking down the axis of the cylindrical pore (Z axis of the box). Right panel: when looking at the X-Z cross section at $y = 28.64$ Å, only half of the box is shown. Color code: yellow, silicon; red, oxygen; white, hydrogen; blue, nitrogen; cyan, carbon.

In addition to the hydroxylated surfaces, simulations where the OH groups are replaced by methyl groups were performed. Unlike the case of the silanols, the interaction of acetonitrile with the methyl groups was garnered from combination rules and not from extensive reparameterization. Finally, to study how the removal of explicit surface hydrogen
bonds affects the dynamics of liquid acetonitrile, we simulated the silanol system where each silanol hydrogen site was eliminated and its charge was “absorbed” into the O of the OH site. We refer to each model as OH, CH3, and O, respectively. The number of acetonitrile molecules were found to be 235 and 262, in the CH3 and O model respectively. A separate simulation for bulk acetonitrile was also performed in the NVE ensemble, after setting the proper density in the NPT ensemble at 1 atm and 300K. The bulk density was found to be 0.722g/cm$^3$ in the NPT simulation. The density in the center region of the pore was 0.673g/cm$^3$, 0.691g/cm$^3$ and 0.704g/cm$^3$ for the OH, CH3 and O model respectively. The somewhat lower density in the center region than in bulk was also observed in grand canonical Monte Carlo simulations for water confined in silica nanopores.

In addition, we have simulated the properties of a larger hydroxylated silica pore of diameter 44Å using the same procedure to obtain insight into the dependence of structural and dynamical properties on nanopore size. The system for this larger pore contains 5251 silicon atoms, 11018 oxygen atoms, 288 silanol groups, 84 disilanol groups and 1085 acetonitrile molecules in a cubic cell of length 71.6Å. The density of silanols at the pore surface is about 4.6 per nm$^2$. The density of acetonitrile in the center region of the pore is 0.682g/cm$^3$.

All simulations were performed using the GROMACS 4.0.7 simulation package compiled in double precision. The leapfrog method with a timestep 1 femtosecond was used to integrate the equations of motion. The grid search algorithm with a cutoff 12 Å was used in the neighbor searching, and the neighbor lists were updated every timestep to ensure good energy conservation. A cutoff of 10 Å was used to compute the van der Waals interactions. The van der Waals interactions were looked up in tabulated tables prepared in advance, since the combination rules were not assumed in our force field. The Particle-Mesh Ewald (PME) algorithm was used to compute the electrostatic interactions. A cutoff of 12 Å and a switching function starting from 11 Å were used for the real space sum.
grid spacing of 1 Å and a interpolation order of 6 were used for the reciprocal sum. The relative strength of the direct potential at the real space cutoff is $10^{-5}$. The Nose-Hoover thermostat with a time constant 0.1 picosecond was used for the temperature coupling in the NVT and NPT runs. In the NPT runs that were carried out to determine the density of acetonitrile in the silica pores, the Z dimension of the box was doubled to 114.56 Å and the silica pore was put in a reservoir of 2100 acetonitrile molecules initially. An semi-isotropic Parrinello-Rahman barostat with a time constant 1 picosecond was used for the pressure coupling in the Z dimension of the box. The compressibility in the X/Y dimension and the Z dimension were 0 and $4.5 \times 10^{-5} \text{ bar}^{-1}$, respectively.
Chapter 3

Structure and Dynamics of Acetonitrile Confined in Silica Pores

3.1 Propagating Bilayer Structure

3.1.1 Number density profile

The number density profiles of different atoms as function of distance from the center of the pore are shown in Figure 3.1 for the OH, O, and CH₃ pores of diameter 24 Å. Taking account of the cylindrical symmetry of the system, the number density profile is defined as

\[ \rho(r) = \frac{1}{2\pi r L_Z} \langle \sum_{i=1}^{N} \delta(r - r_i) \rangle \]  

(3.1)

where \( L_Z \) is the length of the simulation box in the Z dimension, \( r_i \) is the radial coordinate of the \( i \)th atom of one type, \( N \) is the total number of atoms of one type, \( \delta(x) \) is the Dirac delta function, the angle brackets stand for time averaging of the trajectory.

The density profiles of the silanol oxygen in the OH, O pores and the methyl group in the CH₃ pore all have a broad peak centered around \( r = 12 \) Å. So the diameters of the pores are 24 Å although the surfaces of the pores are rough. In the OH pore, the density profiles
Figure 3.1: The number densities of different atoms plotted as a function of the radial distance from the center of the silica pore of diameter 24 Å. The top, middle and bottom panels depict the results for the OH, O, and CH3 systems, respectively. Black, red, and green color are for the nitrogen, cyanide carbon, and methyl carbon of acetonitrile. Blue, silanol oxygen or surface methyl group; brown, silicon; orange, silica oxygen. The data for the silica oxygen are divided by two for better comparison.
of the nitrogen and methyl carbon atom of acetonitrile show oscillations with opposite phases that propagate from the interface to the center of the pore. The density of nitrogen is high where the density of methyl carbon is low and vice versa. Such patterns are also observed in acetonitrile near a flat hydroxylated silica surface. The density profiles in the O pore are very similar to those in the OH pore, except the first peaks near the interface are muted for the nitrogen atom and the cyanide carbon atom. Removing the hydrogen bond interaction between the acetonitrile nitrogen and the silanol hydrogen does not change the structure of acetonitrile much, in agreement with the study of Morales et al. The local structure near the surface has some change when acetonitrile can not make hydrogen bonds with the surface hydroxyls in this fictitious setup. In the CH₃ pore, the oscillations in density profiles are almost completely damped and the density is homogeneous in the center region of the pore.

The strong propagating oscillations result from preferential orientation induced by the surfaces and dipole pairing between acetonitrile molecules, that will be discussed further in later sections.

### 3.1.2 Orientational profile of acetonitrile

The orientational profile of the acetonitrile molecules as a function of the distance from the center of the pore is shown in Figure 3.2. This property is computed as follows. Cylindrical coordinates, (rᵢ^{com}, zᵢ), are utilized to describe the position of the center of mass of the \( i \)th acetonitrile molecule in the silica pore, and to define \( \mathbf{u}_i \) as the unit vector pointing from the C atom to the N atom in the CN group of the \( i \)th acetonitrile molecule. Then \( (\mathbf{u}_i \cdot \mathbf{r}_i^{com}) = \cos \theta_i \), has a positive value when the nitrogen atom of the CN group is pointing towards the silica surface. The quantity calculated in Figure 3.2 is the two dimensional
histogram corresponding to the normalized orientational density

$$F(r, \cos \theta) = \frac{1}{2\pi r L z} \left\langle \sum_{i=1}^{N} \delta(\cos \theta - \cos \theta_i) \delta(r - ||r_i^{com}||) \right\rangle.$$  \hspace{1cm} (3.2)

From the orientational distribution, one can develop a clear picture of the structure of acetonitrile in the silica pore. The ordering and layering of acetonitrile is present in both the hydrogen-bonded (OH) and non-hydrogen bonded (O) cases. The acetonitrile molecules closest to the surface form a sub-layer ($0.95 \text{ nm} < R < 1.20 \text{ nm}$), with their nitrogen atom pointing toward the surface. The acetonitrile molecules form a second sub-layer ($0.75 \text{ nm} < R < 0.95 \text{ nm}$) that is oriented anti-parallel to the first sub-layer, with their methyl end pointing toward the surface. Anti-parallel dipole pairings are also found in the bulk acetonitrile although they possess transient lifetimes. At hydrophilic surfaces, the attraction of the first sub-layer to the surface further orders the pairings in the second sub-layer. This anti-parallel bilayer picture has been postulated in previous studies based on optical Kerr experiments, \cite{20} vibrational sum frequency generation experiments, \cite{29} and has been observed in recent simulations. \cite{26,28,29} The anti-parallel bilayer structure also occurs in propionitrile proximate to a flat hydroxylated silica surface. \cite{63} Essentially the same picture is found in the present simulation. The anti-parallel layering effect propagates into the center of the pore for the OH case and the O case. However, the anti-parallel bilayer ordering is not present near the methylated surface (CH3). Instead, acetonitrile molecules lie parallel to the surface when it is close to the methylated surface.

In comparison, according to Milischuk and Ladanyi’s work, water is weakly ordered near the hydroxylated silica surface and the ordering does not propagate further into the water as does the ordering of acetonitrile. Acetonitrile can only act as an acceptor when it makes a hydrogen bond with silanol group, while water can act as both an acceptor and a donor. Thus near the surface, the nitrogen end of the acetonitrile is strongly preferred by the silanol groups, while the oxygen and the hydrogen sites of water are both preferred by the silanol groups. In addition, water can form tetrahedral networks while acetonitrile
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Figure 3.2: The orientational density distribution $F(r, \cos \theta)$ as defined in the text. Panels A, B, and C depict the distribution computed from the OH, O, and CH3 pores of diameter 24 Å, respectively.
exhibits dipole pairing that is more unidirectional and this surface templated ordering is not observed in water.

### 3.1.3 Charge density profile and hydrogen bond effect

In order to better understand the origin of the anti-parallel bilayer ordering, the charge density profiles of acetonitrile and silica surface are calculated as a function of the distance from the center of the pore, according to the following equation

\[
\rho_q(r) = \frac{1}{2\pi r L_z} \left( \sum_{i=1}^{N} q_i \delta(r - r_i) \right)
\]

where \( q_i \) is the partial charge of the \( i \)th atom that belong to acetonitrile or silica, \( N \) is the total number of atoms belong to acetonitrile or silica, and the meaning of other symbols have been introduced in Eq 3.1.

From the results shown in Figure 3.3, it can be seen that there is a significant surface dipole on the functionalized surface in both the OH and the O cases. Such surface charge distributions induce the anti-parallel dipole pairing and layering of the acetonitrile. In contrast for the methylated case, the surface charge is much smaller and thus the ordering of the acetonitrile is significantly muted. Both the OH surface and the O surface exhibit similar long range electrostatic effects on acetonitrile, this is in agreement with the work of Morales et al.\textsuperscript{26} where it was found that the structure and orientation of acetonitrile in the pore is insensitive to specific hydrogen bonding interactions.

As one might expect, hydrogen bonding interactions give rise to some differences in the structure and orientation of the acetonitrile molecules nearest to the surface. The radial density functions between the atoms on the acetonitrile molecules and the silanol oxygen atoms are shown in Figure 3.4 for the OH surface and the O surface respectively. Here NZ, CT and CZ designate the nitrogen atom, the methyl carbon atom, and the cyanide carbon atom of the acetonitrile molecule, respectively. OH designates the oxygen atom of
the hydroxyl group on silica surfaces. The radial distribution functions have been properly renormalized utilizing the method of Soper et al.\textsuperscript{58,59} to account for the excluded volume effect of the confined geometry. The nitrogen peak is much higher and its position is closer to the oxygen in the OH case. One can see that the acetonitrile near the silanol groups are more structured in the presence of hydrogen bonding. Also it can be seen in Figure 3.2 that the acetonitrile molecule in the nearest sub-layer to the surface points almost perpendicular to the surface with its nitrogen end towards the O-functionalized silica pore, but is more tilted in the OH functionalized pore. This is consistent with the “bent” geometry necessitated by the formation of a hydrogen bond in the OH case. As will be shown in Section 3.2.1 specific hydrogen bonding interactions have a greater impact on dynamical properties.

In addition, we have attempted to compute the contact angle of acetonitrile with the flat hydroxylated and methylated silica surface. This work was prompted by recent experimental measurements of the contact angle for acetonitrile across numerous modified silica interfaces.\textsuperscript{64} These experiments found that acetonitrile forms relatively low contact angles with the surface and show only slight dependence on the functionalization. According to the experiments, the contact angle of acetonitrile on the methylated silica surface is 12° while the contact angle of water on the same surface is 96°. The methylated surface is hydrophobic in water since the interactions between water molecules are strong enough that water molecules prefer to associate rather than be next to the methylated surface. In contrast, the methylated surface is not solvophobic in acetonitrile since acetonitrile molecules are amphiphilic and their interaction with each other is not significantly stronger than their interactions with the methylated surface. This difference in self-association is also reflected in the fact that the surface tension of acetonitrile is about 2.5 times smaller than the surface tension of water.\textsuperscript{65} Owing to the affinity between acetonitrile and silica surfaces, all the differently functionalized surfaces are almost entirely wetted by acetonitrile in our simulations.
and the contact angle is too small to be determined without ambiguity.

Figure 3.3: The charge density of acetonitrile (black) and silica (red) plotted as a function of the radial distance from the center of the silica pore of diameter 24 Å. Panels A, B, and C are for the OH, O, and CH3 systems, respectively.
Figure 3.4: The radial distribution function (RDF) of various species in the OH (top panel) and O (bottom panel) pores of diameter 24 Å. The black line is the RDF between the oxygen atoms of silanols and the nitrogen atoms of acetonitrile. The red line is the RDF between the oxygen atoms of silanols and the cyanide carbon atoms of acetonitrile. The blue line is the RDF between the oxygen atoms of silanols and the methyl carbon atoms of acetonitrile.
3.1.4 Structure of acetonitrile in a larger pore

Figure 3.5 depicts the orientational density distribution $F(r, \cos \theta)$ of acetonitrile in the hydroxylated pore of diameter 44 Å. As in the hydroxylated pore of diameter 24 Å, an antiparallel bilayer structure is formed near the surface ($1.7 \text{ nm} < R < 2.15 \text{ nm}$). The antiparallel layering can propagate into the acetonitrile for at least $1.75 \text{ nm}$ ($0.4 \text{ nm} < R < 2.15 \text{ nm}$), and there is still some trace of layering in the very center of the pore ($R < 0.4 \text{ nm}$). This is consistent with the finding in Hu et al.’s work\textsuperscript{28} that the antiparallel layering effect can propagate for 2 nm in acetonitrile near a flat hydroxylated crystal silica surface.

![Figure 3.5: The orientational density distribution $F(r, \cos \theta)$ as defined in the text for the acetonitrile in the hydroxylated silica pore of diameter 44 Å.](image)

The charge density profiles of acetonitrile in the two hydroxylated pores of different sizes are compared in Figure 3.6. The data for the 24 Å pore has been shifted to the right by 10 Å. The positions and intensities of the charge density oscillations are similar for the first two cycles away from the surfaces in the two different pores. But at the third peak position, which also corresponds to the center of the pore of diameter 24 Å, the charge...
density in the 24 Å pore is more than three times of that in the 44 Å pore. This enhanced density signifies that there is an in-phase construction between layering induced by the two symmetrical sides of the pore of diameter 24 Å. Such in-phase construction or out of phase destruction could manifest in the pores of small sizes, since the layering does not phase out in the center of small pores.

Figure 3.6: The charge density of acetonitrile in two hydroxylated silica pores of diameters 24 Å and 44 Å. The red curve is for the 44 Å pore. The black curve for the 24 Å pore has been shifted to the right by 10 Å in order to better compare the behavior at the silica-acetonitrile interface.

3.2 Two Population Dynamics

Experimental studies using the OKE\textsuperscript{20} and NMR\textsuperscript{21} techniques show that the dynamics of acetonitrile near the pore surface is frustrated compared to its bulk-like behavior near the pore center. While geometrical confinement effects provide the main contribution to
the frustrated dynamics of weakly wetting liquids, the attractive interactions with the pore surfaces dominate in the frustrated dynamics of strongly wetting liquids. We find that specific hydrogen bonding plays a dominant role in engendering the frustrated dynamics of acetonitrile in the silica pore functionalized with silanol groups, particularly with respect to orientational relaxation. The distinctive dynamics of acetonitrile near the OH pore wall and in the pore center make it necessary to use a two population exchange model in order to explain the the total singlet reorientational dynamics. Our study on reorientational dynamics of acetonitrile in silica pores shows great consistency with OKE experimental studies.

3.2.1 Singlet reorientational dynamics and hydrogen bond effect

The singlet reorientational time correlation functions are calculated separately for the center and surface populations of acetonitrile. The surface population contains acetonitrile molecules in the two anti-parallel sublayers near the silica surface (the rightmost two sublayers as shown in Figure 3.2A), and the center population contains acetonitrile molecules far from the surface (the leftmost three sublayers in Figure 3.2A). This division between the two populations is also shown in Figure 3.7. The center of mass position is used in classifying which region an acetonitrile molecule belongs to. Since the two populations exchange with each other by self-diffusion, it is necessary to include the survival probabilities for each population in the calculation of their reorientational correlation functions. The prescription for calculating population specific singlet time correlation functions has already been presented and is expressed in the following equation,

\[
C_1(t) = \frac{1}{T} \sum_{t_0=1}^{T} \frac{1}{N(t_0, t_0 + t)} \sum_{i \in \mathcal{S}(t_0, t_0 + t)} u_i(t_0) \cdot u_i(t_0 + t),
\]

where \( \mathcal{S}(t_0, t_0 + t) \) is the set of molecules that stay in the layer continuously from time \( t_0 \) to \( t_0 + t \), \( N(t_0, t_0 + t) \) is the number of molecules in the set \( \mathcal{S}(t_0, t_0 + t) \), \( u_i \) is a unit vector
pointing from the nitrogen atom to the methyl carbon atom on the \(i\)th molecule.

Figure 3.7: (A) A snapshot of the silica pore of diameter 24 Å filled with acetonitrile, taken looking down the axis of the cylindrical pore. (B) A schematic representation of the division of the acetonitrile into two populations. Red indicates the surface population and blue indicates the center population.

We note that in previous simulation studies, (a) either the dynamic properties were reported for the total population,\(^{26}\) (b) the population specific dynamic properties were calculated in a way that neglects the exchange between different regions,\(^{30}\) or (c) only for molecules that stayed in a prescribed region for a time equal to the maximum correlation time computed.\(^{28,29}\) Approach (b) can cause problems when the exchange between different populations is faster than the decay of the time correlation functions being calculated. Approach (c) yields error bars that grow larger even at very short times as the maximum correlation time studied is increased, since the population averaged over will become vanishingly small.

The results calculated for the three different systems of diameter 24 Å are shown in Figure 3.8A. The time correlation function (TCF) \(C_1(t)\) for bulk acetonitrile is also shown.
Unlike bulk acetonitrile, the TCFs of acetonitrile in the three pore systems decay to nonzero plateaus, no matter whether they are for the surface populations or the center populations. While we observe that when the silica surface is made purely repulsive, the TCFs (not shown) in the two populations both decay to zero. The difference lies in the ordering and layering effect by the somewhat rugged silica surface and the surface heterogeneity shown in our small system size. The acetonitrile molecules in the surface population are ordered by their interaction with the silica surface. Although the surface layer has approximate cylindrical symmetry, the probability that one acetonitrile can change its orientation significantly by moving along the surface without leaving the surface layer is small, so that to relax their orientations such molecules must exchange with populations that are further away then the correlation length of orientational pair correlations. Thus in the pores we observe a plateau at long times in the population specific TCFs for the surface population. The TCFs for the center populations in the three models are very similar to each other, however they also decay to a plateau (of value 0.11), either because the pore radius is not large compared to the above mentioned correlation length, or more likely because our constructed heterogeneous silica surfaces happen to have unbalanced charge distributions in the Y direction. As a result, the acetonitrile has an average preferential orientation in the Y direction ($\langle u_Y \rangle = 0.3$). In Section 3.2.4 we show that these plateaus for the center population disappear in larger sized pores.

The plateau values in the TCFs for the surface populations of the OH and O models are much greater than for the CH3 model, where the ordering of acetonitrile is muted. The much less frustrated dynamics in the CH3 model demonstrate that the attractive interactions with the pore surfaces dominate the frustrated dynamics of strongly wetting liquids. Loughnane et al. also made this point based on the faster reorientational decay observed in OKE experiments when they methylated the silanol groups on the pore surfaces. Moreover, hydrogen bonding interactions give rise to the frustrated short and intermedi-
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Figure 3.8: (A): The singlet reorientational time correlation function of acetonitrile in different regions in the OH, CH3 and O of diameter 24 Å. (B): The time correlation function of the fluctuations in the singlet orientation obtained by first subtracting the plateau value, and then renormalization the results shown in panel A. The red, blue and green colors indicate the OH, CH3 and O pores, respectively. Black is for the bulk. The solid and dotted lines are for the surface population and the center population, respectively.
ate time orientational relaxation. This is not so obvious in Figure 3.8A, as the long time plateau values are different. To make this point clearer, the TCFs of the fluctuations in the singlet orientation are obtained by renormalization of the $C_1(t)$ after subtracting the corresponding long time plateau values. From the results shown in Figure 3.8B, the relaxation of the fluctuations in the singlet orientation is greatly retarded and non-exponential only in the surface population of the OH system where the hydrogen bonding is present. The relaxation in other populations are close to the exponential relaxation of the bulk. The bulk relaxation (black curve) can be fit by an exponential function $\exp(-t/\tau_b)$ with $\tau_b = 2.87$ ps. The relaxation in the surface population of the OH model (red curve) can be fit by a stretched exponential function $\exp(-(t/\tau)^\alpha)$ with $\tau = 4.41$ ps and $\alpha = 0.577$. Although the structures of liquid acetonitrile are similar for the OH and O systems, the relaxation decay of the surface populations for these two systems are quite different, as is indicated in Figure 3.8B. This finding underlines the indispensable role that hydrogen bonding interactions play in governing the dynamical properties of acetonitrile near the hydroxylated surface.

### 3.2.2 Two population exchange model

Loughnane et al. proposed a two-population exchange model for the collective reorientation dynamics of acetonitrile confined in hydroxylated nanoporous glasses. In their model, acetonitrile molecules in silica pores partition into two distinct populations with different reorientation time scales, the bulk-like center population and the retarded surface population. The exchange between two populations provides the surface population another channel for reorientational relaxation. In our simulation, we find, as described above, the existence of two populations with different reorientational dynamics. The exchange between two populations can be well described via the survival probabilities in different
regions,  
\[ S(t) = \frac{1}{T} \sum_{t_0=1}^{T} \frac{N(t_0, t_0 + t)}{N(t_0)} \]  
(3.5)

where \( N(t_0, t_0 + t) \) is the number of molecules stayed in the region continuously from time \( t_0 \) to \( t_0 + t \), and \( N(t_0) \) is the number of molecules in the region at time \( t_0 \). Based on the idea of Loughnane et al., we provide an ansatz to reconstruct the TCF of the total population in our OH pore with three functions, the population specific TCFs of the two populations (introduced in Section 3.2.1) and the survival probability of the surface population. Our approximate formula for the total TCF \( C_{1T}(t) \) is,

\[ C_{1T}(t) = \chi_c C_{1C}(t) + \chi_s S(t) C_{1S}(t) + \chi_s (1 - S(t)) C_{1C}(t) , \]  
(3.6)

where \( C_{1C}(t) \) and \( C_{1S}(t) \) are the TCFs of the center population and surface populations respectively, \( S(t) \) is the survival probability of acetonitrile in the surface population, \( \chi_c \) is the fraction of molecules in the center population, and \( \chi_s = 1 - \chi_c \) is the fraction of molecules in the surface population. \( \chi_c \) was found to be 0.405 from our simulation data by counting numbers of molecules, while Loughnane et al. found this parameter to be 0.39 at 309K by fitting their model to optical Kerr spectroscopy data. As noted in previous sections, the diameter of our pore is the same as that in Loughnane et al.’s work. The boundaries of our surface population were determined from the density profile of acetonitrile and were set to contain the acetonitrile molecules in the two antiparallel sublayers. The thickness of the surface layer was found to be 4.5Å in our case, while this value derived from Loughnane and co-workers’ model of OKE data is 4.7Å. The first term in Eq 3.6 accounts for the reorientation of the molecules that are initially in the center population, and we assume that the initial orientation of these molecules has been fully relaxed before they enter the surface population. The second term accounts for the reorientation of the retarded molecules that stay continuously in the surface population from time 0 to \( t \). The third term accounts for the process by which some of the retarded molecules initially in the surface population
can reorient further by exchanging with the center population. The total TCF $C_{1T}(t)$ approaches the plateau value 0.11 after 100ps, which is also the plateau value of $C_{1C}(t)$. The total TCF can be fit by the function $A + (1 - A) \exp(-\frac{t}{\tau})^\alpha$ with $A = 0.114$, $\tau = 4.87$ps and $\alpha = 0.517$. The approximated total TCF (red dot line) from our two-population model was compared with the total TCF calculated by definition (red line) in Figure 3.9. The small difference between the two shows us that the two-population model is successful at describing singlet reorientational dynamics of acetonitrile confined in the hydroxylated silica pore. Our molecular dynamics simulation provides the first support for Loughnane et al.’s two-population exchange model\textsuperscript{20} from molecular simulation.

Figure 3.9: The singlet reorientational time correlation function of the total population in the OH pore of diameter 24 Å as calculated by definition (red solid line) and approximated by our two-population model (red dotted line). The survival probabilities of acetonitrile in the surface population (black line) and the center population (blue line) of the OH pore of diameter 24 Å.
3.2.3 Parallel diffusion

The translational diffusion constant has not been reported in simulation studies of acetonitrile near silica interfaces or in silica nanopores.\textsuperscript{26,28,29} Calculating the diffusion tensor in inhomogeneous liquid is not simple, Liu \textit{et al}.\textsuperscript{1} have an excellent treatise on this topic. An application of this method in cylindrical symmetry is detailed in Section 3.4. For the parallel diffusion, mean square displacements taking into account the survival probability have been used to compute the diffusion constant parallel to the water-vapor interface in Liu \textit{et al}.’s work.\textsuperscript{1} To study the diffusion parallel to the axis of the cylindrical pore (Z axis) in the surface population and the center population, the mean square displacement taking into account of the survival probability is calculated from the following expression,\textsuperscript{1}

\[
MSD_{1Z}(t) = \frac{1}{T} \sum_{t_0=1}^{T} \frac{1}{N(t_0, t_0 + t)} \sum_{i \in S(t_0, t_0 + t)} (Z_i(t_0 + t) - Z_i(t_0))^2
\]  

(3.7)

where \(N(t_0, t_0 + t)\) and \(S(t_0, t_0 + t)\) share the same meaning as those in Eq 3.4. The results for the three pores of diameter 24 Å are plotted in double logarithmic scale in Figure 3.10.

For times greater than 1 ps, the MSDs in the center populations enter the Brownian diffusion regime and they are very close to the MSD in the bulk system. In contrast, the MSDs in the surface populations exhibit sub-diffusive behavior for times greater than 1 ps. The sub-diffusive MSDs could be fit by a power-law relationship \(MSD_{1Z} = (2K_\alpha/\Gamma(1 + \alpha))t^\alpha\) derived from fractional diffusion equation\textsuperscript{68} with \(\alpha\) being 0.55, 0.55 and 0.76 for the OH, O and CH3 model respectively. \(\Gamma(z)\) is the gamma function \(\Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt\). The generalized diffusion coefficients \(K_\alpha\) are 0.309 Å\(^2\) / ps\(^{0.55}\), 0.413 Å\(^2\) / ps\(^{0.55}\) and 0.605 Å\(^2\) / ps\(^{0.76}\) for the OH, O and CH3 systems, respectively. Unlike the water-vapor interface in Liu \textit{et al}.’s work,\textsuperscript{1} the acetonitrile molecules in our case are attracted to specific sites on the rough and heterogeneous acetonitrile-silica interfaces. The sub-diffusive behavior could emerge when an acetonitrile travels on such a complex energy landscape on the surface, just like the sub-diffusion found in experiments when colloidal tracer particle travels in F-
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The sub-linear power-law relationship in similar systems was also found in Rodriguez et al.’s work\textsuperscript{61} where they studied dynamics of the acetonitrile component of acetonitrile-water mixture in silica nanopores and in Gallo et al.’s work\textsuperscript{70,71} where water confined in silica nanopores was studied. The mean square displacement in the bulk system shown in Figure 3.10 gives the diffusion constant $D_{\text{bulk}} = 0.528 \text{Å}^2/\text{ps}$, while the value reported in one experimental study was $0.434 \text{Å}^2/\text{ps}$\textsuperscript{72} In the center populations of our three models, diffusion constants parallel to the Z axis are within a 10 percent range of the bulk value.

Figure 3.10: The mean square displacements of acetonitrile in different regions in the OH, CH$_3$ and O pores of diameter 24 Å. The red, blue and green colors are for the OH, CH$_3$ and O pores, respectively. The solid and dotted lines are for the surface population and the center population, respectively. Black indicates the behavior of the bulk acetonitrile.
CHAPTER 3. STRUCTURE AND DYNAMICS OF ACETONITRILE CONFINED IN SILICA PORES

The diffusional behavior of the surface population is described by two constants, \( K_\alpha \) and \( \alpha \), instead of by the one diffusion coefficient needed for the bulk liquid. Diffusion in the surface populations can be compared qualitatively by direct comparison of the magnitude of the MSDs at 10ps instead of by comparing the values of \((K_\alpha, \alpha)\) alone. As we see in Figure 3.10, diffusion along the Z direction of acetonitrile molecules near the surfaces is slowed down significantly in the OH and O systems, and is roughly 80% slower than in the bulk liquid. While the same motion is slowed down by only 35% in the surface population of the CH3 system. This shows that hydrophilic surfaces can strongly hinder the translational motion of acetonitrile in the two antiparallel sub-layers next to the surfaces. This hindrance is reduced greatly at less attractive hydrophobic surfaces.

3.2.4 Dynamics of acetonitrile in a larger pore

The dynamical properties of acetonitrile in the two different sized hydroxylated pores are compared in Figure 3.11. The singlet orientational TCFs and the MSDs calculated by our survival probability method are almost the same for the surface population in the two pores. As expected surface heterogeneity has a smaller effect in the larger pore because part of the center population is further from the surface. Thus the TCF for the center population in the larger pore decays to zero instead of approaching the 0.11 plateau in the smaller pore. However, the TCFs for the center populations would be nearly the same if the 0.11 plateau is subtracted from the TCF of the smaller pore, and the result is renormalized. The diffusion constant of the center population in the axial direction is 0.585 Å^2/ps for the larger pore, which is greater than the 0.470 Å^2/ps value for the smaller pore. This is because the center population in the larger pore contains more acetonitriles that are less influenced by the propagating layering effect. The center population in the smaller pore contains three sublayers that are still ordered considerably by the propagating layering effect. Besides these sublayers, the center population in the larger pore contains five more sublayers that
are weakly ordered. If we only include the molecules in the three more ordered sublayers of the center population in the larger pore, then the diffusion constant for this population is 0.500 Å²/ps, which is closer to the 0.470 Å²/ps value for the smaller pore.

We also tested the two-population model for the total reorientational TCF in the larger pore. The fraction of molecules in the center population $\chi_c$ changes to 0.60. This parameter was found to be 0.61 in the OKE experiments for the hydroxylated silica pore of diameter 44 Å at 309K. The three functions used in the construction of the total TCF are shown in Figure 3.12. As shown in Figure 3.12, the total TCF constructed by this model is very close to the total TCF calculated by definition.

From the above comparisons, we conclude that the population specific dynamical properties of acetonitrile have little dependence on the size of the pore, except for the diffusion of the center population in the axial direction. This conclusion may not hold for very small pore sizes around 10 Å. For the hydroxylated pores of diameter 44 Å, the observed faster reorientational dynamics of the total population in the larger pore is mainly due to the larger fraction of molecules in the center population, and not from changes in the reorientational dynamics in each separate population (surface and center). In Loughnane et al.’s experimental study, the OKE data was fit by a sum of three exponentials. It was found that the fitted time constants are the same for two different sized hydroxylated silica pores. Our conclusion is consistent with this finding.
Figure 3.11: The dynamical properties of acetonitrile in two hydroxylated pores of diameters 24 Å and 44 Å calculated by the survival probability method for the surface population and the center population. Panel A depicts the singlet reorientational time correlation functions. Panel B shows the mean square displacements. The red and blue curves depict the the surface population and the center population, respectively. The solid and dotted lines indicate the 24 Å pore and the 44 Å pore, respectively.
Figure 3.12: The singlet reorientational time correlation function of the total population for the acetonitrile in the hydroxylated pore of diameter 44 Å as calculated by definition (red solid line), and approximated by our two-population model (red dotted line). Also shown are the three functions used in the two-population model: the survival probability of acetonitrile in the surface population (magenta line), the singlet reorientational time correlation functions for the surface population (black line) and the center population (blue line) calculated by the survival probability method.
3.3 Comparison of Two Analysis Methods

In a previous study of the population specific dynamical properties, molecules are considered to belong to one population for all times if their initial positions were in the specific region at a reference time. In this way, the population specific singlet orientational TCF is calculated by the following equation,
\[ C_1^*(t) = \frac{1}{T} \sum_{t_0=1}^{T} \frac{1}{N^*(t_0)} \sum_{i \in \mathcal{S}^*(t_0)} u_i(t_0) \cdot u_i(t_0 + t), \]
where \( \mathcal{S}^*(t_0) \) is the set of molecules that were in the specific region at a reference time \( t_0 \), \( N^*(t_0) \) is the number of molecules in the set \( \mathcal{S}^*(t_0) \).

The TCFs calculated by this initial position method and our survival probability method for the 24Å OH pore are shown in Figure 3.13A. The survival probabilities of the surface population and the center population are also shown. Although the methods yield similar results near \( t = 0 \), for intermediate times, the surface population TCF calculated by the initial position method decays faster than the one calculated by the survival probability method. Unlike the TCF computed by the survival probability method, it does not plateau on the intermediate time scale. Instead at long times it approaches the same plateau level as the TCF of the center population (not shown in figure). Clearly, the TCF for the surface population in the initial position method is actually a mixing of the TCFs for the surface population and the center population in the survival probability method, since the decay of the survival probability and the reorientation of the acetonitrile molecule are on a comparable time scale in the surface population. In the center population, the TCFs calculated by the two different methods are roughly the same, with the one computed via the initial position method decaying slightly slower on the intermediate time scale. The mixing in this case is negligible since the acetonitrile in the center population reorients much faster than it exchanges into the surface population.

In the initial position method, the mean square displacement along the axis of the cylin-
dical pore is calculated by the following equation,

\[ \text{MSD}_{1Z}(t) = \frac{1}{T} \sum_{t_0=1}^{T} \frac{1}{N^{*}(t_0)} \sum_{i \in S^{*}(t_0)} (Z_i(t_0 + t) - Z_i(t_0))^2, \]  

(3.9)

where \( N^{*}(t_0) \) and \( S^{*}(t_0) \) share the same meaning as those in Equation 3.8.

The MSDs calculated by the two different methods for the 24Å OH pore are shown in a double logarithmic scale in Figure 3.13B. For the surface population, the MSDs calculated by the two different methods are the same for times less than 1 ps. For times greater than 1 ps, the MSD calculated by the initial position method deviates from the MSD of the survival probability method, with its slope increasing from 0.55 to 1. It exhibits Brownian diffusive behavior after 10ps. The diffusion constant is 0.175 Å²/ps, if linear fitting is applied in the time window from 10 ps to 30 ps. However, we note that after 10 ps more than 30% of the surface population has been exchanged into the center population. Thus, when it is calculated by the initial position method, the MSD of the surface population carries evident characteristics from the center population. Furthermore, the diffusion constant obtained is not invariant when fit in windows at later times, since the mixing of the two populations increases with time. On the other hand, the MSD of the surface population calculated by the survival probability method exhibits sub-diffusive behavior for times greater than 1 ps. The power-law fitting is stable until 80ps, after which the statistics get worse as the survival probability decays. For the center population, the MSDs calculated by the two different methods are similar and linear in time. The diffusion constants are 0.428 Å²/ps and 0.470 Å²/ps, for the initial position method and the survival probability method, respectively, when fit from 2ps to 10ps. The diffusion constants change to 0.371 Å²/ps and 0.473 Å²/ps, when fit from 10ps to 20ps. The diffusion constant decreases at later time in the initial position method since the mixing of the two population contaminates the results. The survival probability method does not exhibit these problems.
Figure 3.13: The dynamical properties of acetonitrile in the 24 Å OH pore calculated by two different methods. Panel A shows the singlet reorientational time correlation functions and the survival probabilities. Panel B depicts the mean square displacements. The red and blue colors indicate the surface population and the center population, respectively. The solid and dotted lines depict the results of the survival probability and the initial position method, respectively. The dashed magenta and green lines denote the survival probabilities of the surface population and the center population, respectively.
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3.4 Diffusion Tensor Calculation of Liquids Confined in Cylindrical Pores

For uniform liquids, the Einstein relation $\langle \Delta r(t)^2 \rangle \sim 6Dt$ or the Green-Kubo relation $D = \frac{1}{3} \int_0^\infty dt \langle v(t) \cdot v(0) \rangle$ can be used to calculate the diffusion coefficients from molecular dynamics trajectories. The diffusion tensor could be position-dependent and anisotropic for liquids in confinement or at interfaces. The methods used to calculated diffusion coefficients for uniform liquids are not applicable for inhomogeneous liquids. Liu et al. developed a general method for calculating the diffusion tensor from molecular dynamics for liquids at interfaces. In this method, the virtual absorbing boundary conditions are imposed for different layers in the analysis of molecular dynamics trajectories and the diffusion tensor of liquid is calculated for each layer. Here the way to apply this method in cylindrical geometry is present. The results for acetonitrile confined in the hydroxylated silica pore of diameter 44 Å are discussed.

The self-diffusion in inhomogeneous liquids can be described by the Smoluchowski equation,

$$\frac{\partial}{\partial t} p(r,t|r_0,t_0) = \nabla \cdot D \cdot [\nabla + \beta \nabla W(r)] p(r,t|r_0,t_0) \quad (3.10)$$

where $p(r,t|r_0,t_0)$ is the conditional probability that a particle is at position $r$ at time $t$ given it was at position $r_0$ at time $t_0$. $D$ is the diffusion tensor that is position-dependent. $W(r) = -kTln(\rho(r))$ is the potential of mean force resulting from the nonuniform density distribution of particles.

In the cylindrical pores, absorbing boundary conditions can be applied at radius $r_a$ and $r_b$ such that only particles in a thin concentric cylindrical shell are considered. $D$ and $W(r)$ are assumed to have no spatial dependence within this thin layer. This assumption is problematic for molecules near the surfaces. Thus the diffusion coefficients are not computed for the surface population in the present study. As we have shown, the diffusion along the
Z axis is anomalous in the surface population and conventional diffusion coefficients cannot be defined. For the center population, with the above assumption, the Smoluchowski equation reduces to the diffusion equation that is much easier to solve. The diffusion equation can be separated into two equations, one for the parallel diffusion and one for the perpendicular diffusion.

\[
\frac{\partial}{\partial t} p(z, t | z_0, t_0) = D_\parallel \frac{\partial^2}{\partial z^2} p(z, t | z_0, t_0)
\]

(3.11)

\[
\frac{\partial}{\partial t} p(r, \theta, t | r_0, \theta_0, t_0) = D_\perp \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right) p(r, \theta, t | r_0, \theta_0, t_0)
\]

(3.12)

3.4.1 Parallel diffusion coefficient

As shown in Ref [1], the solution to the parallel diffusion equation is the well known Gaussian solution,

\[
p(z, t | z_0, t_0) = \frac{1}{\sqrt{4\pi D_\parallel t}} \exp\left[-\frac{(z-z_0)^2}{4D_\parallel t}\right],
\]

(3.14)

using the boundary condition

\[
p(z \to \infty, t | z_0, t_0) = 0,
\]

(3.15)

and the initial condition

\[
p(z, t_0 | z_0, t_0) = \delta(z-z_0).
\]

(3.16)

So the parallel mean square displacement of a particle that stays continuously in the shell from time \(t_0\) to time \(t_0 + t\) has linear dependence on time \(t\) at long time. The requirement that the particle has to stay continuously in the shell is due to the fact that the absorbing boundary conditions are applied in the radial direction at \(r = r_a\) and \(r = r_b\). The parallel mean square displacement of a particle that stays continuously inside the shell can be calculated from the molecular dynamics trajectory according to the following equation,
\[ MSD_{1Z}(t) = \frac{1}{T} \sum_{t_0=1}^{T} \frac{1}{N(t_0, t_0 + t)} \sum_{i \in \mathcal{S}(t_0, t_0 + t)} (Z_i(t_0 + t) - Z_i(t_0))^2 \] (3.17)

where \( \mathcal{S}(t_0, t_0 + t) \) is the set of particles that stays continuously in the layer \( \{r_a, r_b\} \) from timestep \( t_0 \) to \( t_0 + t \). \( N(t_0, t_0 + t) \) is the number of particles in the set \( \mathcal{S}(t_0, t_0 + t) \). \( Z_i \) is the Z coordinate of the \( i \)th particle. \( T \) is the total number of reference time points used in the time averaging. The parallel diffusion coefficient \( D_\parallel \) can be obtained from linear fit of \( MSD_{1Z}(t) \) at large time,

\[ MSD_{1Z}(t) \sim 2D_\parallel t \] (3.18)

### 3.4.2 Perpendicular diffusion coefficient

The perpendicular diffusion equation needs to be solved with the absorbing boundary conditions,

\[ p(r_a, \theta, t|r_0, \theta_0, 0) = p(r_b, \theta, t|r_0, \theta_0, 0) = 0, \] (3.19)

and the initial condition,

\[ p(r, \theta, 0|r_0, \theta_0, 0) = \frac{1}{r_0} \delta(r - r_0) \delta(\theta - \theta_0) \] (3.20)

\( (t_0 = 0 \text{ has been adopted}) \). The perpendicular diffusion equation can be solved after separation of variables.¹³ The eigenfunctions of the spatial operator that satisfy the absorbing boundary conditions are

\[ \Psi_{mn}(r, \theta) = \frac{1}{\sqrt{\pi G_{mn}}} \left[ J_n(\omega_{mn} r) + B_{mn} N_n(\omega_{mn} r) \right] \cdot \left\{ \begin{array}{l} \sqrt{\xi_n} \cos(n \theta) \\
\sqrt{2} \sin(n \theta) \end{array} \right\} \] (3.21)

\( n = 0, 1, ...; m = 1, 2, ... \xi_n \) is 1 when \( n = 0 \) and 2 when \( n \neq 0 \).

\( J_n(r) \) is the Bessel function of the first kind for integer order \( n \). \( N_n(r) \) is the Bessel function of the second kind for integer order \( n \). \( \omega_{mn} \) and \( B_{mn} \) can be obtained from the
absorbing boundary conditions,

\[
\begin{align*}
J_n(\omega_{mn} r_a) + B_{mn} N_n(\omega_{mn} r_a) &= 0 \\
J_n(\omega_{mn} r_b) + B_{mn} N_n(\omega_{mn} r_b) &= 0
\end{align*}
\]  
(3.22)

Thus \( \omega_{mn} \) is the \( m \)th root of the equation

\[
N_n(\omega_{mn}) J_n(\omega_{mn} r_b) - N_n(\omega_{mn} r_a) J_n(\omega_{mn} r_a) = 0
\]  
(3.23)

and

\[
B_{mn} = -\frac{J_n(\omega_{mn} r_a)}{N_n(\omega_{mn} r_b)}
\]  
(3.24)

\[
G_{mn} = 2 \int_{r_a}^{r_b} r [J_n(\omega_{mn} r) + B_{mn} N_n(\omega_{mn} r)]^2 dr
\]  
(3.25)

Then with the initial condition, the solution of the perpendicular diffusion equation expressed in the form of an eigenfunction expansion is obtained

\[
p(r, \theta, t | r_0, \theta_0, 0) = \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \Psi_{mn}^*(r, \theta) \Psi_{mn}(r_0, \theta_0) \exp(-D_\perp \omega_{mn}^2 t)
\]  
(3.26)

Using the orthogonality of the eigenfunctions, the autocorrelation function of one eigenfunction can be derived and it follows an exponential decay,

\[
C_{\Psi}(t) = \langle \Psi_{mn}(r(t), \theta(t)) \Psi_{mn}^*(r(0), \theta(0)) \rangle
\]

\[
= \int_{r_a}^{r_b} dr \int_0^{2\pi} d\theta \int_{r_a}^{r_b} r_0 dr_0 \int_0^{2\pi} d\theta_0 p(r, \theta, t | r_0, \theta_0, 0) p(r_0, \theta_0) \Psi_{mn}(r, \theta) \Psi_{mn}^*(r_0, \theta_0)
\]

\[
= \frac{1}{\pi(r_a^2 - r_b^2)} \exp(-D_\perp \omega_{mn}^2 t)
\]  
(3.27)

where \( p(r_0, \theta_0) = 1/(\pi r_b^2 - \pi r_a^2) \) is the initial uniform distribution in the layer \( \{r_a, r_b\} \).

This autocorrelation function can also be obtained from molecular dynamics trajectory,

\[
C_{\Psi}(t) = \frac{1}{T} \sum_{t_0=1}^{T} \frac{1}{N(t_0)} \sum_{i \in (t_0, t_0 + t)} \Psi_{mn}(r_i(t_0 + t), \theta_i(t_0 + t)) \Psi_{mn}^*(r_i(t_0), \theta_i(t_0))
\]  
(3.28)
where \( \mathcal{S}(t_0, t_0 + t) \) is the set of particles that stays continuously in the layer \( \{r_a, r_b\} \) from timestep \( t_0 \) to \( t_0 + t \). \( N(t_0) \) is the number of particles in the layer at the initial reference timestep \( t_0 \). \( r_i \) and \( \theta_i \) are the coordinates of the \( i \)th particle in a cylindrical coordinate system. \( T \) is the total number of reference time points used in the time averaging.

The perpendicular diffusion coefficient \( D_\perp \) can be obtained from linear fit of \(-\ln(C_\Psi(t))\) at large time,

\[-\ln(C_\Psi(t)) \sim D_\perp \omega_{mn}^2 t \quad (3.29)\]

### 3.4.3 Correction to the positions of the absorbing boundaries

As stated in Ref\(^1\), there is a subtle difference between the absorbing boundaries used in the molecular dynamics analysis and the one used in the solution of the Smoluchowski equation. The boundary conditions used in the molecular dynamics analysis is actually the probability flux from outside regions to the layer understudy is zero, \( j_{\text{out}}(r = r_a \text{ or } r_b, t) = 0 \). The probability of finding a particle at \( r_a \) or \( r_b \) is actually not zero as it will be in the Smoluchowski boundary conditions \( p(r = r_a \text{ or } r_b, t) = 0 \). So the width of the layer \( \{r_a, r_b\} \) in the molecular dynamics analysis is smaller than that in the corresponding solution of the Smoluchowski equation. As in Ref\(^1\), the correction width derived by Razi Naqvi \textit{et al.}\(^74\) is used here to correct the positions of the boundaries.

\[ \lambda = \left( \frac{\pi m D_\perp^2}{2 k_B T} \right)^{1/2} \quad (3.30) \]

\[ r_a^c = r_a - \lambda, \ r_b^c = r_b + \lambda \quad (3.31) \]

After correcting the positions of boundaries, the root \( \omega_{mn}^c \) is obtained from solving Eq \([3.23]\) with \( r_a^c \) and \( r_b^c \). Then \( D_\perp^c = D_\perp \omega_{mn}^2 / \omega_{mn}^c \omega_{mn}^2 \). This corrective procedure is applied iteratively until self-consistency is achieved. Note \( r_a \) and \( r_b \) in Eq \([3.31]\) should be kept to the values used in the first step, but not updated to the values in the last step.
Probably the necessity of correcting the boundaries is not well emphasized in some studies using the eigenfunction method. In one study using this method, it was reported that $D_\perp$ is about 10 percent smaller than $D_\parallel$ for water in the center region of a clay slit pore of diameter 10 nm. However, the authors did not state whether the correction of boundaries has been adopted in the study. Since $D_\perp$ will be underestimated without the correction, the readers may want to know the smaller $D_\perp$ reported is not because of that the correction was not applied. From test calculations for bulk acetonitrile at 1 atm and 300K, it can be shown that without the correction the artifact on $D_\perp$ is obvious. The eigenfunction method is applied in the analysis of acetonitrile in a cylindrical shell $\{3.8 \, \text{Å}, 8.2 \, \text{Å}\}$ for the bulk system. $D_\perp$ is $0.42 \, \text{Å}^2/\text{ps}$ without the correction. Since the relation $\text{MSD} \sim 6Dt$ is valid for the bulk, the diffusion constant $D$ can also be estimated from the slope of the MSD, which gives $D = 0.54 \, \text{Å}^2/\text{ps}$. The bulk acetonitrile is isotropic and $D_\perp < D$ must be erroneous. If we apply the correction of boundaries, the $D_\perp$ given by the eigenfunction method is $0.53 \, \text{Å}^2/\text{ps}$, which is close to the value $D = 0.54 \, \text{Å}^2/\text{ps}$ obtained from the MSD method. So neglecting the correction of boundaries could give erroneous results, especially when the width of the layer is small.

### 3.4.4 Results

We have shown that the method described above can not compute diffusion coefficients in a surface population. So this method is employed to further analyze only the center population of acetonitrile in the hydroxylated silica pore of diameter 44 Å. We have shown that the method could not be used to compute diffusion coefficients in surface population. The center population is divided into four non-overlapping layers of width about 4 Å. The exact boundaries are $\{0 \, \text{Å}, 3.8 \, \text{Å}\}$, $\{3.8 \, \text{Å}, 8.2 \, \text{Å}\}$, $\{8.2 \, \text{Å}, 12.5 \, \text{Å}\}$, $\{12.5 \, \text{Å}, 17.0 \, \text{Å}\}$. Although it is more natural to let each layer contain only one sub-layer as shown in Figure 3.5, the errors are very large in such setting since the width of the layer (about 2 Å) is even smaller
than the scale of one acetonitrile molecule. So the exact boundaries of each layer are set such that one layer contains two antiparallel sub-layers as shown in Figure 3.3.

The mean square displacements along the axis direction for acetonitrile in different layers are computed according to Eq 3.17. The results are shown in the top panel of Figure 3.14. From the family of eigenfunctions defined in Eq 3.21, the one of lowest order (m=1 and n=0) is used to compute the eigenfunction autocorrelation functions according to Eq 3.28. Numerical errors will be greater if the eigenfunctions of higher order are used, since their autocorrelation decay faster. The eigenfunction used for the {0 Å, 3.8 Å} layer is \( J_0(\omega r) \) since there is only one absorbing boundary for this layer. The natural logarithms of the eigenfunction autocorrelation functions are shown in the bottom panel of Figure 3.14. Both the axial mean square displacements and the logarithms of the eigenfunction autocorrelation functions are mostly linear in time after a short period. The linear relationships deteriorate a little in the {12.5 Å, 17.0 Å} layer that is closest to the surface population. Linear regression is used to extract the parallel diffusion coefficients \( D_\parallel \) and the perpendicular diffusion coefficients \( D_\perp \) from the data in the time window 2-6 ps. The results are given in Table 3.1. The errors are estimated as the standard deviations of the results computed from five different trajectories of simulation time 1 ns.

The diffusion tensors in different layers increase as a function of distance from the surface. The parallel and perpendicular diffusion coefficients in the {12.5 Å, 17.0 Å} layer closest to the surface population are 31% and 39% smaller than the values in the {0 Å, 3.8 Å} layer at the center of the pore. The diffusion tensors in the {3.8 Å, 8.2 Å} layer and the {0 Å, 3.8 Å} layer are about the same. The surface perturbation on the translational mobility of acetonitrile diminishes at a distance 14 Å from the surface. The diffusion coefficients at the center of the pore are about 18% greater than the 0.53 Å²/ps value computed for the bulk system, probably due to the somewhat lower density in the center of the pore than in bulk.
The perpendicular diffusion coefficient $D_\perp$ is 12% smaller than the parallel diffusion coefficient $D_\parallel$ in the \{12.5 Å, 17.0 Å\} layer closest to the surface population. In the other three layers, the diffusion tensor is nearly isotropic with $D_\perp$ slightly smaller than $D_\parallel$. The diffusion tensor is expected to be isotropic for liquids far from the surfaces. Milischuk and Ladanyi\textsuperscript{30} also found that $D_\perp$ is slightly smaller than $D_\parallel$ for water confined in a hydroxylated silica pore of diameter 40 Å, although the initial position method was used in their study. Wick and Dang\textsuperscript{77} reported that the diffusion tensor is isotropic in the liquid phase 2 nm far away from the vapor-liquid interface of 2.2M sodium chloride aqueous solution, using a modified version of Liu et al.’s dual simulation method\textsuperscript{1}. However, Botan et al.\textsuperscript{75} found that $D_\perp$ is 10% smaller than $D_\parallel$ for water 5 nm away from the surface of a slit clay pore, using the eigenfunction method but whether the boundary correction was applied is unknown. The authors argued that the reason for the anisotropic diffusion tensor is related to the size-dependence of the diffusion coefficient\textsuperscript{78} and the simulation box used is twice as large in the perpendicular direction than in the parallel direction. Predota et al.\textsuperscript{79} found that $D_\parallel$ is 10% higher than $D_\perp$ for water 4 nm away from the Rutile surface, using a modified version of the plain MSD method that is not detailed well in the paper. The different results obtained using different methods and different systems urge in-depth studies in the future, to understand whether the diffusion is isotropic or anisotropic for liquids several nanometers away from the interfaces.
Figure 3.14: The axial mean square displacements (A) and the natural logarithms of the radial eigenfunction autocorrelation functions (B) are shown for acetonitrile in four different layers in the hydroxylated silica pore of diameter 44 Å. The black, red, blue and green colors are for the {0 Å, 3.8 Å}, {3.8 Å, 8.2 Å}, {8.2 Å, 12.5 Å}, {12.5 Å, 17.0 Å} layers, respectively.
3.5 Conclusions

To better understand the structure and dynamics of liquid acetonitrile confined in a nanoscale silica pore, extensive molecular dynamics simulations are carried out. We develop a force field, in which the interfacial interactions are parametrized from *ab initio* molecular dynamics simulations. In agreement with previous simulation studies, our structural analysis demonstrates that the acetonitrile molecules within a distance of 4.5 Å from the hydroxylated silica surface form a bilayer structure with two antiparallel oriented sublayers, where acetonitriles in the closest sublayer are ordered with the nitrogen end pointing toward the surface. This antiparallel layering effect can propagate into the center regions of the pores of radius 12 Å and 22 Å, and it was found that such an effect could propagate for 20 Å for acetonitriles near a flat hydroxylated crystal silica surface. Through charge density profile analysis, we show that such a long range layering effect is mainly caused by the charge distribution on the silica surface and is not sensitive to the presence of specific hydrogen bonding interactions, in agreement with the results of Ref. 26.

To better differentiate the dynamics of two inherently different populations, we adopt a different approach that takes into account the survival probability of the populations when calculating the singlet orientational time correlation functions and the mean square dis-
placements. Compared to the initial position technique, the present method better differentiates the different populations and offers a sharper picture of the two population dynamics. For the three pore functionalizations studied, the orientational relaxation of the surface populations is constrained by the surface and decay to plateaus whose values are higher than found for the center populations. Only for the surface population in the pore that includes hydrogen bonding interactions is the relaxation of the orientational fluctuations qualitatively different from that of the bulk acetonitrile population. In this way, specific hydrogen bonding interactions greatly impact the dynamics at the interface. Based on survival probability approach and Loughnane, et al.'s work, we find that the total singlet reorientational dynamics could be well reproduced with a two-population exchange model. Furthermore we find that singlet reorientational dynamics in specific layers has very little dependence on the diameters of the pores. Such a model could be general for strongly wetting liquids in nanopores.
Chapter 4

First Passage Time Distribution in Stochastic Processes with Application to Forced Rupture Experiments

4.1 Single Molecule Forced Rupture Experiments

Single molecule force-clamp technique can be used to study the mechanical properties of biomacromolecules, the unfolding kinetics of proteins, and the catalytic kinetics of the disulfide bond reactions. Here we focus on the kinetics of protein unfolding under controlled force in single molecule forced rupture experiments. A schematic representation of a single molecule forced rupture experiment using atomic force microscopy is shown in Figure 4.1. One end of the protein molecule is bonded to a surface. The other end of the protein is attached to the tip of an elastic cantilever through a molecular linker. The loading force on the cantilever can be measured from the position of a laser beam reflected by the cantilever. The controlled force is usually applied in two different ways, the constant force condition and the constant velocity condition. Under the constant force condition, the
loading force is maintained at a constant value by a force feedback system. The constant force condition is not studied in this work. Under the constant velocity condition, the surface that is bonded to one end of the protein is moved away from the cantilever at a constant velocity, and the loading force on the cantilever grows in time. After certain time, the protein molecule can not hold itself in the compact native structure, the protein molecule unfolds to a loose structure and the loading force drops abruptly. So the force at rupture can be measured as the value before the abrupt drop. The probability distribution of the force at rupture is obtained after recording the forced unfolding events in a number of samples. The rupture force distribution provides information about the kinetics of mechanical unfolding of the protein.
4.2 Kramers’ Theory

The single molecule forced rupture experiments can be considered as the barrier crossing problem of Brownian particles in a potential. For the case where the potential is time independent, the problem was treated by Kramers in 1940. The resulting Kramers’ theory is fundamental in understanding the chemical kinetics in condensed phase.

Consider a Brownian particle in a one dimensional time-independent potential $V(x)$, its equation of motion is assumed to be the Langevin equation:

$$m \frac{d^2 x}{dt^2} = -\frac{dV(x)}{dx} - \zeta \frac{dx}{dt} + \delta F(t)$$ (4.1)

$-\frac{dV(x)}{dx}$ is the force generated by the potential $V(x)$. $-\zeta \frac{dx}{dt}$ is the frictional force. $\delta F(t)$ is the fluctuating force that is a Gaussian white noise stochastic process.

$$\langle \delta F(t) \rangle = 0$$ (4.2)

$$\langle \delta F(t) \delta F(t') \rangle = 2\zeta k_B T \delta(t - t')$$ (4.3)

The second moment $2\zeta k_B T$ in Eq 4.3 is a result of the fluctuation-dissipation theorem. The Einstein’s relation $\zeta = k_B T / D$ relates the friction coefficient $\zeta$ to the diffusion coefficient $D$. In the high friction limit, neglecting the $m \frac{d^2 x}{dt^2}$ term on the left hand side, the Langevin equation (Eq 4.1) can be rewritten as

$$\frac{dx}{dt} = -D \frac{\beta dV(x)}{dx} + \sqrt{2D} \xi(t)$$ (4.4)

where $\beta = 1/k_B T$ and $\xi(t)$ is a Gaussian white noise process with zero mean and unit variance. The probability density function of a stochastic process described by a Langevin equation satisfies the Fokker-Planck equation. For the Langevin equation Eq 4.4, the corresponding Fokker-Planck equation is also called the Smoluchowski equation.
For the barrier crossing problem, the Brownian particle starts from a position $x_0$ in the potential well at an initial time $t_0 = 0$. After a time $t^*$, the Brownian particle has passed the energy barrier and arrives at a position $b$ ($b > x_0$) on the other side of the barrier for the first time. Considering there is a sink at position $b$, then the first passage time $t^*$ is also the time when the particle is absorbed by the sink. The first passage time can model the time it takes for the chemical reaction to reach the product state starting from the reactant state, or the time it takes to rupture a protein in the single molecule forced rupture experiments. For the first passage time calculation, we can apply the following initial condition and absorbing boundary condition to the Smoluchowski equation (Eq 4.5)

\[
\begin{align*}
  f(x,0) &= \delta(x-x_0) \\
  f(b,t) &= 0 \quad \text{for } 0 \leq t < +\infty
\end{align*}
\]  

The survival probability is defined as

\[
S(t) = \int_{-\infty}^{b} dx f(x,t) = P(x(t) \leq b | x(0) = x_0)
\]  

which is a conditional probability of finding the particle having not passed over the point $b$ at time $t$ given that the particle is initially located at $x_0$. The first passage time distribution,

\[
h(t) = -\frac{dS(t)}{dt}
\]  

is such that $h(t)dt$ is the probability that the particle passes through the point $b$ for the first time in the time interval $(t, t + dt)$. The mean first passage time is,

\[
\tau(x_0) = \int_{0}^{\infty} dt h(t) = \int_{0}^{\infty} dt S(t).
\]  

It can be shown that the mean first passage time satisfies the adjoint equation.
\[ L^+_F \tau(x) = -1, \quad \tau(b) = 0 \] (4.10)
in which \( L^+_F \) is the adjoint of the Fokker-Planck operator. For the Smoluchowski equation Eq [4.5], the Fokker-Planck operator can be rewritten as
\[ L_F = D \frac{\partial}{\partial x} e^{-\beta V(x)} \frac{\partial}{\partial x} e^{\beta V(x)}. \] (4.11)
So the adjoint equation is
\[ D e^{\beta V(x)} \frac{\partial}{\partial x} e^{-\beta V(x)} \frac{\partial}{\partial x} \tau(x) = -1, \quad \tau(b) = 0. \] (4.12)
Solving the adjoint equation by quadrature, the mean first passage time is
\[ \tau(x_0) = \frac{1}{D} \int_{x_0}^b dx e^{\beta V(x)} \int_{-\infty}^x dy e^{-\beta V(y)}. \] (4.13)
where we assumed the diffusion constant \( D \) does not vary with position. If the energy barrier is high compared to \( k_B T \), the integrals can be approximated by the Laplace method. Expanding \( V(x) \) around the potential maximum and the potential minimum, the mean first passage time is approximately
\[ \tau(x_0) \approx \frac{2\pi k_B T}{D \sqrt{|V''(x_{min})||V''(x_{max})|}} e^{\beta \Delta U}, \] (4.14)
where \( \Delta U \) is the height of the energy barrier and \( V''(x) \) is the second derivative of \( V(x) \).
Then we obtain the Kramers rate constant in the high friction limit
\[ k_0 = \frac{1}{\tau} = \frac{D \beta \sqrt{|V''(x_{min})||V''(x_{max})|}}{2\pi} e^{-\beta \Delta U}. \] (4.15)
After integrating the first-order kinetics equation \( dS(t)/dt = -k_0 S(t) \), the survival probability is
\[ S(t) = e^{-k_0 t} \] (4.16)
4.3 Adiabatic Approximation for a Time-dependent Potential in Forced Rupture Experiments

To model the Langevin dynamics of the pulling coordinate of a protein molecule under a constant velocity pulling force, Hummer and Szabo\textsuperscript{3} used a time-dependent harmonic potential with a sink as the potential of mean force,

\[
\beta V(x,t) = \begin{cases} 
\frac{1}{2}k_m x^2 + \frac{1}{2}k_s(x - vt)^2 & x \leq b \\
-\infty & x > b
\end{cases},
\]  

(4.17)

where \(x\) is the fluctuating distance between the two pulling points, \(\frac{1}{2}k_m x^2\) is assumed to be the intrinsic potential of mean force of the molecular system along the pulling coordinate, \(v\) is the pulling speed, \(k_s\) is the effective spring constant of the pulling apparatus, and the minus partial derivative of \(\frac{1}{2}k_s(x - vt)^2\) with respect to \(x\) is the force exerted on the molecule by the pulling apparatus. Note the potential has been scaled by \(k_B T\), so \(k_m \leftrightarrow k_{m\beta}\) and \(k_s \leftrightarrow k_{s\beta}\) should be used when interpreting the results obtained later.

Hummer and Szabo\textsuperscript{3} used an adiabatic approximation to calculate the time-dependent Kramers rate constant \(K(t)\), using the instantaneous potential at time \(t\). This approximation is good only if the time-dependent potential changes slowly compared to the diffusional exploration of the instantaneous potential surface. Then the time-dependent rate constant \(K(t)\) is used to calculated the survival probability

\[
S(t) = \exp \left\{ -\int_0^t K(\tau) d\tau \right\},
\]  

(4.18)

assuming first-order kinetics \(dS(t)/dt = -K(t)S(t)\). The adiabatic approximation extends the Kramers result for the rate constant in Eq\textsuperscript{4.13} to a time-dependent potential as

\[
K(t)^{-1} = \frac{1}{D} \int_{x_0}^b dx e^{\beta V(x,t)} \int_{-\infty}^x dy e^{-\beta V(y,t)}.
\]  

(4.19)

For a simple time-dependent harmonic potential defined in Eq\textsuperscript{4.17}, Eq\textsuperscript{4.19} can be evaluated approximately and an analytic expression can be derived. To derive it, let us first
consider the time-independent case in which \( k_s = 0 \), then the intrinsic rate constant is

\[
k_0^{-1}(k_m, b) = \frac{1}{D} \int_{x_0}^{b} dx e^{(1/2)k_m x^2} \int_{-\infty}^{x} dy e^{-(1/2)k_m y^2} \tag{4.20}
\]

The inner integral is mostly contributed to by the integrand around the potential minimum \( y = 0 \). So we can raise the upper limit to infinity and obtain a Gaussian integral,

\[
\int_{-\infty}^{x} dy e^{-(1/2)k_m y^2} \approx \int_{-\infty}^{\infty} dy e^{-(1/2)k_m y^2} = \sqrt{\frac{2\pi}{k_m}} \tag{4.21}
\]

The outer integral is mostly contributed to by the integrand around the position \( x = b \). We can replace the lower limit with minus infinity and expand the potential around \( b \),

\[
\int_{x_0}^{b} dx e^{(1/2)k_m x^2} \approx \int_{-\infty}^{b} dx e^{(1/2)k_m b^2 + k_m b(x-b)} = \frac{1}{k_m} e^{(1/2)k_m b^2} \tag{4.22}
\]

Then the intrinsic rate constant is

\[
k_0(k_m, b) \approx \frac{D}{\sqrt{2\pi}} k_m^{3/2} e^{-\frac{1}{2}k_m b^2}. \tag{4.23}
\]

The time-dependent potential in Eq 4.17 can be reorganized as

\[
\beta V_0(x, t) = \frac{1}{2} k_m x^2 + \frac{1}{2} k_s (x - vt)^2
\]

\[
= \frac{1}{2} k (x - \frac{k_s vt}{k})^2 + \frac{1}{2} \frac{k_m k_s v^2 t^2}{k}
\]

\[
= \frac{1}{2} k (x - s)^2 + \frac{1}{2} \frac{k k_m s^2}{k_s}, \tag{4.24}
\]

where \( k = k_m + k_s \), and \( s = k_s vt/k \) is a parameter independent of \( x \). Based on the result of Eq 4.23, the time-dependent rate constant is

\[
K(t) = k_0(k, b - s) \approx \frac{D}{\sqrt{2\pi}} k_m^{3/2} (b - \frac{k_s vt}{k}) e^{-\frac{1}{2}k(b - k_s vt/k)^2} \tag{4.25}
\]

Following first-order kinetics, Eq 4.18 reads

\[
S(t) \approx \exp \left\{ -\frac{Dk_m^{3/2}v^2}{\sqrt{2\pi}k_s v} \left[ \exp \left\{ \frac{k_s v b t - \frac{1}{2} (k_s v t)^2}{k} \right\} - 1 \right] \right\}. \tag{4.26}
\]
which is the same as Eq 16 in Ref[3] after using the expression Eq[4.23] for $k_0$.

Experimentalists usually report the distribution and average of the force at rupture for different pulling speeds. The force at rupture is

$$F = -k_s(b - vt^*)$$  \hspace{1cm} (4.27)

in which $t^*$ is the first passage time. The mean rupture force and the rupture force distribution can be determined from the integration and the differentiation of the survival probability,

$$\bar{F} = -k_s(b - v\int_0^\infty S(t)dt)$$  \hspace{1cm} (4.28)

$$p(F) = \frac{1}{k_sv}h(t)|_{t=\frac{(F+k_s b)}{(k_s v)}}$$  \hspace{1cm} (4.29)

where $h(t)$ is the first passage time distribution.

The above analytic expressions obtained by Hummer and Szabo has been widely used to extract kinetics information from single molecule forced rupture experiments. The above procedure for handling this simple potential can be generalized to more complicated potentials as shown by Dudko \textit{et. al.}\textsuperscript{32,33} and Freund.\textsuperscript{34} Freund has also shown that the first-order rate equation can be naturally derived from a thermodynamic approach. It has been noted that the underlying adiabatic approximation breaks down at extreme pulling speeds.\textsuperscript{32} It might be interesting to know whether their analytic formulas (eq. 16 in ref. [3], eq. (4) in ref. [32] and eq. (1) in ref. [33] and eq. (10) and (14) in ref. [34] are valid or not at conditions of slow intrinsic reaction rates (small $k_0$ or small $D$) or relatively larger pulling spring constant $k_s$.

\section*{4.4 Integral Equations of First Passage Time Distribution}

The analytical formulas derived by Hummer and Szabo using the adiabatic approximation are inaccurate at large pulling speed. So we want to derive an exact equation for the first
passage time distribution. It is usually difficult to solve the combined initial value and boundary value problem described by Eq 4.5 and Eq 4.6 while the solution to the Smoluchowski equation itself without any absorbing boundary condition, i.e. the usual conditional probability (Green’s function) in the absence of reaction, might be easily obtained for special cases of $V(x,t)$. Letting $f^0(x,t|x_\tau,\tau)$ denote that conditional probability subject to a general initial condition $f(x,\tau) = \delta(x - x_\tau)$, we derive an integral equation relating the first passage time distribution $h(t)$ to $f^0(x,t|x_\tau,\tau)$.

Clearly, the usual conditional probability in the absence of reaction at time $t$ for any point $x < b$ has two contributions: one from the real survival events and the other from events where the particle passed over the point $b$ at an earlier time $\tau (\tau < t)$ but later comes back to the point $x$. This argument yields:

$$f^0(x,t|x_0,0) = f(x,t) + \int_0^t d\tau h(\tau) f^0(x,t|b,\tau) \quad \text{for} \quad x \leq b^- \quad (4.30)$$

Similarly, in the event that the particle is at any point $x > b$ at time $t$, the particle must have passed over the point $b$ at an earlier time $\tau$. We thus have the relation for $x > b$:

$$f^0(x,t|x_0,0) = \int_0^t d\tau h(\tau) f^0(x,t|b,\tau) \quad \text{for} \quad x \geq b^+ \quad (4.31)$$

The arguments used here to derive Eq 4.30 and 4.31 are conceptually similar to arguments used for discrete random walks with absorbing walls. Similar relations in Laplace space connecting the two Green’s functions (with and without the absorbing boundaries) have been previously derived as well. When the usual conditional probability $f^0(x,t|x_0,0)$ is continuous at the point $b$, Eq 4.30 and 4.31 are consistent with the absorbing boundary condition in Eq 4.6. Integrating both sides of Eq 4.30, we obtain the self-consistent relation between survival probability and the first passage time distribution:

$$\int_{-\infty}^b dx f(x,t) \equiv S(t) = \int_{-\infty}^b dx f^0(x,t|x_0,0) - \int_0^t d\tau h(\tau) \int_{-\infty}^b dx f^0(x,t|b,\tau). \quad (4.32)$$
4.4.1 Some analytical solutions

Exact Eqs 4.30, 4.31 and 4.32 are soluble for three cases of time-independent potentials shown in Fig. 4.2 (A). In case of the free particle diffusion $V_0(x) = 0$, the usual conditional probability and the first passage time distribution are:

$$f^0(x,t|x_\tau,\tau) = \frac{1}{\sqrt{4\pi D(t-\tau)}} \exp\left\{ -\frac{(x-x_\tau)^2}{4D(t-\tau)} \right\},$$

(4.33)

and

$$h(t) = \frac{(b-x_0)}{\sqrt{4\pi Dt^3}} \exp\left\{ -\frac{(b-x_0)^2}{4Dt} \right\},$$

(4.34)

respectively. In the long time limit $t \gg (b-x_0)^2/D$, the first passage time distribution asymptotically decays as $t^{-3/2}$. In case of the linear potential $V_0(x) = -Fx$, we have:

$$f^0(x,t|x_\tau,\tau) = \frac{1}{\sqrt{4\pi D(t-\tau)}} \exp\left\{ -\frac{(x-x_\tau - FD(t-\tau))^2}{4D(t-\tau)} \right\},$$

(4.35)

and

$$h(t) = \frac{(b-x_0)}{\sqrt{4\pi Dt^3}} \exp\left\{ -\frac{(b-x_0 - FDt)^2}{4Dt} \right\}.$$ (4.36)

In the long time limit $t \gg (b-x_0)/(FD)$, $h(t)$ decays as $t^{-3/2}e^{-FDt/4}$. In case of the harmonic potential $V_0(x) = \frac{1}{2}kx^2$ with $b = 0$, we have:

$$f^0(x,t|x_\tau,\tau) = \frac{1}{\sqrt{2\pi \sigma_{t-\tau}}} \exp\left\{ -\frac{(x-x_\tau e^{-Dk(t-\tau)})^2}{2\sigma_{t-\tau}} \right\},$$

(4.37)

and

$$h(t) = \frac{2De^{-Dkt|x_0|}}{\sqrt{2\pi \sigma_t^2}} \exp\left\{ -\frac{(x_0 e^{-Dkt})^2}{2\sigma_t} \right\}.$$ (4.38)

where the variance $\sigma_t = (1 - e^{-2Dkt})/k$. In the long time limit $t \gg 1/(Dk)$, the asymptotic behavior is $h(t) \sim e^{-Dkt}$. For convenience, we have assumed $\beta = 1$ for all the three cases considered here. For cases of particle diffusion in zero or linear potential, the results for first passage time distribution, Eqs 4.34 and 4.36 can be alternatively obtained either by a Green’s function approach or by an intuitive image method. For the harmonic potential...
Figure 4.2: Several different potentials where we can solve the boundary value problem analytically. The particle starts from a position $x_0$ and disappear when passing over the point $b$. From left to right, $V_0(x) = 0$, $V_0(x) = -Fx$, and $V_0(x) = \frac{1}{2}kx^2$. 
with the absorbing boundary at the bottom, Eq [4.38] has also been previously obtained through the image method by Szabo et al.\textsuperscript{[84]} In the Appendix A, we show how one can easily solve the first passage problem through the integral Eqs [4.31] and [4.32] for the three linear processes. A plot of the first passage time distributions for parameters $D = 1, b - x_0 = 1, F = 1$ and $k = 2$ are shown in Fig. 4.2 (B). The long tail behavior $t^{-3/2}$ in the case of free diffusion rapidly vanishes as the diffusion is biased while the peak of the $h(t)$ is much more slowly varying. As the first passage model of the biased diffusive process in the linear potential was used to understand the distribution of times between voltage spikes in neuron dynamics,\textsuperscript{[85],[86]} the analytical formula Eq [4.38] might be useful to study the cases of integrate-and-fire neurons where the excitatory or inhibitory inputs linearly depends on the distance between the accumulated potential and the threshold.

### 4.4.2 Numerical solutions

For a complicated form of the potential $V(x,t)$, there is no analytical expression for either the first passage time distribution or the usual conditional probability in the absence of reaction. However, for the simple model potential $\beta V(x,t) = \frac{1}{2} k_m x^2 + \frac{1}{2} k_s (x - vt)^2,\textsuperscript{[3],[32],[33]}$ the usual conditional probability of this linear process has a Gaussian form\textsuperscript{[87]} (See details in Appendix B):

$$f^0(\bar{x},t|\bar{x}_\tau,t) = \frac{1}{\sqrt{2\pi \sigma_{\bar{x}-\tau}}} \exp \left\{ -\frac{(\bar{x} - \bar{x}_{\tau,t})^2}{2\sigma_{\bar{x}-\tau}} \right\}, \tag{4.39}$$

with the mean and variance:

$$\bar{x}_{\tau,t} = x_\tau e^{-Dk(t-\tau)} + \frac{k_s}{Dk^2} \left( (1 - Dk\tau) e^{-Dk(t-\tau)} + Dkt - 1 \right), \tag{4.40}$$

and

$$\sigma_{\bar{x}-\tau} = (1 - e^{-2Dk(t-\tau)}) / k. \tag{4.41}$$

We are not able to solve the corresponding Smoluchowski equation (Eq [4.5]) subject to the absorbing boundary condition (Eq [4.6]) analytically to obtain the survival probability.
and the first passage time distribution. Instead, we evaluate the numerical solution of the integral equation Eq 4.32 with the usual conditional probability of Eq 4.39. Since the upper limit of the survival probability is:

\[ S(t) \leq \int_{-\infty}^{b} dx f^0(x,t|x_0,0) = \frac{1}{2} \text{erfc} \left( -\frac{(b - \bar{x}_{0,t})}{\sqrt{2\sigma_t}} \right) \],

Eq 4.32 might be solved iteratively by taking the upper limit as an ansatz. For general diffusive models having frequencies in the well \((x_0)\) and the transition \((b)\) regions, we might be able to use the analytical expression of the usual conditional probability corresponding to the harmonic potential for \(f^0(x,t|x_0,0)\) as in Eq 4.39 and use that corresponding to the inverted parabolic potential for \(f^0(x,t|b,\tau)\) to solve Eq 4.32 numerically.

We choose parameters \(k_m = 900\text{pN/nm}, k_s = 10\text{pN/nm}, b = 0.42\text{nm}\) describing the unfolding of the I27 protein monomer. The diffusion constant is chosen as either \(D = 0.044\text{nm}^2/\text{ms}\) or \(D = 0.0044\text{nm}^2/\text{ms}\) corresponding to the intrinsic reaction rate \(k_0 = 10^{-4}\text{s}^{-1}\) or \(k_0 = 10^{-5}\text{s}^{-1}\) respectively. Both intrinsic reaction rates are typical of biological systems. Fig. 4.3 shows the results for the survival probability from direct simulations of the stochastic process Eq 4.4 (black lines with circles), numerical solutions of the integral Eq 4.32 (red), the approximate analytical form of Eq 4.26 derived by Hummer and Szabo (green) and the upper limit Eq 4.42 (blue lines with crosses). All green lines are terminated at \(t\) such that \(\bar{x}_{0,t} = b\) when the upper limit of the exact survival probability is equal to 1/2.

The overlap between the black and red lines confirms the exact relation between the usual conditional probability and the first passage time distribution at all pulling speeds and intrinsic reaction rates. The statistics and efficiency are much better when the numerical results are generated from the integral equation rather than from the stochastic simulation. As expected, the adiabatic approximation underlying Eq 4.26 is invalid at larger pulling speeds. Fig. 4.3 (A) and (C) shows that the previous theory (Eq (16) in Ref 3) starts to break down at relatively slower pulling speeds when the intrinsic rate of the system is rela-
Figure 4.3: Survival probabilities at four different pulling speeds and two different diffusion constants calculated from several numerical and analytical methods. The $k_0$ rates are $10^{-4}$ s$^{-1}$ (A and B) and $10^{-5}$ s$^{-1}$ (C and D) respectively. Four pulling speeds $v = 0.6$, 6.0, 60.0 and 600.0 nm/ms are studied. Black, red, green and blue lines are numerical results from stochastic simulation, numerical results from the integral equation, approximated analytical results and the Gaussian upper limit results respectively. Black and red lines overlap in all graphs. Black, red and blue dash lines in graph (B) and (D) overlap. The pulling spring constant is $k_s = 10$ pN/nm and $x_0 = 0$. We have put circles on the black lines (simulation results) and crosses on the blue lines (upper limit results) for a better view.
tively smaller ($k_0 = 10^{-5} \text{s}^{-1}$). In the limit of large pulling speeds, the survival probability approaches its upper limit indicating that the recrossing events make small contributions to the usual conditional probability. The analytical upper limit formula could be used to obtain estimates of thermodynamic and kinetic parameters when experimental data at large pulling speeds are available.

Figure 4.4: Survival probability at two different pulling speeds, similar to Fig. 4.3 (A) but for the pulling spring constant $k_s = 50 \text{pN/nm}$. Black and red lines overlap. All the labels are the same as in Fig. 4.3.

In experimental systems of forced protein unfolding where multimodules connected by molecular linkers are used instead of a single module, the effective pulling spring constant $k_s$ is relevant not only to the cantilever of the apparatus but also to the properties of the molecular linker and the module itself. In a recent experiment of unfolding I27 domain by Harris and Kiang,\textsuperscript{88} the spring constant of the cantilever is $50 \text{pN/nm}$. As suggested by Hummer and Szabo,\textsuperscript{3} a rough estimate from the slope of the force-extension curves before rupture (Fig 1b in Ref\textsuperscript{88}) yields the effective pulling spring constants $k_s = 10 \sim 20 \text{pN/nm}$. Fig. 4.4 shows our calculations of the survival probabilities at
$k_s = 50 \text{pN/nm}$ and $k_0 = 10^{-4} \text{s}^{-1}$. Comparison between Fig. 4.3 (A) and Fig. 4.4 reveals that the rupture time significantly reduces as $k_s$ increases from $10 \text{pN/nm}$ to $50 \text{pN/nm}$. Thus the approximated analytical theory based on Eq 4.26 become less applicable at a larger $k_s$.

Figure 4.5: Rupture force distributions at two different pulling speeds, intrinsic rates and effect pulling constants calculated from stochastic simulation (black circles or squares), the integral equation (red), and the approximated analytical theory (green). See Eqs 4.32, 4.26 and 4.29.

Experimentalists usually report the distribution and average of the force at rupture for different pulling speeds determined from the integration and the differentiation of the measured survival probability. Approximate analytical formulas for them are given in Eqs 4.28.
and Fig. 4.3 and Fig. 4.4, the areas under the survival probability from the exact solution (black or red) and the approximated analytical solution (green) are almost equal for all cases investigated. Thus, the previous analytical expression Eq. 4.28 based on the adiabatic approximation is still approximately valid when fitting the average force as a function of the pulling speeds. However, the deviations of the rupture force distribution are severe especially at larger pulling speeds $v$, slower intrinsic rates $k_0$ or larger effective pulling spring constants $k_s$. A comparison between the predictions of the approximate theory, the stochastic simulation results, and the exact results determined from the integral equation for varying $v$, $k_0$ and $k_s$ is shown in Fig. 4.5. Clearly, to fit the experimental data at relatively larger pulling speeds, larger pulling spring constant or smaller intrinsic reaction rates, it is quite necessary to obtain the numerical results from the integral equations for the specific model and not from the approximate theory.

4.5 Subdiffusion Model for Anomalous Rupture Force Distribution

Standard models based on Langevin dynamics in a simple one-dimensional potential, like the Hummer and Szabo’s model, give a rupture force distribution with negative skewness. However, in a series of constant velocity pulling experiments on ligand-receptor systems, such as DNA-protein complex, alkylammonium ion binded to calixarene and protein-protein complex, rupture force distributions with positive skewness are observed. Clearly, standard models fail to explain these experiments.

Raible et al. extend standard models, by taking into account the heterogeneity of the potential surface explored in each realization of the pulling experiments. Specifically, a Gaussian distribution of the distance between the potential well and the transition state is assumed. In this way, the resulting rupture force distributions have positive skewness and...
fit the experiment data well. The model of Raible et al.\textsuperscript{10} is similar to the static disorder model\textsuperscript{89,90} used by Kuo et al.\textsuperscript{91} to explain the non-exponential survival probability observed in constant force pulling experiments of ubiquitin. In the static disorder model, the transitions between different sub-ensembles are slower than the chemical reaction rate, and the kinetics is non-exponential after averaging the chemical reaction rates over different sub-ensembles. The model of Kuo et al.\textsuperscript{91} also implies Gaussian distributions of the distance to transition state and the barrier height. Recently, molecular dynamics simulations have revealed that water insertion plays a significant role in the single-molecule kinetics of the forced unfolding of ubiquitin.\textsuperscript{92} When the unfolding kinetics depends on the number of inserted water molecules, there might not exist a well-defined transition state, but rather a broad distribution of transition states which gives rise to static disorder and non-exponential decay.

Alternatively, we may consider a model that does not call for a probability distribution of potentials. Instead, we think there is no randomness in the one dimensional potential. However, the underlying dynamics on this potential is assumed to be subdiffusive dynamics. One interesting property of subdiffusive dynamics is that the mean square displacement of a subdiffusive particle under constant potential follows a power law $t^\alpha$ dependence on time with $\alpha$ smaller than one. From the perspective of continuous time random walk, subdiffusion emerges when the probability distribution function of the waiting time between successive jumps follows a inverse power law asymptotically, while Brownian diffusion requires the waiting time distribution to have a finite mean.\textsuperscript{68} From the continuous time random walk model, one can derive a subdiffusive fractional Fokker-Planck equation,\textsuperscript{68}

\[
\frac{\partial f}{\partial t} = \frac{\partial}{\partial x} \left[ \beta K_\alpha \frac{\partial V(x,t)}{\partial x} + K_\alpha \frac{\partial}{\partial x} \right] D_t^{1-\alpha} f(x,t)
\]  

(4.43)

where $D_t^{1-\alpha}$ is a Riemann-Liouville fractional derivative operator.
\[ D_t^{1-\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \frac{d}{dt} \int_0^t dt' \frac{f(t')}{(t-t')^{1-\alpha}}, \quad (4.44) \]

\( K_\alpha \) is the generalized diffusion constant, and \( \langle \Delta x^2(t) \rangle = \frac{2K_\alpha}{\Gamma(1+\alpha)} t^\alpha \) when \( V(x,t) = 0 \).

Weron et al. have given the underlying stochastic process corresponding to a fractional Fokker-Planck equation with time-dependent potential. Their procedure of modeling such a stochastic process is given below. Basically, one need to model a subordinated process of a Langevin dynamics,

\[ Y(t) = X(S_t). \quad (4.45) \]

\( X(\tau) \) is a Langevin process and \( S_t \) is a subordinator that maps the real time \( t \) to a time \( \tau \) in the Langevin process, such that the random walk in real time has a power-law waiting time distribution. For our purpose, the subordinator is the inverse-time \( \alpha \)-stable subordinator defined as

\[ S_t = \inf \{ \tau : U(\tau) > t \}. \quad (4.46) \]

where \( U(\tau) \) is a strictly increasing \( \alpha \)-stable Lévy process. \( U(\tau) \) is propagated numerically as

\[ U(0) = 0 \]
\[ U(\tau) = U(\tau_{i-1}) + (\Delta \tau)^{1/\alpha} \xi_i \]

where \( \tau_i = i \Delta \tau \) and \( \xi_i \) are drawn independently from a totally skewed positive Lévy \( \alpha \)-stable distribution \( S^0_\alpha(\sigma = 1, \beta = 1, \mu_0 = 0) \), see Ref[94].

\[ \xi_i = c_1 \frac{\sin[\alpha(Q + \frac{\pi}{2})]}{[\cos(Q)]^{1/\alpha}} \left( \frac{\cos[Q - \alpha(Q + \frac{\pi}{2})]}{W} \right)^{(1-\alpha)/\alpha} \frac{\tan(\frac{\pi}{2} \alpha)}{[\tan(\frac{\pi}{2} \alpha)]^{-1}}, \quad (4.48) \]

where \( c_1 = [\cos(\frac{\pi}{2} \alpha)]^{-1/\alpha} \), the random variable \( Q \) is drawn from a uniform distribution on \((-\frac{\pi}{2}, \frac{\pi}{2})\), \( W \) is drawn from an exponential distribution \( e^{-x} \). The Langevin process \( X(\tau) \) is

\[ dX(\tau) = -K_\alpha \beta \frac{\partial V(X, U(\tau))}{\partial X} d\tau + \sqrt{2K_\alpha} dB(\tau) \quad (4.49) \]
where \( B(\tau) \) is a Wiener process. Note It is \( U(\tau) \) but not \( \tau \) being used in the above equation, so the time-dependent external force is not subordinated. \( X(\tau) \) is propagated numerically as

\[
X(0) = 0 \\
X(\tau_i) = X(\tau_{i-1}) - K_a \beta \frac{\partial}{\partial X} V(X(\tau_{i-1}), U(\tau_{i-1})) \Delta \tau + \sqrt{2K_a \Delta \tau} \chi_i
\]

where \( \chi_i \) are drawn independently from a standard normal distribution. The real time \( t \) are discretized \( t_j = j \Delta t \). Since \( U(\tau) \) is strictly increasing,

\[
S_{t_j} = \tau_i \quad \text{if } U(\tau_{i-1}) < t_j \leq U(\tau_i). \tag{4.51}
\]

Then using \( Y(t_j) = X(S_{t_j}) \), we obtain a trajectory \( Y(t_j) \) such that its probability density function satisfies the subdiffusive fractional Fokker-Planck equation Eq 4.43.

Using the above procedure, we harvest trajectories of a subdiffusive particle in the time-dependent potential defined in Eq 4.17. The parameters of the potential are set as \( k_m = 900 \) pN/nm, \( k_s = 10 \) pN/nm, \( b = 0.42 \) nm, and \( v = 6 \) nm/ps. The diffusion constant is chosen as \( D = 0.044 \) nm\(^2\)/ms, and the temperature is set to be 300 K. The corresponding intrinsic reaction rate for this setup is \( k_0 = 10^{-4} \) s\(^{-1}\). The stochastic processes are propagated using the Euler method. The timestep for the stochastic processes \( U(\tau) \) and \( X(\tau) \) is \( \Delta \tau = 0.002 \) ms. The timestep for \( Y(t) \) is \( \Delta t = 0.01 \) ms. The simulation of one trajectory is terminated when \( Y(t) > 0.42 \) nm or \( t > 100 \) ms. \( 10^5 \) trajectories have been simulated. From which the survival probability and the rupture force distribution are calculated.

The survival probabilities for \( \alpha = 1.0, 0.8, 0.6, 0.4 \) are shown in Fig. 4.6. The survival probability for Brownian dynamics (\( \alpha = 1 \)) can be fitted with a compressed exponential function \( \exp[-(t/\tau_1)^{\beta_1}] \) with \( \tau_1 = 4.81 \) ms and \( \beta_1 = 8.63 \). This also implies the rupture force distribution is a Weibull distribution. It might be possible to derive an analytical asymptotic formula for the first passage time distribution for this simple potential. We leave this for future investigation. The survival probabilities for subdiffusive dynamics have long
time tails that could be fitted with a power-law $t^{-\alpha_1}$. Fitting between 16 and 63 ms, $\alpha_1$ are 0.84, 0.64 and 0.42 for the curves with $\alpha$ being 0.80, 0.60 and 0.40 respectively. So $\alpha_1$ is close to the corresponding $\alpha$. This is related to that the characteristic temporal decay governed by a fractional Fokker-Planck equation is a Mittag-Leffler function $E_\alpha[-kt^\alpha]$. A Mittag-Leffler function $E_\alpha[-kt^\alpha]$ asymptotically approaches a power-law $[k\Gamma(1-\alpha)t^\alpha]^{-1}$ at large time, and behaves like a stretched exponential $\exp(-kt^\alpha/\Gamma(1+\alpha))$ at small time.

Rupture force distributions (Eq 4.29) obtained from simulations of subdiffusive dynamics are shown in Fig 4.7. The rupture force distribution under Brownian dynamics ($\alpha = 1$) has negative skewness, which is typical for standard models and many experimental observations. The rupture force distribution under subdiffusive dynamics ($\alpha = 0.8$, 0.6, 0.4) has positive skewness which is in agreement with some forced rupture experiments for ligand-acceptor complex. In our subdiffusion model, the positive skewness is related to the trapping dynamics with a inverse power-law trapping time distribution. The position of the subdiffusive particle can lag behind the position of the instantaneous well of the time-dependent potential more than a Brownian particle could. The correspondence in forced rupture experiments is that the molecule responds to the constant velocity pulling very slowly and the molecule loses its structure at greater times.

Static disorder model can also explain anomalous rupture force distributions with positive skewness. Our subdiffusion model and the static disorder model could be two different perspectives of looking at the same thing, the inadequacy of using just one reaction coordinate to describe a rugged multi-dimensional potential surface. The exploration in other coordinates of the rugged multi-dimensional potential surface could result in a broad waiting time distribution from one point to another point on the projected one dimensional potential of mean force. The two models both include the exploration in other coordinates implicitly. There could be some arbitrariness in separating the systematic force and the noise for a stochastic process. Similar to this, static disorder model puts other
coordinates’ contribution in the potential of mean force, while subdiffusion model puts other coordinates’ contribution in the noise. Subdiffusion models have been used to explain the non-exponential dynamics in some biological molecules and complexes.\textsuperscript{43,95,96} Xie and coworkers find that the non-exponential autocorrelation function of fluorescence lifetime fluctuation in Fre/FAD complex can be fit well, assuming the donor-acceptor distance is governed by subdiffusive dynamics in a potential of mean force.\textsuperscript{43,96} Metzler and Klafter find that survival probabilities of the rebinding chemical reaction of carbon monoxide to myoglobin can be fit by the Mittag-Leffler function, in agreement with the theory of Kramers problem under subdiffusion dynamics.\textsuperscript{95} Here, our stochastic simulations suggest that the anomalous rupture force distributions observed in forced rupture of ligand-receptor complexes\textsuperscript{4–9} can also be explained with a subdiffusion model.
Figure 4.6: Survival probabilities simulated for subdiffusion in the potential defined in Eq 4.17 at different $\alpha$. Top panel: plotted in normal scale; Bottom panel: plotted in logarithmic scale on both axes. Red, green, and blue are for $\alpha$ at 0.8, 0.6, and 0.4 respectively. The results for $\alpha = 1$ simulated in Brownian dynamics are shown in black color.
Figure 4.7: Rupture force distribution simulated for subdiffusion in the potential defined in Eq 4.17 at different $\alpha$. Red, green, and blue are for $\alpha$ at 0.8, 0.6, and 0.4 respectively. The result for $\alpha = 1$ simulated in Brownian dynamics is shown in black color.

### 4.6 Conclusion

We have presented an integral equation connecting the usual conditional probability in the absence of reaction and the first passage time distribution and have found analytical solutions of this equation for the cases of free and biased particle diffusion in time-independent potentials. The long time tail $t^{-3/2}$ in the case of free diffusion rapidly vanishes as the diffusion is biased by a linear or harmonic potential. For diffusion in a time dependent potential of biological interest, we solved the integral equations numerically and compared the results with both stochastic simulations and a previously developed approximate theory.
based on an adiabatic approximation. We found that iteration from the upper bound of the survival probability is useful for extracting kinetic and thermodynamic parameters \((k_0, k_s, b \text{ and } k_m)\) from biological experimental data at extreme pulling speeds. We see that the approximated analytical formulas for the rupture force distribution based on the Kramers theory and the adiabatic assumption are likely to breakdown at larger pulling speeds, larger pulling spring constants or smaller intrinsic reaction rates. Once these thermodynamic and kinetic parameters are estimated or extracted either by fitting the average rupture force to the approximate analytical theories or by fitting the survival probability at extreme pulling speeds to their upper limits, our numerical treatment, based on the integral equation, can be immediately extended to fit experimental rupture force distributions at all pulling speeds and to further verify the validity of the parameters.

We provide a simple numerical procedure, based on an iterative solution of an integral equation for the survival probability, to extend previous methods for fitting the force distribution for arbitrary conditions of pulling speeds, cantilever spring constants and intrinsic reaction rates. However, we note that the underlying assumption that the rupture kinetics can be described by a Langevin process in its spatial diffusion limit might not be generally true. Anomalous rupture force distribution with positive skewness in some experiments on ligand-receptor complexes\(^4\text{–}^9\) can not be explained by standard models based on Langevin dynamics. The anomalous rupture force distribution was explained with a static disorder model\(^10\). Here we propose an alternative model based on subdiffusive dynamics. Stochastic simulations of this subdiffusion model give survival probabilities with power-law long time tail and rupture force distributions with positive skewness.
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Appendix A

Analytical solutions of the first passage time distribution for three model potentials

We derive the analytical solutions of the integral Eqs 4.31 and 4.32 for the simple potentials illustrated in Fig. 4.2 (A) in this appendix. For $V_0(x) = 0$, we find

\[ \int_{-\infty}^{b} dx f^0(x,t|b,\tau) = \int_{-\infty}^{b} dx \frac{1}{\sqrt{4\pi D(t-\tau)}} \exp \left\{ -\frac{(x-b)^2}{4D(t-\tau)} \right\} = \frac{1}{2}. \]  \( \text{(A1)} \)

Eq 4.32 thus takes a remarkably simple form:

\[ S(t) = \int_{-\infty}^{b} dx f^0(x,t|x_0,0) - \frac{1}{2} \left( 1 - S(t) \right). \]  \( \text{(A2)} \)

The analytical solution of the survival probability is:

\[ S(t) = 2 \int_{-\infty}^{b} dx f^0(x,t|x_0,0) - 1, \]  \( \text{(A3)} \)

and its differentiation gives the first passage time distribution:

\[ h(t) = -\frac{dS(t)}{dt} = \frac{(b-x_0)}{\sqrt{4\pi D t^3}} \exp \left\{ -\frac{(b-x_0)^2}{4Dt} \right\}. \]  \( \text{(A4)} \)
which is the same as Eq 4.34. Alternatively, the Laplace transform of Eq 4.31 in the case of free particle diffusion yields:

\[
\tilde{h}(s) = \frac{1}{\sqrt{4Ds}} \exp\left\{-\frac{(x-b)\sqrt{s}}{\sqrt{D}}\right\}.
\]

Immediately we have:

\[
\tilde{h}(s) = \exp\left\{-\frac{(b-x_0)\sqrt{s}}{\sqrt{D}}\right\},
\]

and its inverse Laplace transform gives the same result as in Eq A4.

We further rewrite Eq 4.31 as:

\[
\int_0^t d\tau h(\tau) f^0(x,t|b,\tau) f^0(x,t|x_0,0) = 1.
\]

The exponential part of \(h(t)\) as in Eq A4 completes an parabolic form inside the exponential:

\[
-\frac{(x-b)^2}{4D(t-\tau)} + \frac{(x-x_0)^2}{4Dt} = -\frac{[(x-x_0)\tau - (b-x_0)t]^2}{4Dt \tau(t-\tau)}.
\]

After a substitution of the integration dummy variable: \(y = \sqrt{t-\tau}/\sqrt{\tau \tau}\), Eq A7 becomes a known result:

\[
\int_0^\infty dy \frac{2d}{\sqrt{\pi}} \exp\left\{-d^2 \left[ \frac{y-c}{y} \right]^2 \right\} = 1,
\]

where \(c = (x-b)/[\tau(b-x_0)]\) and \(d = (b-x_0)/(4D)\) are both positive parameters independent of \(y\). The derivation from Eq A7 to Eq A10 provides a simple method through which we can guess the form of \(h(t)\) such that the integration does not depend on the parameter \(x\), for general cases of the biased diffusions.

For \(V_0(x) = -Fx\), the usual conditional probability of the linear process takes the form of Eq 4.35. We might make the following analogy:

\[
x \leftrightarrow x - FDt, \quad b \leftrightarrow b - FD\tau, \quad x_0 \leftrightarrow x_0.
\]
When we choose $h(\tau) \sim \exp\left\{-(b - FD\tau - x_0)^2/(4D\tau)\right\}$, the analog expression inside the exponential of the integral is:

$$-\frac{[(x - x_0)\tau - (b - x_0)t]^2}{4Dt\tau(t - \tau)} \leftrightarrow -\frac{[(x - FD\tau - x_0)\tau - (b - FD\tau - x_0)t]^2}{4Dt\tau(t - \tau)} = -\frac{[(x - x_0)\tau - (b - x_0)t]^2}{4Dt\tau(t - \tau)}. \quad (A11)$$

which is the same as in the case of the free particle diffusion. Therefore taking the same coefficient as in Eq [A4] arrives at Eq [A10] after the substitution from $\tau$ to $y$. We thus find the result in Eq 4.36:

$$h(t) = \frac{(b - x_0)}{\sqrt{4\pi D t^3}} \exp\left\{-\frac{(b - FDt - x_0)^2}{4Dt}\right\}. \quad (A12)$$

For $V_0(x) = \frac{1}{2}kx^2$, we apply the following analogy:

$$x \leftrightarrow xe^{Dkt}, \quad b \leftrightarrow be^{Dk\tau}, \quad x_0 \leftrightarrow x_0,$$

$$t \leftrightarrow \frac{e^{2Dkt} - 1}{2Dk} = \hat{t}, \quad \tau \leftrightarrow \frac{e^{2Dk\tau} - 1}{2Dk} = \hat{\tau}, \quad t - \tau \leftrightarrow \frac{e^{2Dkt} - e^{2Dk\tau}}{2Dk} = \hat{t} - \hat{\tau}.$$

The corresponding analog expression inside the exponential reads:

$$-\frac{[(x - x_0)\tau - (b - x_0)t]^2}{4Dt\tau(t - \tau)} \leftrightarrow -\frac{[(xe^{Dkt} - x_0)\tau - (be^{Dk\tau} - x_0)t]^2}{4D\hat{t}\hat{\tau}(\hat{t} - \hat{\tau})}. \quad (A13)$$

In this case, it might not be easy to choose an appropriate coefficient of $h(\tau)$ such that the integral is independent of $x$. However, for $b = 0$, it is straightforward to have:

$$h(\tau) = \frac{d\hat{\tau}}{d\tau} \frac{b - x_0}{\sqrt{4\pi D\hat{\tau}^3}} \exp\left\{-\frac{(be^{Dk\tau} - x_0)^2}{4D\hat{\tau}}\right\} = \frac{e^{2Dk\tau}|x_0|}{\sqrt{4\pi D\hat{\tau}^3}} \exp\left\{-\frac{x_0^2}{4D\hat{\tau}}\right\}, \quad (A14)$$

which is equivalent to Eq 4.38. We thus complete the analytical solutions for the three simple potentials in Fig. 4.2.
Appendix B

Time-dependent Green’s function for a linear stochastic process in the absence of an absorbing boundary

The derivation of Eq 4.39 is explained here. There are many alternative methods to solve the stochastic differential equation described by Eq 4.4 in a time-dependent harmonic potential. One method is to use the solution for the Ornstein-Uhlenbeck process given on page 238 of Ref 87. We indicate here a similar approach for the simple case of one-dimensional system in order to illustrate this method. The Markov process of interest can be rewritten as

\[ \frac{dx}{dt} = -D(k_m + k_s)x + Dk_s vt + \sqrt{2D} \frac{d\omega}{dt} \]  

(B1)
where $\omega(t)$ is the Wiener process. Considering the initial condition $x(\tau) = x_\tau$ with probability of 1, direct integration gives the solution as

$$x(t) = x_\tau e^{-Dk(t-\tau)} + \int_\tau^t e^{-D(t-t')} (Dk_s v t' + \sqrt{2D} \frac{d\omega}{dt'}) dt'$$

$$= x_\tau e^{-Dk(t-\tau)} + \frac{k_s V}{Dk_s} ((1 - Dk\tau)e^{-Dk(t-\tau)} + Dk t - 1) + \sqrt{2D} \int^t_\tau e^{-Dk(t-t')} d\omega$$  \hspace{0.5cm} (B2)

$$= \bar{x}_{\tau,t} + \sqrt{2D} \lim_{\Delta t \to 0} \sum_{i=1}^N e^{-Dk(t-\tau-(i-1)\Delta t)} \omega_i(\Delta t)$$

where $\bar{x}_{\tau,t}$ is the same as in Eq 4.40 and $k = k_m + k_s$. $\omega_i(\Delta t)$ are treated as independent Gaussian random variables with variance $\Delta t$ and $t = \tau + N\Delta t$. The variance of the random variable $x(t)$ is

$$\sigma_{t-\tau} = 2D e^{-2Dk(t-\tau)} \lim_{\Delta t \to 0} \Delta t \frac{1 - e^{2Dk(t-\tau)}}{1 - e^{2Dk\Delta t}} = \frac{1 - e^{-2Dk(t-\tau)}}{k}$$ \hspace{0.5cm} (B3)