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ABSTRACT 

Gender Bias and Clinical Judgment: Examining the Influence of Attitudes Toward Women on 

Clinician Perceptions of Dangerousness 

 

Erica G. Rojas 

 
 

 

Mental health professionals are continually asked to determine whether an individual is 

safe to reside in society without restraint. However, early research on the ability of mental health 

professionals to assess dangerousness has produced discouraging results. A clinician’s ability to 

process and recall clinical material may significantly be influenced by patient characteristics. 

Clinicians are not immune to gender biases, and research assessing such differences between 

male and female clinicians -- including how their attitudes toward women influence their clinical 

judgment-- have yielded mixed results. This dissertation will assess the impact of clinician 

attitudinal factors, specifically gender biases, on perceptions of dangerousness. Furthermore, this 

dissertation will also examine themes that emerge regarding gender bias, racial bias, and 

attitudes toward women within the assessment of dangerousness.  
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Chapter I 

INTRODUCTION 

 

Mental health professionals are continually asked to determine whether an individual is 

safe to reside in society without restraint. However, no psychological measure can predict future 

violence with high accuracy (Scott & Resnick, 2006) and early research on the ability of mental 

health professionals to assess dangerousness has produced discouraging results. After a 

comprehensive review of the existing literature, Monahan (1981) concluded that 

the “best” clinical research currently in existence indicates that psychiatrists and 

psychologists are accurate in no more than one out of three predictions of violent 

behavior over a several-year period among institutionalized populations that had both 

committed violence in the past and who were diagnosed as mentally ill (pp. 47, 49).    

Since the early 1990’s, a surge of empirical research focusing on the improvement of risk 

assessment methods suggests that mental health professionals have at least a modest ability to 

predict violence, with predictions significantly more accurate than chance (Lidz, Mulvey, & 

Gardner, 1993; Monahan & Steadman, 1994; Mossman, 1994; Otto, 1992). However, despite 

this surge of empirical research focusing on the use of validated measures and predictive risk 

factors for assessing violence, there exists far less research aimed at understanding the process of 

violence risk assessment. Even less attention has been devoted to what clinicians actually do 

when assessing this risk in practice (Elbogen, 2002).  

A number of obstacles to the accurate assessment of violence have been determined by 

the literature. Several risk factors specific to the client have been associated with an increased 

likelihood of future violence such as demographic factors (e.g. age and gender), and clinical and 

contextual factors (e.g. substance use and mental illness) and how these factors influence an 
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individual’s propensity for violence (Otto, 2000; Scott & Resnick, 2006). Several factors specific 

to the clinician have also been explored in the literature as obstacles to the accurate assessment 

of violence. Cognitive heuristics, a series of mental shortcuts that clinicians utilize in order to 

make judgments (Kahneman, Slovic, & Tversky, 1982; Nisbett & Ross, 1980; Plous, 1993), may 

decrease the accuracy of decision-making (Tversky & Kahneman, 1981). Cognitive biases, or the 

types of errors that clinicians make when formulating their judgments, also decrease accuracy in 

risk assessment (Monahan, 1981). For example, clinicians may unknowingly seek, use and 

remember information that can confirm, but not refute, a certain hypothesis (Quinsey et al., 

2006).  Additionally, clinical judgment is greatly influenced by the knowledge that clinicians 

possess. Scripts, or a person’s beliefs about events that are likely to unfold (Schank & Abelson, 

1977) are formulated as a result of the knowledge that clinicians possess, as they implicitly draw 

upon cues from knowledge to reach conclusions.  

A clinician’s ability to process and recall clinical material may significantly be influenced 

by patient characteristics such as gender. Stereotypes and prototypes are embedded within the 

knowledge and memory of clinicians when developing their conclusions for risk. A stereotype 

consists of a clinician’s beliefs about a particular type of client, and a prototype consists of a 

clinician’s beliefs about the typical example of that client (Quinsey et al., 2006). The cognitive 

processes that clinicians use when making decisions, such as cognitive heuristics, cognitive 

biases and knowledge and memory, can be influenced by specific client variables, leading some 

clinicians’ judgments to be biased (Lopez, 1989). The role of bias and stereotyping in the 

assessment of risk can have significant implications on a clinician’s accurate ability to assess for 

violence. 
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Gender bias refers to the biases associated with gender roles, or socially sanctioned 

behaviors, expectations, and roles defined by society and internalized by the individual as either 

masculine or feminine (Mintz & O’Neil, 1990). For instance, traits that are consistent with 

feminine roles may include emotionality, sensitivity, nurturance, and interdependence, while 

traits that are consistent with masculine gender roles may include assertion, independence, 

dominance, and goal directedness. Gender bias can arise when individuals are viewed negatively 

for deviating from the traditional stereotypical gender roles that society has sanctioned, a 

phenomenon that has implications for the clinical process. For instance, in their landmark study 

Broverman, Broverman, Clarkson, Rosenkrantz, and Vogel (1970) revealed that the gender 

biases held by individual clinicians generally reflected the gender-based stereotypes that exist in 

society, and that clinicians often applied these stereotypes in evaluating the appropriateness of 

certain behaviors and norms for women. Such stereotypes can involve parenting style (i.e. 

women should worry more about becoming good wives and mothers), marriage (i.e. women 

should be free to propose marriage), employment (i.e. men should be given preference over 

women in being hired or promoted) and economic and social freedom (i.e. social freedom is 

worth more to women than acceptance of the ideal of femininity) (e.g., Spence and Helmreich, 

1978). 

Clinicians are not immune to these biases, and research assessing such differences 

between male and female clinicians -- including how their attitudes toward women influence 

their clinical judgment-- have yielded mixed results. Earlier studies have concluded no real 

difference in clinicians’ ability to judge the appropriateness of potential high school courses or 

profiles including aptitudes or occupational choice, for male and female high school students, 

based upon their gender (Borgers, Hendrix, & Price, 1977; Price & Borger, 1977). However, 
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other studies have concluded that male therapists do form judgments on clients based upon the 

client’s ability to uphold traditional gender roles. Wisch and Mahalik (1999) suggested that male 

clients’ anger takes on different meanings for therapists, as clients that did not fit traditional male 

gender role expectations elicited reactions from the clinicians such as decreased liking of, 

empathy for, comfort with, and willingness to see the client. Elbogen, Williams, Kim, Tomkins, 

& Scalora (2001) asserted that clinicians working in an inpatient psychiatric facility did perceive 

male patients to be more dangerous to others than female patients. Results also confirmed that 

clinicians seemed to weigh cues for violence differently according to their own gender and the 

patient’s gender. Specifically, male clinicians based judgments of dangerousness for male 

patients on cues such as adult antisocial behavior and lack of remorse, while in female patients 

they considered lack of empathy and juvenile antisocial acts. Female clinicians determining 

dangerousness in male patients utilized cues such as lack of remorse, and impulsivity, while in 

female patients, only three cues were significant for dangerousness such as lack of remorse, lack 

of empathy and poor behavioral control. 

While it is widely accepted that women commit violent acts at a much lower rate than 

men (Sampson & Lauritsen, 1994), other studies have reported more comparable rates of 

violence among men and women, suggesting that the underestimation of the likelihood of 

violence by women may be a factor contributing to the lack of validity for clinical violent risk 

assessment (Coontz, Lidz, & Mulvey, 1994; Lidz et al., 1993; McNeil & Binder, 1995). 

Clinicians appear to be better at predicting male violence than female violence, though some 

studies of individuals discharged from short-term psychiatric facilities found no significant 

differences in the rates of community violence between male and female patients (Hiday, Swartz, 

& Swanson, 1998; Lidz et al., 1993; Newhill, Mulvey & Lidz, 1995).   
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The majority of the literature on gender and violence has addressed the effects of 

violence toward women as victims or targets in domestic and marital situations (Melton & 

Belknap, 2003; Morse, 1995; Nazroo, 1995; Stets & Straus, 1990), a focus of clear and critical 

importance. Yet, restriction of the research to this dimension prevents women at risk of violence 

from being identified by clinicians and connected to treatment -- as discussed, the research that 

does exist indicates that when the necessity for assessment arises, clinicians may be unprepared 

to adequately assess potential for violence in their female clients. More accurate assessment of 

dangerousness could improve the chances that these women could be offered access to services 

before harm came to others and/or to the women themselves. Furthermore, the limited portrayal 

of women in the existing literature seems to dismiss women as having legitimate capacities for 

anger, rage, and the behaviors that can emerge from them, because those emotions are often 

interpreted as stereotypically masculine. 

Currently, no research has specifically assessed for the impact of clinician attitudinal 

factors, specifically gender biases, on perceptions of dangerousness among female perpetrators. 

Additionally, no literature exists regarding the impact of clinician gender biases on the 

assessment of gender-based contextual cues for violence. Finally, very few studies have focused 

directly upon assessing dangerousness where women may be perpetrators of violent acts. 

Moreover, as has been addressed, the research that does exist indicates that when the necessity 

for such assessment arises, clinicians may be unprepared to adequately assess potential for 

violence in female clients.  

Chapter Outline 

 Chapter II provides a theoretical framework for the current research. The chapter is 

divided into six sections. In the first section, gender role bias and risk assessment is critiqued 
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within a counseling psychology framework. Next, the historical trajectory of the risk assessment 

process is explored, followed by obstacles to the accurate assessment of dangerousness such as 

risk factors specific to the client and the clinician. Additionally, the chapter explores the 

influence of gender bias within the historical social climate and the broader clinical process. 

Next, the chapter will move on to evaluating gender bias within the assessment of dangerousness 

with a more formal critique of the literature exploring the clinician and gender bias, as well as 

the client and gender bias. The chapter then concludes with a summary of the gaps in the 

literature on gender, bias, and the assessment of dangerousness. 

Chapter III explains the methods used in conducting the quantitative analysis to 

determine whether male and female clinicians’ gender biases, as well as gender-specific 

contextual factors for violence, influence clinical perceptions of dangerousness among women. 

Procedures, instruments, data collection methods and analyses will be discussed, along with a 

description of the participant demographics. 

Chapter IV provides an overall analysis of the results. It begins with an explanation of 

preliminary analyses of the data, followed by primary analyses evaluating the main hypotheses 

and open-ended answers of the study. Next, the chapter will explain significant post-hoc 

analyses. The chapter will then conclude with a summary of these findings. 

Chapter V examines and discusses the themes that emerged from the data regarding 

gender bias, racial bias, and attitudes toward women within the assessment of dangerousness. 

Furthermore, the chapter includes an interpretation of the findings as well as implications for 

theory and clinical practice and training. Limitations of the study will also be discussed. The 

chapter will conclude with recommendations for action and directions for future research. 
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Chapter II 

 

LITERATURE REVIEW 

 

Counseling Psychology, Gender Roles, and Risk Assessment 

 

 The American Board of Professional Psychology (2014) identifies a counseling 

psychologist as one who “facilitates personal and interpersonal functioning across the life span 

with a focus on individual, group, and community interventions…” (American Board of 

Professional Psychology [ABPP], 2014). Counseling psychologists have distinguished 

themselves from other specialties by focusing on activities that promote optimal development for 

individuals, groups, and systems (Meara et al., 1988). In an effort to further understand the focus 

of counseling psychology, Howard (1992) surveyed counseling psychologists and asked them to 

endorse values that they felt to be significant to the specialty. Among the top five core 

counseling values identified were a commitment to pursuing respect for the individual and 

diversity.  Accordingly, counseling psychologists in more recent years have taken active 

leadership roles in multicultural issues (Heppner, Casas, Carter, & Stone, 2000) and identifying 

the role of stereotyping and bias (Abreu, 2001; Boysen, 2010; Garb, 1997; Guyll, Madon, Prieto, 

& Scherr, 2010; Niemann, 2001; Spengler & Strohmer, 1994; Sue, Arredondo & McDavis, 

1992).  

 Gender roles. Gender roles and associated beliefs have been significant to the study of 

counseling psychologists in assessing the impact of bias and identity. In the Handbook of 

Counseling Psychology, Gilbert (1992) reported that “Gender roles and beliefs are salient in the 

educational and therapeutic processes. All educators and students, therapists and clients remain 

profoundly influenced, and to some degree restricted, by their own socialization as women and 

men” (p.407).  
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Counseling psychologists have developed their attention to gender roles by establishing 

the impact of the counselor’s gender role upon the counseling relationship (Blier, Atkinson, & 

Geer, 1987; Feldstein, 1979; Good, Dell, & Mintz, 1989; Highlen & Russell, 1980), evaluating 

gender-role conflict and psychological well-being (Blazina & Watkins, 1996; Burnett, Anderson 

& Heppner, 1995; Cournoyer & Mahalik, 1995; Good & Mintz, 1990; Good et al., 1995; Good, 

Robertson, Fitzgerald, Stevens, & Bartels, 1996; Good & Wood, 1995; Mahalik, Cournoyer, 

DeFranc, Cherry, & Napolitano, 1998; Pyant & Yanico, 1991; Robertson & Fitzgerald, 1990; 

Sharp & Heppner, 1991; Stillson, O’Neil & Owen, 1991; Wade, 1996; Wisch & Mahalik, 1999; 

Wisch, Mahalik, Hayes, & Nutt, 1995), and assessing gender role conflict from a multicultural 

perspective (Balkin, Schlosser & Levitt, 2009; Carli, 2001; Dodson & Borders, 2006; Fragoso & 

Kashubeck, 2000; McCarthy & Holliday, 2004; Pederson, & Vogel, 2007; Rochlen & O’Brien, 

2002; Simonsen, Blazina, & Watkins, 2000; Tokar, Fischer, Schaub, Moradi, 2000; Wester, 

2007; Wester, Vogel, Pressly, & Heesacker, 2002; O’Neil, 2008; Zamarripa, Wampold, & 

Gregory, 2003). 

In the 1980s, counseling psychologists studying gender roles mainly focused on assessing 

the impact of counselor gender role on client therapist preference (Blier et al., 1987; Highlen & 

Russell, 1980). Notably, Blier et al. (1987) sampled male and female clients of a university 

counseling center and asked them to read one of six counselor descriptions that included the 

counselor’s gender and three types of gender roles (e.g. feminine, androgynous, and masculine). 

Participants were then asked to rate their willingness to see the counselor presented for a variety 

of concerns based on college student needs, counseling problems and global concerns of 

academic, vocational and personal/social problems. The study revealed a significant effect of 

counselors’ gender role as participants rated counselors with a feminine gender role as more 
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preferable for discussing personal concerns, such as self-understanding, friendship and love. 

Conversely, participants rated counselors with a masculine gender role as more preferable for 

discussing assertive concerns, such as independence and assertiveness. 

The 1990s witnessed a proliferation of studies by counseling psychologists that were 

focused on evaluating gender-role conflict and psychological well-being, particularly in men. 

Research concentrated primarily on the effects of male gender role conflict (Cournoyer & 

Mahalik, 1995; Good et al., 1996; Mahalik, et al., 1998; Sharpe & Heppner, 1991; Wade, 1996), 

the impact on psychological distress resulting from gender role conflict (Good & Mintz, 1990; 

Good et al. 1995; Robertson & Fitzgerald, 1990; Stillson, et al., 1991), and  consequences on 

male attitudes toward help seeking behaviors such as therapy (Blazina & Watkins, 1996; Good & 

Wood, 1995; Wisch et al., 1995). However, Wisch and Mahalik (1999) examined the influence 

of client gender roles on male therapist’s clinical bias by assessing male therapists’ gender role 

conflict, client sexual orientation, and client emotional expression and their relation with clinical 

judgment. In this study, gender role conflict was assessed by the Gender Role Conflict Scale 

(O’Neil, Helms, Gable, David, & Wrightsman, 1986) and therapists were given a series of 

written clinical vignettes to read that outlined a client with randomly assigned variables such as 

sexual orientation and emotional expression (e.g. angry, sad, emotionally restricted). Male 

therapists were asked to rate the client outlined in the clinical vignettes in regards to prognosis, 

adjustment, liking of, empathy for, comfort with and willingness to see. The study concluded that 

the pairing of client homosexuality with anger was correlated with negative reactions (i.e. less 

liking of, less empathy for and less comfort with) from male therapists who experienced gender  

role conflict. Therefore, male clients’ anger may be viewed differently for therapists depending 

on the client’s sexual orientation. These results are consistent with previous research that found 
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gender-role conflict in counselors-in-training to predict negative attitudes (e.g. lower rates of 

liking, empathy) of “nontraditional” men (Hayes, 1984). 

Subsequently, in the early 2000s counseling psychologists continued to focus on male 

gender role conflict, but turned their attention towards the impact on psychological well-being 

among marginalized male populations, such as gay men and people of color (Fragoso & 

Kashubeck, 2000; Simonsen et al., 2000). Most recently, the field has begun to focus on gender 

bias in counselors from a multicultural perspective. For example, Balkin, et al., (2009) studied 

counseling professionals (e.g. professionals and graduate students) and found a relationship 

between religious identity and aspects of gender bias, homophobia and multicultural 

competence.  Participants in this study were asked to complete a number of measures to assess 

religious identity (Religious Identity Development Scale; Veersamy, 2002), gender bias 

(Ambivalent Sexism Inventory; Glick & Fiske, 1996), homophobia (Attitudes Toward Lesbians 

and Gay Men-Revised-Short Form; Herek, 1998), and multicultural awareness (Multicultural 

Awareness, Knowledge, and Skills Survey- Counselor Edition-Revised; Kim, Cartwright, Asay, 

& D’Andrea, 2003). Results concluded that counselors who were more rigid and authoritarian in 

their religious identity tended to exhibit more homophobic attitudes and an increase in tendencies 

toward sexism, such as believing that women should be placed in roles more traditional than 

those chosen by most contemporary women. Furthermore, this study concluded that a greater 

awareness of multicultural issues by counseling professionals did not translate to alleviating 

biases toward rigid gender roles, therefore raising the possibility that counselors may view biases 

toward people of color as less acceptable than biases toward women.  

Risk assessment. As a result of their theorizing and research, counseling psychologists 

have developed an understanding about bias within the counseling process generally, as well as 
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how it impacts the process of risk assessment specifically. Risk assessment is a widely used term 

for a systematic approach to characterizing the probability that an event- causing potentially 

adverse exposure -will take place. Specifically, risk assessment aims to determine the existence 

of a hazard (i.e. street drugs, individual stress levels) and gauge the magnitude of that hazard to 

an identified population (Samet, Schnatter & Gibb, 1998). The qualities of the hazard, whether 

exposure is voluntary or controllable, whether the consequences are catastrophic, or whether the 

benefits of exposure are distributed fairly among those who bear exposure to the risk, all 

influence the perceptions of that risk (Flynn, Slovic, & Mertz, 1994). In particular, of great 

concern among clinicians is how to assess when a client may be at risk for harming others. 

Effective risk assessment, therefore, offers the possibility of translating research findings into 

science-based risk management strategies that can be practically applied (National Research 

Council, 1983).  

Counseling psychologists have focused on the assessment and treatment of suicidal 

clients, with the majority of studies assessing college student populations (Jobes, Jacoby, 

Cimbolic, & Hustead, 1997; Konick & Gutierrez, 2005). For instance, counseling psychologists 

have identified empirically identified risk factors for suicide such as personality, environmental 

stress, use of alcohol and other drugs, history of suicide attempts and lethality of previous 

attempts, physical illness, age, gender, ethnicity, and sexual orientation (Westefeld et al., 2000). 

Konick and Gutierrez (2005) further examined risk factors for suicidality that were related to 

negative life events, such as hopelessness and depressive symptoms (e.g. life stress, social 

isolation) in order to determine factors that precipitated suicide ideation in college students. By 

asking undergraduate students to complete self-report questionnaires assessing life experiences, 

hopelessness, depression, and suicidal ideation, the study confirmed that depressive symptoms 
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and hopelessness are predictors of suicide ideation in students. Furthermore, depressive 

symptoms were found to exert a stronger influence on suicide ideation than hopelessness. These 

findings provided profound clinical implications for understanding suicide risk assessment in 

college students, as it has contributed to developing therapeutic interventions for individuals at 

risk of depression and suicide. Despite these advances for counseling psychologists in the field 

of assessing suicide risk, there is far less research on how clinical biases impact the issue of risk 

assessment.  

As scarce as the research on identity-related bias and risk assessment is, the research on 

the influence of gender bias on risk assessment is even more limited, with few studies having 

assessed for the impact of clinician gender bias on perceptions of dangerousness. Examination of 

this area could be valuable to counseling psychologists as research on gender bias can deepen 

clinicians’ awareness of their own biases and therefore help inform clinical practice. By gaining 

awareness into the facets of gender bias and subsequent interpretations of risk assessment, 

clinicians can inform their own clinical development and contribute to the discussion on how to 

improve the accuracy of clinical judgment in violence assessment practice. Likewise, 

examination of this area could be valuable to applied psychologists and researchers more 

generally, as research has demonstrated that gender influences individuals’ perceptions of risk. 

Men and women may perceive the same risks differently, may perceive different risks, and may 

attach different meanings to what appear to be the same risks (Gustafson, 1998). Revealing these 

gender differences in risk assessment can substantially improve the understanding of gender and 

risk and may contribute to developing a working model for clinical judgment.  

Researchers and clinicians, therefore, have much to learn about the relationship between 

gender bias and how it can impact the adequacy of risk assessment methods, as the following 
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review of the literature will illustrate. The discussion will begin with outlining the assessment of 

risk and how approaches to risk assessment have evolved over time. Next, obstacles to the 

accurate assessment of dangerousness/violence, such as client specific and clinician specific risk 

factors, will be explored. Subsequently, gender bias and its role in the clinical process will be 

investigated, including attitudes toward women and its influence on clinicians. Following this, 

gender bias and the assessment of dangerousness, including the impact of gender bias on the 

client and clinician, will be discussed. Afterwards, gaps in the literature pertaining to gender, 

bias, and the assessment of dangerousness will be explored. Finally, the purpose of the study will 

be introduced, as well as research questions and appropriate hypotheses.  

The Assessment of Risk 

A seminal research report, Risk Assessment in the Federal Government: Managing the 

Process, defined risk assessment as ". . . the use of the factual base to define the health effects of 

exposure of individuals or populations to hazardous materials and situations" (National Research 

Council, 1983, p. 3). Risk assessment is the systematic approach to characterizing the probability 

that an event, causing potentially adverse exposure, will take place (Samet, et al., 1998). The  

field of risk assessment has grown over time. Beginning in the 1970s, a number of approaches to 

risk assessment have evolved as a result of new advances being made in the areas of decision 

making and clinical bias (Boer, Hart, Kropp, & Webster, 1997; Hanson, 1998; Melton, Petrila, 

Poythress, & Slobogin, 1997).  

Hall and Ebert (2002) classified the evolution of risk analysis as fitting into five major 

generations. Clinical risk assessment was the first generation of risk assessment methods to 

evolve from an applied perspective (Hall & Ebert, 2002). In this method, clinicians gather, 

combine and process relevant client data such as test data, interview information and history. 
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Clinicians then process this data and offer clinical impressions and judgments (Otto, 2000). 

Though this is the method historically used by mental health professionals, clinical risk 

assessment is considered to be relatively unstructured, as clinicians gather information they deem 

relevant and process that information in ways that they deem appropriate. As a result, the 

assessment process is considered to vary considerably among mental health professionals and the 

presumed lack of reliability has limited the validity of this approach (Ziskin, 1995).  

In the mid-1970s, a second generation of prediction methods was developed in an effort 

to impart structure to clinical opinions. This was defined as the anamnestic assessment, in which 

clinicians attempt to identify risk factors through a detailed examination of the client’s history of 

threatening behavior. This includes a review of third party information, such as arrest reports or 

familial accounts, psychological testing, and the identification of themes across violent events 

that may be important to articulate risk or protective factors (Otto, 2000). The anamnestic 

method, therefore, was considered to improve upon earlier clinical assessments in the sense that 

it identified the client as a person in context and over time, and evaluated his or her life story. 

Through this method, the clinician would identify prior incidents of violence, situational 

circumstances in which the event occurred, and precipitating factors. An anamnestic evaluation 

would look to identify patterns of negative outcomes in a client’s life, evaluating under which 

circumstances that person is likely to commit an act of violence. Furthermore, the clinician 

would explore the personal characteristics of the client that have made them likely to commit 

acts of violence in the past, and may continue to influence their behavior in the future (Dvoskin, 

2002). For example, a clinician might identify a client’s propensity to engage in acts of violence 

when they are confronted with rejection by others. This can be identified as a historical trigger 

for the client and used to assess future risk.  
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  Despite these advances, this second generation of structured clinical opinion bore no 

published literature with respect to the procedure and evaluation of this model. The amnestic 

method also failed to recognize the dynamic nature of violence, as the same individual can be 

violent in many different ways and in many different circumstances (Douglas & Kropp, 2002). 

The 1980s brought a proliferation of research regarding risk assessment and provided the 

basis for a third generation of prediction methods based upon empirically guided evaluation 

(Hall, 1988; Hall, Catlin, Boissevain, & Westgate, 1984; Klassen & O’Connor, 1989; Menzies, 

Webster, & Sepejak, 1985; Nuffield, 1982; Webster, Harris, Rice Cormier, & Quinsey, 1994). 

Factors related to history (e.g. history of violence), opportunity association of risk (e.g. recent 

purchase of weapon, cessation of psychotropic medication), and triggering stimuli (e.g. 

substance intoxication) were empirically established as central to the prediction of risk and 

violence (Hall & Ebert, 2002). This third generation of risk assessment, referred to as guided or 

structured clinical assessment, requires that the clinician gather and process information gained 

during the course of a clinical evaluation, but that they also identify and incorporate risk factors 

for violence that have been empirically validated. Therefore, even though clinicians still utilize 

unstructured clinical opinion to conduct their evaluations, they are encouraged to base their 

judgments on risk factors that have predictive value and should be uniform across examiners 

(Borum & Otto, 2000). 

In the 1990s a fourth generation of prediction methods consisting of pure actuarial 

methods appeared (Hanson & Thornton, 2000; Quinsey, Harris, Rice, & Cormier, 1998; 

Quinsey, Rice & Harris, 1995). In this context, the word actuarial refers to methods that allow 

clinicians to make decisions based on data which can be coded in a predetermined manner. These 

decisions are based on a limited amount of risk factors (e.g. variables associated with the 
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probability that violence will occur) that are known, or are thought, to predict violence across 

settings and individuals. These risk factors tend to be static-- for example demographic variables 

such as gender of the individual (Dolan & Doyle, 2000). These actuarial measures were used in 

the form of standardized scales in which the clinician gathers client data and enters it into a pre-

existing equation outlined by the instructions of a measure.  

For example, the Violence Risk Appraisal Guide (VRAG) (Quinsey, et al., 1998) is an 

actuarial measure that is widely relied upon as a means of predicting violence by clinicians. The 

VRAG contains twelve items that measure historical static factors. Each item correlates with 

violent recidivism ranging in strength from -.11 to +.34 (Quinsey et al., 1998). Clinicians are 

asked to rate a number of items and then calculate the score for each individual. The items in the 

VRAG are comprised of a Revised Psychopathy Checklist Score --based on the twenty item 

PCL-R (Hare, 1991), which was devised as a research tool to measure interpersonal, affective 

and behavioral traits consistent with psychopathy-- an elementary school maladjustment score, 

and items devised to determine whether individuals meet diagnostic criteria for a personality 

disorder and/or schizophrenia, the individual’s age at the time of offense, whether there was 

separation from either parent under the age of sixteen, whether there was failure on prior 

conditional release for the individual (e.g. parole violation), whether there is a nonviolent offense 

history, whether or not they have been married, whether they have abused alcohol at any time, 

what their most serious injuries caused to a victim were, and whether a female was ever a victim 

of their violent behavior. The scoring for the VRAG ranges from -28, the lowest probability that 

an individual will become violent, to +33, the highest probability that a person will become 

violent (Quinsey et al., 1998). 
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Actuarial measures provided quantitative degrees of certainty for assessing specific 

clinical risk (e.g. violent recidivism) as accuracy and error rates are known (Otto, 2000). 

Therefore, they represented a significant advancement in risk assessment as studies suggested 

that actuarial formulas performed as well or better than clinical judgment (Grove & Meehl, 

1996). Despite such improvements, actuarial measures also function to limit clinical opinion 

during risk assessment, as they prevent the clinician from considering case specific information 

that may be relevant to the assessment of risk for that particular client (Hanson, 1998). For 

example, these measures may tend to ignore individual variations in risk as they focus primarily 

on relatively static variables such as age, gender and whether or not the individual has a history 

of violence or meets criteria for a diagnostic disorder such as schizophrenia. As the risk 

assessment field continues to develop, the definitions of risk variables have expanded to 

encompass a broader range of violent behaviors and shifted to a model that gauges risk along a 

continuum (Steadman et al., 2000). For instance, clinicians should not only distinguish static risk 

factors, but should take into consideration potential harm (e.g. the nature and severity of the 

results of the violent behavior) and risk level (e.g. the probability that violence will occur).  

Actuarial measures minimize clinicians’ professional judgment by failing to account for details 

that would fall along this this continuum of risk (e.g. severity and nature of the incident, 

precipitating events leading to past occurrences of violence). Furthermore, actuarial measures 

often restrict the assessment of risk to specific populations-- measures such as the VRAG 

(Quinsey et al., 1998) and Violence Prediction Scheme (Webster et al., 1994) were developed 

with samples of institutional populations that have criminal histories and are limited in their 

utility with non-forensic populations (Otto, 2000). 
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A recent fifth generation of risk assessment called structured professional judgment 

offers a balanced view between clinical and actuarial, as it capitalizes on the use of empirically 

sound actuarial measures while incorporating characteristics and context that may be lost by 

excluding structured clinical judgment (Hall & Ebert, 2000). Clinical judgment has become 

increasingly grounded in empirical research (Webster, Douglas Eaves, & Hart, 1997) and 

actuarial approaches have begun to mirror the process of clinical decision-making (Monahan et 

al., 2000). As a result, guided clinical evaluation tools such as the Historical/Clinical/Risk 

Management-20 (HCR-20) offer an actuarial measure that is inclusive to empirically validated 

risk factors specific to the client, all the while integrating important factors from the past, present 

and future (Webster et al., 1997).   

Assessing risk of violence to others. Violence risk assessment is defined as “the process 

of evaluating individuals to characterize the likelihood that they will commit acts of violence and 

develop interventions to manage or reduce that likelihood” (Hart, 1998, p. 122). The prediction 

of violence is one of the most highly complex issues in behavioral science and law (Grisso & 

Appelbaum, 1992; Litwack, 1993; Poythress, 1992). The assessment of violence is relevant to a 

broad range of issues such as counseling, criminal and civil law, and community violence 

(Heilbrun, O’Neill, Strohman, Bowman, & Philipson, 2000; Hall & Ebert, 2000). Between 1992 

and1996, over two million United States residents were victims of violent crimes while at the 

workplace or on duty (U.S. Department of Labor Bureau of Justice Statistics, 1996). Of these 

two million incidents, over one thousand per year were homicides. Schools are also frequently 

the scene of violence as they have begun to mirror the behaviors and events of society. Urban 

schools have been affected by intrusions of street violence, and a series of well-publicized 

shootings in smaller cities and towns across the United States have resulted have compelled 
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increased security measures and a number of special programs to predict and prevent violent 

behavior (Hall & Ebert, 2000). 

Violence risk assessment has also increasingly become a legislative concern with a 

foreseeable impact on the United States healthcare system. Managed care has increasingly begun 

to penetrate public and private mental health systems in an effort to contain costs and limit 

service utilization. Individuals who are determined to be of danger to others or at risk for 

committing violent behavior often utilize high-cost services such as inpatient hospitalizations 

(Petrila, 1995). Therefore, such individuals are at risk for attempts to contain costs by being 

excluded from a benefit plan, as a result of exceeding the benefit limit, making them unable to 

acquire the treatment needed and making them a risk to others (Borum, 1996).  

Despite such systemic obstacles, the judicial system continues to rely on mental health 

professionals to determine potential dangerousness, placing a high level of responsibility on 

practitioners to assess a person’s potential to become violent (Smee & Bowers, 2008). In cases 

involving civil liability, criminal responsibility and societal safety, mental health professionals 

are continually asked to determine whether an individual is safe to reside in society without 

restraint. An example of such is the California Supreme Court’s decision in the landmark case of 

Tarasoff v. Regents of the University of California (1976) which initiated a duty to warn on the 

part of therapists- the duty- for mental health professionals to protect third parties against patient 

violence if determined that the patient poses a serious danger. The case of Barefoot v. Estelle 

(1983) further established the use of expert testimony by psychiatrists regarding the probability 

of future violent behavior. If mental health practitioners can accurately predict an individual’s 

propensity for violence, then preventative measures can be taken to protect the safety of that 

individual and society at large (Glancy & Chaimowitz, 2005). 
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The assessment of dangerousness/violence as a clinical feature. Scott and Resnick 

(2006) asserted that “dangerousness” is not a psychiatric diagnosis, but rather a legal judgment 

based on social policy. Therefore, it can be considered to be a broader concept than violence or 

dangerous behavior, as it indicates an individual’s propensity to commit dangerous acts (Mulvey 

& Lidz, 1995). Scott and Resnick (2006) stated that it may be useful for clinicians assessing 

dangerousness to divide the concept into five components: a) the magnitude of harm being 

threatened (e.g. physical or psychological harm and the degree of such), b) the likelihood that a 

violent act will take place (e.g. the seriousness of the person’s intent), c) the imminence of harm, 

and d) the frequency of behavior (e.g. how many times the behavior has occurred over specified 

period of time) and the fifth component is acknowledging situational factors that increase the risk 

of future violence such as access to weapons and exposure to alcohol and illicit drugs. 

Presently, no psychological measure can predict future violence with high accuracy 

(Scott & Resnick, 2006). Early research on the ability of mental health professionals to assess 

dangerousness has produced discouraging results. Before 1966 there was relatively little 

attention paid to the accuracy of clinicians’ ability to predict risk. The U.S. Supreme Court 

ruling, Baxstrom v. Herold (1966), brought into question the methods used by clinicians to assess 

dangerousness for the purposes of involuntary civil psychiatric commitment. Johnnie Baxstrom 

was an individual who was certified as mentally ill and a danger to others by mental health staff 

while serving a three year sentence in prison in New York State. He was transferred to a 

psychiatric hospital where mental health staff then petitioned the county court and requested that 

Baxstrom remain in the hospital setting and be civilly committed beyond the expiration of his 

prison sentence. Under New York law, the civil commitment of prisoners to psychiatric hospitals 

differed from all other civil commitments in that they were denied the right to demand a full 
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review by a jury to determine whether or not they had a mental illness. The Supreme Court held 

that Baxstrom was entitled to the same treatment as those who sought to be civilly committed, 

and that he was indeed entitled to a judicial review before a jury to call into question his need for 

institutionalization (Harris & Lurigio, 2007). This landmark ruling resulted in the release or 

transfer of 966 mentally ill patients that were previously deemed at risk of harm to others by 

mental health providers, from maximum security hospitals to the community or lower security 

hospitals. Cocozza and Steadman (1974) followed this cohort of patients and reported that after 4 

years, only 20% had been reconvicted of an offense, with the majority of those offenses being 

non-violent. Therefore, it was established that clinicians making dangerousness determinations 

tended to over-predict future violence.          

In a similar case, State v. Dixon (1973), 586 inmates committed to a state hospital were 

reassessed and then transferred to civil hospital settings or into the community. Thornberry and 

Jacoby (1979) followed this sample and did an in depth investigation as they conducted 

interviews with hospital administrators and over half of their sample in order to ask about 

offenses committed. They found that four years after being released only 14% of the individuals 

had been arrested or readmitted to the hospital for a violent act. After a comprehensive review of 

the existing literature, Monahan (1981) concluded that 

the “best” clinical research currently in existence indicates that psychiatrists and 

psychologists are accurate in no more than one out of three predictions of violent 

behavior over a several-year period among institutionalized populations that had both 

committed violence in the past and who were diagnosed as mentally ill (pp. 47, 49).    

Since the early 1990’s, a surge of empirical research focusing on the improvement of risk 

assessment methods suggests that mental health professionals have at least a modest ability to 
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predict violence, with predictions significantly more accurate than chance (Lidz et al., 1993; 

Monahan & Steadman, 1994; Mossman, 1994; Otto, 1992). During a comprehensive review of 

the violence prediction literature from the previous fifteen years, Otto (1992) concluded that, 

“changing conceptions of dangerousness and advances in predictive techniques suggest that, 

rather than one in three predictions of long-term dangerousness being accurate, at least one in 

two short-term predictions are accurate” (p.130). Mossman (1994) also concluded during his 

reanalysis of fifty-eight existing data sets on the prediction of violence that clinicians were able 

to distinguish violent from nonviolent patients with a “modest, better-than-chance level of 

accuracy.” Though the level of predictive accuracy among clinicians has improved as a result of 

advances in research methodology, there still remains room for error in the clinical process. Otto 

(1992) asserts that, “even under the best circumstances… mental health professionals will still 

make a considerable number of incorrect predictions with false positive being the most common 

type of error” (p.128).  

Despite the surge of empirical research focusing on the use of validated measures and 

predictive risk factors for assessing violence, there exists far less research aimed at 

understanding the process of violence risk assessment. Even less attention has been devoted to 

what clinicians actually do when assessing this risk in practice (Elbogen, 2002). The greatest 

challenge to helping clinicians improve their assessments appears to be joining the seemingly 

separate domains of violence assessment research and what clinicians actually do within their 

practice of assessment (Webster et al., 1997). Providing such insight would serve to contribute to 

advancements in risk assessment accuracy (Elbogen, 2002). For instance, Mulvey and Lidz 

(1985) state that “it is only in knowing how the process occurs that we can determine both the 

potential and the strategy for improvement in the prediction of dangerousness. Addressing this 
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question requires systematic investigation of the possible facets of the judgment process” 

(p.215). 

Obstacles to the Accurate Assessment of Dangerousness/Violence 

Client-specific risk factors. The clinical assessment of dangerousness requires a review 

of several risk factors specific to the client that have been associated with an increased likelihood 

of future violence (Humphreys, Johnstone, MacMillan, & Taylor, 1992; Pearson, Wilmot, & 

Pade, 1986; Swanson, Holzer, Ganju, & Jono, 1990). These types of risk factors for violence can 

fall into two categories: static (e.g. factors that cannot be changed), such as demographic and 

historical factors, and dynamic (e.g. factors that are amenable to change) such as clinical and 

contextual factors (Otto, 2000). 

Static risk factors. Static risk factors are considered to be client-related factors that 

cannot be changed, or are not particularly amenable to change. Among static risk factors are 

demographic variables of the client, most notably age and gender of the individual (Otto, 2000). 

Age is well known in the literature as a risk factor for violence, as individuals in their late teens 

and early twenties are at highest risk for violent or threatening behavior (Bonta, Law, & Hanson, 

1998; Swanson et al., 1990). Swanson et al. (1990) found that respondents from an 

Epidemiologic Catchment Area study reported violent behavior was 7.34% among those between 

eighteen and twenty-nine years old, 3.59% among those between the ages of thirty and forty-four 

and 1.22% among individuals between forty-five and sixty-four years old and less than 1% 

among individuals sixty-five years and older. Furthermore, the age at which the first serious 

offense occurred is also a significant factor as individuals who first commit violent actions at an 

earlier age, specifically prior to age twelve, are more likely to engage in violence over the 

lifespan (Otto, 2000). Borum (1996) reported that the risk for violent behavior increased with 
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each prior episode, making the chance that a future violent act would occur to exceed 50% for an 

individual with five or more prior episodes of violence.            

Gender is a demographic variable that has garnered increasing attention in the violence 

literature (Dobash, Dobash, Wilson, & Daly, 1992; Wilson & Hernstein, 1985). In the general 

population, males are more likely than females to engage in violent behavior, and that behavior 

is more likely to be more severe and cause more harm (Federal Bureau of Investigation, 1993). 

For instance, Tardiff and Sweillam (1980) found that males perpetrate violent acts approximately 

ten times more often than females. However, in cases among individuals with mental illness, 

men and women do not significantly differ in their base rates of violent behavior. In their study 

of psychiatric patients evaluated in a hospital emergency room, Lidz, et al. (1993) reported 

comparable or higher rates of violence for females as compared to males. Krakowski and Czobor 

(2004) assessed male and female psychiatric inpatients and found that similar percentage of 

women and men had an incident of physical assault while hospitalized. Furthermore, women had 

a higher frequency of physical assaults during the first ten days of the study while men were 

more likely to perpetrate assaults that resulted in injury. 

Another category of static risk factors is historical variables, such as a prior history of 

violence or history of experienced or witnessed abuse. The literature on historical factors of 

violence has established a past history of violence, or more generally criminal behavior, as the 

single best predictor of future violent behavior (Bonta et al., 1998; Kay, Wolkenfel, & Murrill, 

1988; Klassen & O’Connor, 1994; Mossman, 1994). The MacArthur Violence Risk Assessment 

Study, a prospective study of violent behavior in persons recently discharged from psychiatric 

hospitals, monitored male and female psychiatric inpatients that had committed acts of violence 

toward others and were released into the community. They concluded that all measures of prior 
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violence (e.g. self-report, arrest records and hospital records) were strongly related to future 

violence. Similarly, Tardiff, Marzuk, Leon, and Portera (1997) reported that among inpatient 

psychiatric patients recently released, those who reported a violent episode in the week prior to 

admission were nine times more likely to engage in violent behavior in the two weeks after their 

discharge. 

Dynamic risk factors. Dynamic risk factors are client-related factors that are amenable to 

change, such as clinical and contextual factors influencing the individual’s propensity for 

violence. There are a number of clinical risk factors outlined in the literature, notably substance 

use and mental illness, which impact an individual’s chances of committing a violent act (Otto, 

2000; Scott & Resnick, 2006). Drug and alcohol use are strongly associated with violent 

behavior (MacArthur Foundation, 2001; Tardiff, 1999) and the majority of individuals involved 

in violent crimes are under the influence of alcohol at the time of the incident (Murdoch, Pihl, & 

Ross, 1990). Furthermore, with the exception of a noted history of violent behavior, a diagnosis 

of substance abuse or dependence is the single greatest risk factor for threatening or assaultive 

behavior. Swanson et al. (1990) found that individuals in the community with a substance abuse 

or dependence diagnosis were fourteen times more likely to engage in aggressive or threatening 

behavior. Steadman et al. (1998) also conducted a study comparing discharged psychiatric 

patients to non-patients in the community, and found that substance abuse tripled the rate of 

violence in non-patients and increased the rates of violence among discharged patients by up to 

five times.  

The research examining whether individuals with mental illness are more violent than 

non-mentally ill individuals has yielded mixed results (Link, Andrews, & Cullen, 1992; 

Steadman et al., 1998; Swanson et al., 1990; Torrey, 1994). Monahan (1997) concluded in a 
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study of civilly committed psychiatric patients that were released into the community, that most 

mentally ill individuals were not violent. Despite the tenuous relationship between mental illness 

and violence, it was found that violent conduct was greater during periods in which the person 

was experiencing acute psychiatric symptoms. Therefore, psychiatric symptoms such as the 

presence of psychosis or depression may impact an individual’s ability to engage in violent 

behavior (Humphreys et al., 1992; Scott & Resnick, 2006). In addition, the presence of other 

emotions secondary to psychiatric symptoms (e.g. anger, anxiety) also increase an individual’s 

chances of acting aggressively (Appelbaum, Robbins, & Roth, 1999). Personality traits and 

certain personality disorder diagnoses such as borderline (Tardiff, 1999; Tardiff & Sweillam, 

1980) and antisocial personality disorder (MacArthur Foundation, 2001) are also associated with 

increased violence. 

Lastly, dynamic factors such as contextual factors for risk are important to consider for 

each client. Otto (2000) asserted that behavior is determined by both the person and situational 

factors, therefore making an understanding of contextual and environmental factors associated 

with violence to be a significant part of violence assessment. Though there is less empirical 

literature regarding environmental contributions to violence than client-related factors, 

contextual factors such as the individual’s perceived stressors and social support, availability to 

weapons, substances and victims, and setting of the violent act are all important considerations. 

For example, there is essentially universal agreement that stress is an important risk factor for 

violence (Borum, 1996; Monahan & Steadman, 1994) and Otto (2000) asserted that it intuitively 

makes sense that individuals who have access to weapons are more likely to engage in more 

harmful forms of violence. Additionally, Steadman et al. (1998) concluded that setting does 

influence violent behavior, as mentally ill individuals were more likely to engage in violent acts 
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in their homes, while individuals without mental illness were more likely to engage in violence 

in public settings. Furthermore, Swanson, Borum, Swartz, and Hiday (1999) concluded that there 

were gender differences in the setting of violent acts, as 65% of violent women reported 

engaging in violent behavior in the home, while 36% of violent men reported engaging in violent 

in the home. 

Clinician-specific r isk factors. In order to understand how client-related factors are 

incorporated in determinations of risk, we must form a deeper understanding of clinicians’ 

processes in reaching conclusions regarding perceptions of dangerousness. Monahan (1993) 

outlined four tasks that clinicians must implement in order to perform a professionally adequate 

risk assessment. He asserted that clinicians must be educated about what information to gather, 

must efficiently gather the information, must use the information to estimate risk, and if 

clinicians are not the ultimate decision maker, must communicate their findings to those 

responsible for making the clinical decisions. Of additional importance are clinicians’ familiarity 

with basic concepts, such as clinical and legal education, their ability to collect all relevant 

information such as records and collateral information, and their ability to effectively 

communicate the results.    

While there is an abundance of empirical research informing clinicians on what they 

should do during risk assessment, far less attention has been devoted to what clinicians actually 

do when assessing this risk in practice in applying clinical judgment (Elbogen, 2002). The term 

clinical judgment has been described to mean “an interpretation or conclusion about a patient’s 

needs, concerns, or health problems, and the decision to take action (or not), use or modify 

standard approaches, or improvise new ones as deemed appropriate by the patient’s response” 

(Tanner, 2006, p.204). Clinical judgment is a complex process, often requiring clinicians to be 
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flexible and nuanced in their ability to recognize salient aspects of an ambiguous clinical 

situation, interpret the meaning of such and formulate responses that are appropriate. In order to 

describe how clinicians make judgments, we must formulate an understanding of cognitive 

heuristics, or how judgments are made, develop an understanding of cognitive biases, or the 

types of errors that clinicians make when formulating these judgments, and develop an 

awareness of the role that knowledge and memory may play in the process of clinical judgment. 

Cognitive heuristics. Cognitive heuristics can be used to describe a series of mental 

shortcuts that clinicians utilize in order to make judgments (Kahneman et al., 1982; Nisbett & 

Ross, 1980; Plous, 1993). At times, clinicians conducting risk assessments may be overwhelmed 

with the amount of information presented, or may be under time constraints to reach conclusions. 

Heuristics are implicit cognitive structures that allow clinicians to formulate clinical conclusions 

efficiently, however they may decrease the accuracy of decision-making (Tversky & Kahneman, 

1981). Examples of such are the representativeness heuristic, the availability heuristic and the 

anchoring and adjustment heuristic.  

The representativeness heuristic is utilized when a clinician makes a judgment by 

deciding whether a person is representative of a category. For example, when making a diagnosis 

clinicians may compare a client to what is understood to be typical of symptoms associated with 

a category of diagnostic criteria (Quinsey et al., 2006). However, clinicians may inadvertently 

make illusory correlations in practice, drawing correlations between two entities that are not 

necessarily correlated (Chapman & Chapman, 1967). For example, a clinician might correlate 

risk cues, such as a mental disorder diagnosis and a high risk of violent behavior, when no 

correlation has been consistently shown to exist between them (Hart, 1998).   
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The availability heuristic describes the implicit process of judgments being influenced by 

the ease in which objects or events can be remembered. For example, a clinician will be more 

likely to diagnose a client with borderline personality disorder rather than histrionic personality 

disorder if that clinician can more easily recall clients who have had borderline personality 

disorder (Quinsey et al., 2006). Furthermore, research on typicality effects states that items most 

frequently represented in memory (e.g. stereotypes) are more likely to be recalled due to their 

availability in memory, which provides for faster identification as a result of requiring less 

memory search (Rohrer, 2002).   

The anchoring and adjustment heuristic describes a cognitive process in which the nature 

of judgments varies as a function of the order of the presentation of information (Tversky & 

Kahneman, 1974). For instance, if a judgment changes depending on whether an item of 

information is collected early or late during the course of a risk assessment, anchoring and 

adjustment is considered to have occurred. This heuristic also occurs when clinicians are 

influenced by the range of the populations they work with. A clinician is more likely to consider 

a client to be well adjusted if that clinician generally works with a population that is relatively 

more disturbed than that client (Quinsey et al., 2006).      

Cognitive biases. An understanding of cognitive biases, or the types of errors that 

clinicians make when formulating their judgments, is paramount to the advancement of the 

clinical risk assessment process. Clinicians are at risk for a number of biases that decrease 

accuracy in risk assessment (Monahan, 1981). Examples of such biases are confirmatory biases, 

hindsight biases and the ignoring of base rates or norms.  

Confirmatory bias describes a tendency to seek, use and remember information that can 

confirm, but not refute, a hypothesis. Confirmatory bias can be important for understanding how 
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clinicians integrate information to formulate clinical judgments, as clinicians may ignore 

information that does not support their own hypothesis, interpret ambiguous information as 

supporting their own hypothesis, or ultimately not consider information that may support an 

alternate hypothesis. Though the topic of confirmatory bias as it relates to clinicians when they 

integrate information has not been studied, it has been indicated that confirmatory bias occurs 

when clinicians search for and remember information (Quinsey et al., 2006).   

Hindsight bias can be described as when clinicians perceive an increased likelihood of an 

event occurring, after they learn that the outcome has already occurred (Quinsey et al., 2006). 

While this bias may not initially appear as harmful to the process of violence risk assessment, 

being that a salient risk factor to predict future violence is the presence of past violent acts, it 

may prevent clinicians from taking into account the context of the violent act. Research in the 

area of social psychology on the hindsight bias indicates that people are generally over 

deterministic when they construct causal explanations (Hawkins & Hastie, 1990). Specifically 

when a client is presented to a clinician during a violence risk assessment, oftentimes clinicians 

already know the outcome, such as the behavior, symptoms, or in some cases the violent act 

committed. As a result, clinicians are likely to overestimate the probability that their causal 

formulations are correct (Quinsey et al., 2006).   

  Monahan (1981) asserted that ignoring base rates, or prior probabilities, for violence 

particularly decreases accuracy in violence risk assessment. Research indicates that clinicians 

frequently do not attend to base rates when they make diagnoses, and may not pay attention to 

how often clients with certain characteristics act violently in certain contexts. As a result, 

clinicians misperceiving base rates will severely impair the validity of their clinical judgment 

(Garb, 1996). For example, one study followed patients for six months after clinicians had made 
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predictions of violence. It was concluded that the mental health professionals made more 

predictions of violence for the male patients (45%) than for the female patients (22%), however 

the female patients were violent more often than the male patients (49% compared to 42%) (Lidz 

et al., 1993). Clinicians incorrectly misperceiving base rate information and ignoring the 

contextual cues for violence specific to each situation can lead to highly invalid predictions. 

Knowledge and memory. Additionally, clinical judgment is greatly influenced by the 

knowledge that clinicians possess. Schematic processing involves the use of organized 

knowledge structures, otherwise referred to as schemas, to process information. These schemas 

are greatly influenced by scripts, or a person’s beliefs about events that are likely to unfold 

(Schank & Abelson, 1977). In turn, scripts are formulated as a result of the knowledge that 

clinicians possess, as they implicitly draw upon cues from knowledge to reach conclusions.  

In studying the clinical judgment process, it is also important to consider the role of 

memory. A clinician’s recall of clinical material may significantly be influenced by patient 

characteristics such as gender. Few studies have examined the intersection of clinician recall as it 

relates to clinical judgment bias. However, earlier studies such as Buczek (1981) found that a 

client’s gender affected clinician recall and recognition of the information presented by the 

client. Female clients that voiced vocational concerns were more likely to be recalled by 

clinicians, when compared to male clients that voiced identical concerns. It appeared that 

clinicians encountering female clients that voiced vocational concerns may have gone against the 

clinician’s expectations. Such findings are consistent with previous research indicating that when 

clinicians encounter information that is incongruent with their expectations or stereotypes, the 

outcome may be greater recall (Hastie & Kumar, 1979; Hemsley & Marmurek, 1982).  
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Stereotypes and prototypes are embedded within the knowledge and memory of 

clinicians when developing their conclusions for risk. A stereotype consists of a clinician’s belief 

about a typical client, and a prototype consists of a clinician’s belief about a prototype or 

example of that client. For example, a clinician may compare a client to other clients that they 

have worked with in the past that exemplify or clearly possess the trait or symptoms of a 

diagnosis, or may compare a client to their concept of a “typical” person with those traits or 

symptoms (e.g. stereotype) or may even compare that client to a theoretical standard that serves 

to define that specific trait or symptom for diagnosis (e.g. prototype) (Quinsey et al., 2006).  

Research has shown that a prototype is more likely to be invalid when based upon a 

clinician’s clinical experience than on empirical research (Quinsey et al., 2006).  For example, 

Poole, Lindsay, Memon and Bull (1995) concluded that psychologists making causal judgments 

regarding indicators of suspected childhood sexual abuse were incorrect in identifying the most 

frequently listed indicator of childhood sexual abuse to be “adult sexual dysfunction.” The 

research indicates that many survivors of child sexual abuse do not have sexual dysfunction, and 

most cases of sexual dysfunction are unrelated to a history of childhood sexual abuse. Clinicians 

may have compared this population to a theoretical standard, or incorrectly drawn upon their 

own clinical experiences to reach an incorrect conclusion.  

Casas, Brady and Ponterotto (1983) further asserted that stereotypes and memory can 

greatly influence error in the clinical judgment process. Their study examined the effect that 

ethnicity and sexual orientation had on clinician recall of characteristics pertaining to students of 

differing ethnicities and sexual orientations. During this study, when the descriptions of students 

provided were consistent with stereotypic notions of the student’s background (e.g. a 

homosexual student described as promiscuous) clinicians more accurately recalled the 
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relationship between the student’s ethnic background and additional characteristics. However, 

when the descriptions of students were not consistent with stereotypic notions (e.g. a Chicano 

student residing in an exclusive area) clinicians made more errors in recall. These findings 

support previous research to conclude that clinicians may more accurately recall information 

from memory about clients when the information is consistent with their stereotypes of the 

differing client groups (Bridges & Steen, 1998; Spengler & Strohmer, 1994; Stewart, Vassar, 

Sanchez & David, 2000). 

  Gaining a more in depth understanding of the cognitive processes that clinicians use 

when making decisions, such as the role of cognitive heuristics, cognitive biases and knowledge 

and memory, can be applied to advance our understanding of how clinical judgments are formed. 

Furthermore, each of these cognitive processes can be influenced by specific client variables, 

leading some clinicians’ judgments to be biased (Lopez, 1989). Clearly, the role of bias and 

stereotyping in the assessment of risk can have significant implications on a clinician’s accurate 

ability to assess for violence. In the following sections of the chapter, the roles of race and 

gender bias in particular will be explored. 

Race Bias and the Clinical Process  

 Race bias amongst clinicians has been a long-standing interest that has been well 

documented in the literature with mixed results—raising serious questions as to the accuracy of 

clinical judgment. Early research has revealed that mental health clinicians are more likely to 

diagnose Black patients with more serious mental illness such as schizophrenia, and more likely 

to diagnose White patients with more transient forms of illness such as mood disorders (Lawson, 

1986; Neighbors, et al. 1989; Simon et al. 1973; Strakowski et al. 1996; Worthington, 1992). 

Vocational counselors have also been found to underestimate the career potential of African-
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American clients, judging Black clients negatively when compared to the same clinical vignettes 

presented with the patient as European American (Rosenthal, 2004). Even medical practitioners 

have even been found to implicitly prefer White patients, perceiving Black patients as less 

cooperative with medical procedures with no true racial disparities documented (Green et al., 

2007). 

 With regard to clinicians and violence, research indicates that psychiatrists were found to 

routinely overestimate the violence potential of non-white, male psychiatric inpatients in their 

care (McNeil & Binder, 1995).  Black psychiatric patients residing in inpatient facilities and 

Black prison inmates are often predicted to be more violent than White psychiatric inpatients and 

inmates, even when race is not significantly related to the occurrence of violence (Garb, 1998). 

Additional studies have replicated these findings as Hoptman et al. (1999) found that 

psychiatrists inaccurately overpredicted that Black patients would become assaultive in a 

forensic psychiatric hospital facility. Similar results were even found for hypothetical patients in 

a British vignette study. Hypothetical patients described as Afro-Caribbean were rated by 

psychiatrists as potentially more violent, when compared to the same case histories presented 

with descriptions of the patient as White (Lewis et al., 1990). 

Researchers have theorized that there are considerable difficulties in evaluating the 

evidence on the influence of racial stereotypes on clinical judgements of dangerousness. Direct 

comparison of studies is impeded by flaws in research methods. Some studies have failed to use 

objective measures of aggression, symptom severity, insight or compliance.  Others do not 

account for the number of variables which confound with race and which may obscure the 

possible effects of racial stereotyping (Spector, 2001). For example, it has been identified that 

clinicians using semi-structured instruments to guide their diagnostic judgments have no race 
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difference in diagnosis (Neighbors et al. 2003). Also, a marginal group of studies have also 

revealed that differences in race did not influence predictions of violence when clinicians 

assessed patients in the community and not in inpatient facilities (Lidz et al. 1993; Lewis et al. 

1990). 

Gender Bias and the Clinical Process  

Gender is considered a social construction, also known as the “psychological, social, and 

cultural features and characteristics frequently associated with the biological categories of male 

and female” (Good, Gilbert, & Scher, 1990, p. 376). Gender roles are socially sanctioned 

behaviors, expectations, and roles defined by society. Gender roles can be internalized by the 

individual as traditionally masculine or feminine (Mintz & O’Neil, 1990). For instance, Cook 

(1985) asserted that traits consistent with feminine roles may include emotionality, sensitivity, 

nurturance, and interdependence, while traits that are consistent with masculine gender roles may 

include assertion, independence, dominance, and goal directedness.  

Gender bias refers to the biases associated with these socially sanctioned characteristics 

(Seem & Johnson, 1998). Gender bias can arise when individuals are viewed negatively for 

deviating from the traditional stereotypical gender roles that society has sanctioned, a 

phenomenon that has implications for the clinical process. For instance, in their landmark study 

Broverman, et al. (1970) revealed that the gender biases held by individual clinicians reflect the 

stereotypes that exist in society. In this study, clinicians were asked to describe a mentally 

healthy adult, man or woman- with a series of adjectives. It was found that clinicians utilized the 

adjectives that reflected gender stereotypes, for example describing healthy women as 

submissive, subjective, excitable in minor crises, easily hurt, and conceited about their 

appearance. The conclusions of this study have been widely quoted as they reveal that clinicians 
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hold concepts about the appropriateness of certain behaviors and norms for women. These norms 

reflect the stereotypes held by society regarding the socially sanctioned behaviors and 

characteristics that constitute a healthy woman in society.  

Attitudes toward women. Attitudes toward women can be broadly defined as the 

attitudes toward women’s roles, rights, and responsibilities (Eagly & Mladinic, 1989). For the 

purposes of this study, attitudes toward women will be defined as the internalized beliefs about 

the responsibilities, privileges and behaviors of women in society that have traditionally been 

divided along gender lines, but could be shared equally by both men and women (Spence & 

Helmreich, 1978). Commonly held internalized beliefs about women in society include parenting 

style (i.e. women should worry more about becoming good wives and mothers), marriage (i.e. 

women should be free to propose marriage), employment (i.e. men should be given preference 

over women in being hired or promoted) and economic and social freedom (i.e. social freedom is 

worth more to women than acceptance of the ideal of femininity). 

  The social climate for women has changed considerably over the years. Research has 

documented a trend toward more liberal and feminist attitudes toward the role of women in 

American society, beginning in the 1970s. For example, Epstein and Bronzaft (1974) found that 

women who were first-year college students in 1970 were more likely to see their future roles as 

a “married career women with children” as opposed to “a housewife….with children,” the option 

that first-years had selected in 1965. Parelius (1975) concluded that during the years of 1969 and 

1973, a marked shift toward feminism in college women’s attitudes toward marital roles and 

female employment had occurred. Through the 1970s and 1980s, research suggested that women 

continued to espouse more egalitarian views towards their own employment and marital roles.  
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For instance, Weeks and Gage (1984) utilized the Marriage Role Expectation Inventory- Form F 

(MREI; Dunn, 1960) to compare the marriage-role expectations of female university students 

enrolled in an introductory marriage and family course in 1961, 1972, and 1978. Participants 

were asked to express their degree of agreement or disagreement with seventy-one statements 

that assessed expectations related to marriage roles in traditional and egalitarian terms. Items on 

the MREI assessed overall marriage-role expectations and seven subcategories that assessed 

expectations for females in terms of authority, homemaking, child care, personal characteristics, 

social participation, education, and employment and support. It was found that the 1978 group 

was significantly more egalitarian than the 1961 group in overall marriage-role expectations and 

on each of the seven subcategories related to marriage-role expectations.  

However, studies performed during the 1980s revealed mixed results, showing more 

traditional attitudes emerging. For example, Weeks and Botkins (1984) sought to build upon the 

research of Weeks and Gage (1984) and similarly utilized the MREI to compare the marriage-

role expectations of female university students enrolled in an introductory marriage and family 

course in 1961, 1972, 1978, and 1984. Participants again were asked to express their degree of 

agreement or disagreement with seventy-one statements on the MREI that assessed expectations 

related to marriage roles which included overall marriage-role expectations and seven 

subcategories that assessed expectations for females in terms of authority, homemaking, child 

care, personal characteristics, social participation, education, and employment and support. It 

was found that the 1978 group was significantly more egalitarian in their views, favoring a more 

equitable outlook on marriage-role expectations than the 1972 group only on items that assessed 

authority and homemaking. However, the 1984 group was slightly more traditional and gender 

biased on items that included homemaking, personal characteristics, social participation, 
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employment and support, and overall marriage-role expectations. The results of this study 

suggest a trend in egalitarian expectations when it comes to marriage-roles among females 

between 1961 and 1972, with a discontinuation of that trend toward more traditional and gender 

biased expectations between 1978 and 1984. 

Spence and Hahn (1997) suggested that despite the notion that attitudes toward women 

became more liberal over time, considerable variability still exists. For instance, Swim, Aikin, 

Hall, & Hunter (1995) sampled college students in an effort to assess prejudice and 

discrimination against women. Specifically, they were interested in whether there was support 

for a distinction between old-fashioned and modern beliefs about women. In this study, Swim et 

al. (1995) developed two scales to assess what they identified as old-fashioned sexism (e.g. the 

endorsement of traditional gender roles, differential treatment of women and men, and 

stereotypes regarding lesser female competence) and modern sexism (e.g. the denial of continued 

discrimination against women and a lack of support for policies created to assist women in social 

spheres such as education and work). Results concluded that both measures of sexism were each 

unifactorial and relatively independent, validating the notion of evolving forms of attitudes 

toward women.    

Societal conceptions of the appropriate roles for men and women continue to change. 

While women have progressed towards more egalitarian gender roles, other gender issues and 

conflicts have emerged and become the source of controversy. For example, few individuals in 

society would presently challenge a woman’s right to vote, yet there is continuing debate over 

women as firefighters and combat soldiers. Additionally, women were consistently more 

egalitarian in their attitudes toward other women than their male counterparts, displaying 

differences between genders regarding views and attitudes (McHugh & Frieze, 1997).  
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Presently, it is still unclear how attitudes have changed since the early 1980s, especially 

since the majority of research conducted on gender roles has occurred between the years of 

1970-1980. For example, Byrne, Felker, Vacha-Haase and Rickard (2011) conducted a study that 

compared responses of differing age cohorts on the Attitudes Toward Women Scale (AWS; 

Spence & Helmreich, 1972) -- designed to measure attitudes toward women’s rights, roles, 

privileges, and responsibilities in society-- and the Attitudes Toward Feminism Scale (FEM; 

Smith, Ferree, & Miller, 1975) -- designed to measure perceptions of prejudice, sexism, and 

authoritarian attitudes toward women. Participants were male and female college students 

ranging in age from seventeen to twenty-six years of age, and male and female later-life adults 

ranging in age from fifty to eight-seven years of age. Results from this study concluded that 

attitudes toward women’s rights and roles are not the same across age groups, when assessed 

using the AWS and FEM. For instance, college-age respondents appeared to place an emphasis 

on the legal rights of women as being most important, and often compare the position of women 

in society as relative to men, reflecting the changes in society over time as viewing women and 

equal to men in society. Nonetheless, the average endorsement of scale items across measures 

and age groups suggested that attitudes toward women’s rights and roles may still be somewhat 

conservative, as only three item categories (e.g. family roles, freedom to act in society and 

position relative to men) indicated a more egalitarian and profeminist approach.  

Influence of attitudes toward women among male and female clinicians.  Gender bias 

may not operate in identical ways among men and women, and research assessing such differences 

between male and female clinicians -- including how their attitudes toward women influence their clinical 

judgment-- have yielded mixed results. Earlier studies, such as Price and Borgers (1977), initially 

assessed profiles of male and female high school students and asked high school counselors to judge the 
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appropriateness of the schedule of courses that the student needed to pursue. The study concluded no real 

differences in the judged appropriateness of the schedule between the male and female students.  

Borgers, Hendrix and Price (1977) expanded on the previous findings and conducted 

further research by alternately designating the profiles as male or female. The authors also added 

characteristics to the profiles including interests, aptitudes, occupational choice and personal 

characteristics. The addition of interest and abilities of client profiles did produce significant 

differences in rated appropriateness, as subtle evidence of gender role bias revealed itself as 

counselors rated the female occupations as more appropriate for all students than the male 

occupations.  There were no significant effects due to gender of the counselor, however female 

counselors had overall lower ratings for their students compared to male counselors. Such 

findings indicate that female counselors may be less optimistic in their view of what students can 

achieve at this point in their social development and may be more conservative in their 

expectations for students regardless of gender, indicating a clinical bias based on gender when it 

comes to counselor expectations for students and potential clients. 

Similarly, Libbey (1976) studied the behavior of psychodynamically oriented 

psychotherapists after being presented with case histories of audiotaped hypothetical clients. The 

first case presented a client with defensiveness and confusion regarding his/her sexual identity. 

The second case presented a client with defensiveness regarding difficulties studying and 

experiencing conflict with authority. Each case was randomly presented with either a male or 

female as the client. Clinician responses were rated on positive emotion given to the client by the 

counselor, specificity, and confrontation. There proved to be a significant interaction between 

client gender and case, as the second case was received with greater positive emotion when 

designated female. The first case was received with more confrontation when it was designated 
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male. However, this effect was observed across both male and female participants-- gender of the 

clinician was not found to influence clinician responses. 

Presently, only a handful of studies within the last twenty years have been conducted on 

the impact of clinicians’ gender bias and client gender and/or gender roles (Garb, 1997; Biaggo, 

Roades, Staffelbach, Cardinali & Duffy, 2000; Wisch & Mahalik, 1999), with most of them 

focusing on how the influence of these variables impacts clinicians’ diagnostic decisions 

(Eubanks-Carter & Godfried, 2006; Becker & Lamb, 1994; Sprock, Crosby & Nielsen, 2001; 

Crosby & Sprock, 2004). One of the first studies to examine gender role conflict in mental health 

professionals examined how male clinicians’ level of gender role conflict, and its interaction 

with client sexual orientation and client emotional expression, impact clinical judgment (Wisch 

& Mahalik, 1999).  In this study, male clinicians were asked to complete the Gender Role 

Conflict Scale (GRCS; O’Neil et al., 1986) to measure their level of experienced gender role 

conflict, or level of rigidity in enacting traditional masculine roles. Then they were presented 

with one of six clinical vignettes describing a hypothetical male client who is seeking counseling 

services. The vignettes were identical except for sexual orientation of the client (i.e. heterosexual 

or homosexual) and client emotional state (i.e. angry, sad, or emotionally restricted).   

Results concluded that male clients’ anger takes on different meanings for therapists 

depending on the sexual orientation of the client. For example, when the vignettes described a 

homosexual client as angry, male therapists who experienced higher gender role conflict 

experienced negative reactions toward the client and reported a decreased liking of, empathy for, 

comfort with, and willingness to see the client. These results are consistent with previous 

research that found that gender role conflict in counselors-in-training predicted negative attitudes 

and evaluations of men that do not uphold traditional gender roles (Hayes, 1984) and supports 
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theoretical research that asserts that male therapists are subject to the same gender role 

socializations influences that the greater populations experiences (Mintx & O’Neil, 1990). 

Conversely, a number of studies have concluded that the gender of clinician is significant 

when forming clinical judgments about clients that are women. Lewittes, Moselle and Simmons 

(1973) conducted a landmark study on gender role bias in personality assessment. Clinicians 

were asked to judge Rorschach protocols on an individual who was randomly assigned to be 

male or female. The clinicians were asked to rate the pathology and the level of intellectual 

functioning in order to reach a diagnostic conclusion. The study concluded that male clinicians 

were more likely to place the male case into the lowest diagnostic category, while female 

clinicians were more likely to put female clients in the lowest category.  

Billingsley (1977) encountered similar results by developing two case histories with 

hypothetical clients, with one scenario with the client described as “explosive” (e.g. placed on 

job probation, experiencing marital difficulties and cognitively disorganized) and the other 

scenario with the client described as “restricted” (e.g. a fear of going to work because of an 

automobile accident and having never experienced psychological problems). Half of clinicians 

assessed were assigned to read cases with a male client (e.g. male/explosive, male/restricted) and 

the other half assigned to read cases with a female client (e.g. female/explosive, 

female/restricted).  Clinicians were the asked to choose from a number of treatment goals 

consisting of either male-valued sex-stereotypic adjectives (e.g. increase in self-confidence, 

ability to think logically, and assertiveness) and female-vales sex-stereotypic adjectives (e.g. 

increase in ability to express emotion, ability to communicate easily, and awareness of feelings 

of others). The results revealed that regardless of client gender and client pathology, there was a 

preference for male-valued therapeutic goals, as clinicians chose these treatment goals as often 
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for the cases designated female as for those designated male. Furthermore, there was a 

significant effect for clinician gender, as it was revealed that female clinicians chose male-valued 

treatment goals and male clinicians chose female-valued treatment goals, regardless of client 

gender. However, the results of the study reveal that client gender was not related to 

psychotherapists’ treatment goal choices. Abramowitz, Abramowitz, Jackson and Gomes (1976) 

also presented clinicians with a hypothetical client case study detailing information about the 

client’s family background, employment history, marital adjustment, presenting problems, and 

psychological test results. Sexual performance conflicts and hostile dynamics were made 

prominent in the case study and gender of the client was varied among clinicians in the study. 

The clinicians were administered six instruments intended to rate therapist clinical impressions 

of the client (i.e. expressed empathy, social adjustment) and degree of liking of the client.  The 

results revealed that the case designated as female received greater amounts of empathy and was 

rated as having a better prognosis. The male case was rated as more likely to be recommended 

for group therapy. Among clinicians, female clinicians provided greater amounts of empathy to 

both clients, regardless of gender.  

Recently, Danzinger and Welfel (2000) sampled social workers, psychologists, and 

professional clinical counselors to determine the presence of age, gender and health bias in 

counselors. Participants were given the Age Bias Questionnaire, developed by the researchers for 

the purpose of this study, which included four vignettes of hypothetical client situations-- a male 

client with generalized anxiety disorder, a widowed female client experiencing major depression, 

a retired male client experiencing adjustment disorder, and a married woman experiencing major 

depression. Clinicians were then asked to choose a client diagnosis from a number of provided 

diagnoses based on diagnostic criteria, and rate the client’s prognosis for improvement and 
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perceived level of competency to understand counseling and give informed consent on a Likert-

type scale ranging from poor to excellent. Results indicated that client age, gender, and perceived 

competency did have significant effects with clinicians’ judgments of client competency and 

client prognosis. For instance, it was concluded that clinicians tended to judge older clients as 

somewhat less competent than younger clients, and judged female clients as somewhat less 

competent than male clients. Also, clinicians tended to view a client’s prognosis as more 

negatively for older clients than younger clients. These findings are important, as they concluded 

that clinicians tended to judge female clients of any age as somewhat less competent to make 

autonomous decisions and can have implications for future research on clinical gender bias. 

In addition, Elbogen et al. (2001) sampled mental health professionals working in acute 

facilities (serving patients who are civilly committed and require stabilization), chronic facilities 

(serving longer-term patients for psychosocial rehabilitation), or crisis facilities (serving patients 

in centers that act as the gateway for inpatient mental health services). In this study, clinicians 

were asked to enter patient data on a computer program called the OMNIGRID-PC (Sewell & 

Heacock, 1991) which collects the type of data needed to investigate various facets of clinical 

judgments, and permits multiple regression and path analyses of clinicians’ implicit decision 

making. Additionally, it is possible to use the OMNIGRID-PC to examine clinical judgment as it 

relates to patient and clinician gender.  

 Elbogen et al. (2001) asked mental health professionals to enter the information of 

patients that were on their census and were then randomly assigned eight patients that were on 

either admission (e.g. first week of hospitalization) and/or discharge status. Clinicians were 

asked to rate each patient according to a number of cues that the research has deemed relevant as 
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risk factors associated with violence. They also asked participants to rate perceived 

dangerousness for each patient.  

Results suggested that clinicians perceived male patients to be more dangerous to others 

than female patients, across all three psychiatric facilities and across both admission and 

discharge contexts. Importantly, results from the study also concluded that clinician gender had a 

significant interaction with patient gender, as it impacted how dangerousness was perceived. For 

instance, both male and female clinicians tended to judge male patients as being more dangerous 

to others than female patients, however male clinicians perceived levels of dangerousness to be 

very similar for male and female patients while female clinicians judged male patients to be 

significantly more dangerous to others than female patients. Results also confirmed that 

clinicians weigh cues for violence differently according to their own gender and the patient’s 

gender. Specifically, male clinicians in this study appeared to base their judgments of 

dangerousness on adult antisocial behavior, lack of remorse, poor behavioral control, lack of 

goals and grandiosity. Male clinicians determining dangerousness in female patients weighed the 

same cues as with male patients, with the addition of lack of empathy and juvenile antisocial 

acts. Female clinicians determining dangerousness in male patients utilized cues such as lack of 

remorse, lack of empathy, impulsivity, poor behavioral control, irresponsibility and juvenile 

antisocial behavior. For female clinicians rating female patients, only three cues were significant 

for dangerousness such as lack of remorse, lack of empathy and poor behavioral control 

(Elbogen et al., 2001). 

Gender Bias and the Assessment of Dangerousness  

Gender bias against females of the human species has always endured. The term 

‘gendercide’ was coined in 1985 and refers to the deliberate extermination of persons of a 
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particular sex (Warren, 1985). Due to the patriarchal nature of most societies, the extermination 

of females is far more common than the extermination of males. Such ideals are perpetuated 

worldwide by social, cultural, political, and economic factors--- predominantly the tendency for 

patrilineal inheritance and the reliance on male children for economic support since sons earn 

higher wages (Grech, 2015). Efforts to exterminate female children from society are not 

uncommon, leading to a significant number of missing women, infanticide, child abuse or 

neglect, and sex-selective abortion (Hull, 1990). Unofficial United Nations calculations estimate 

200 million females are missing in the world, “women who should have been born or grown up, 

but were killed by infanticide or selective abortion” (Diamantopoulou, 2000). 

Furthermore, society’s cultural stereotypes about women and gender influence the way 

professionals in law enforcement, the legal system, the courts, and social policy agencies treat 

women who commit acts of violence (Gilbert, 2002). For instance, Schneider (2000) purported 

that: “Biases, myths, misconceptions, and personal experience can have a subtle but powerful 

impact on a lawyer’s judgment,” (p.106). Gender bias, therefore, can be seen to impact the 

clinical process in characteristic ways. How might gender bias impact the assessment of 

dangerousness more specifically? The extant research in this area can be subsumed within two 

broad areas, which are discussed below: a) the influence of gender biases upon the clinicians 

who perform these assessments and b) how gender bias operates among the clients who are being 

assessed.  

The clinician and gender bias. As summarized by Sampson and Lauritsen (1994) it is a 

widely accepted ideology that women commit violent acts at a much lower rate than men: “Sex 

is one of the strongest demographic correlates of violent offending,” (p.19).  However, recent 

studies have reported comparable rates of violence among men and women, suggesting that the 
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underestimation of the likelihood of violence by women may be a major factor contributing to 

the lack of validity for clinical violent risk assessment (Coontz, et al., 1994; Lidz et al., 1993; 

McNeil & Binder, 1995).  

Elbogen et al. (2001) concluded that during violence risk assessments, both the process 

and the outcome of the clinical process have proven to be influenced by the client’s gender. For 

example, research suggests that individuals think differently about male and female violence, as 

men are generally believed to be more aggressive, independent and dominant than women 

(Davidson & Gordon, 1979). In order to evaluate the clinician’s process when assessing 

dangerousness, Coontz, et al. (1994) examined transcripts of psychiatric emergency room 

assessments. They discovered that when clinicians assessed male patients, discussion about 

violence was significantly more frequent than for females. Clinicians inquired into violent 

history and behavior twice as often for males, which could potentially influence the accuracy of 

risk predictions.  Additionally, Elbogen et al. (2001) concluded that clinicians judge male 

patients as more dangerous to others than female patients. The results suggested that clinicians 

utilize different sets of cues during their assessments to arrive at these judgments, indicating that 

further research into the clinical process of violence risk assessment is warranted. 

The presence of gender bias has been evident in research where clinicians were asked to 

predict the occurrence of violence. Several studies have indicated that male psychiatric patients  

are more violent than female patients (Depp, 1976; Pearson, Wilmot, & Padi, 1986; Rossi et al., 

1986); relatedly, Lanza, Kayne, Hicks, & Milner (1991) concluded that male clients were more 

often predicted to be violent than female clients. However, McNiel and Binder (1995) 

determined in their study that clinicians on an acute psychiatric unit tended to underestimate 

violence for women. In this study, clinicians were asked to estimate the probability that new 
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admitted patients would become physically assaultive-- 0%, definitely will not attack someone, 

up to 100%, definitely will attack someone-- during their first seven days of admission. 

Clinicians were also asked to evaluate each patient with the Brief Psychiatric Rating Scale 

(BPRS; Overall & Gorham, 1962), a widely used measure of psychopathology used to rate the 

patient on eighteen symptom scales such as hostile-suspiciousness and anxious-depression, and 

the Overt Aggression Scale (Yudolfsky, Silver, Jackson, Endicott, & Williams, 1986) which is a 

standardized behavioral checklist that the nursing staff was asked to fill out at the end of each 

eight hour shift indicating whether patients have exhibited physical aggression against other 

people, physical aggression against objects, physical aggression against themselves, or verbal 

aggression.  

Results suggested that clinicians tended to overestimate the risk of violence among male 

patients and underestimate the risk of violence among female patients. Clinicians were more 

likely to commit false positive errors when evaluating the risk of violence among men (e.g. 

initially assign higher levels of risk when patients did not become assaultive at a later time). 

Importantly, clinicians were also more likely to commit false negative errors when evaluating the 

risk of violence among women (e.g. initially assign lower levels of risk to patients who later 

became assaultive). Such findings suggest that there are significant systematic errors that occur 

during the decision making required for risk assessments, based on the patient’s gender (McNiel 

& Binder, 1995).    

When assessing the relationship between violence prediction accuracy and gender, 

clinicians appear to be better at predicting male violence than female violence. In one study, Lidz 

et al. (1993) followed patients for six months after clinicians had made predictions of violence. It 

was concluded that while psychiatric emergency room clinicians were able to predict male 
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violence in the community at a great than chance rate of accuracy, clinicians’ ability to predict 

community violence for female patients was not significantly better than chance. Additionally, 

the study concluded that violence was over-predicted for male clients and under-predicted for 

female clients, as results revealed that more women became violent than men (49% compared to 

42%) and that clinicians predicted violence inaccurately, as they predicted violence for men 

more often than women (45% compared to 22%). The collective implication of these results is 

that gender bias may be an influential contributor to inaccuracy in risk assessment. 

The client and gender bias. Recent studies of individuals discharged from short-term 

psychiatric facilities have found no significant differences in the rates of community violence between 

male and female patients (Hiday et al., 1998; Lidz et al., 1993; Newhill et al., 1995). Similar results have 

also been reported for male and female patients residing within psychiatric facilities (Binder & McNiel, 

1990; Lam, McNeil, & Binder, 2000). Nevertheless, the literature has established significant gender 

differences in the situational context of the violence committed (Gelles & Straus, 1988; Robbins, 

Monahan, & Silver, 2003). As the following examples will demonstrate, the research on marital violence, 

prison violence and clinical risk assessment has concluded that men and women differ in in their meaning 

and initiation of violence (Melton & Belknap, 2003; Nazroo, 1995; Stets & Straus, 1990) in the intended 

target and consequences of the violent act  (Melton & Belknap, 2003; Morse, 1995; Nazroo, 1995; 

Robbins et al., 2003; Stets & Straus, 1990) and how the violence comes to be reported (Robbins et al., 

2003; Stets & Straus, 1990).  

Straus, Gelles and Smith (1995) asserted that women are as likely as men to report 

initiating violence. Both male and female participants were asked to self-report regarding 

incidents of violence. It was found that in couples reporting spousal violence, 27% of the time 

the man struck first, and in 24% of the cases the woman initiated the violence. Such results 

corroborate previous data from a National Family Violence Resurvey (1985) where male and 
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female respondents who had experienced one or more assaults reported that violence initiated by 

men occurred in 23% of the cases and violence by women occurred in 28%of the cases (Straus & 

Gelles, 1985).  However, in a study regarding gender differences in the use of marital violence, 

Nazroo (1995) concluded that violence perpetrated by men and women are very different in their 

meanings, as male violence was considerably more likely to be utilized to threaten victims. 

Tjaden and Thoennes (2000) supported this as they asserted that men were more likely than 

women to be reported as making threats and using violent actions, such as pushing, grabbing, 

shoving, dragging and strangling. However, women were reported as more likely than men to 

use other actions, such as using a weapon or throwing an object, indicating that women may be 

at least as violent as men (Melton & Belknap, 2003). Other situational factors of consideration 

were found to be differences in the nature of the violence, such as men being more likely to have 

been drinking alcohol or using street drugs and less likely to have been adhering to prescribed 

psychotropic medication prior to committing violence (Robbins et al., 2003).  

The intended target or victim of the violent act also seems to vary depending on the 

gender of the perpetrator. Women are more likely to target family members and be violent within 

the home as compared to men, who more often target strangers in the street. Also, the physical 

consequences of the violent act by men are more likely to result in serious physical injury 

requiring treatment by a physician than violence committed by women. Violence committed by 

women tends to be less physically “visible” and often goes without response from police 

(Robbins et al., 2003). However, female victims of violence seem to suffer more psychological 

injury than male victims when comparing psychosomatic symptoms and rates of stress and 

depression (Stets & Straus, 1990). 
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Lastly, there are significant gender differences in the reporting of violent acts. Men are 

more likely than women to be arrested after committing a violent act, perhaps due to the fact that 

their violence results in more serious injuries requiring treatment by a physician. Violence 

committed by women is often not reported to police, which may contribute to the lower levels of 

documented violence by women-- therefore contributing to clinicians’ tendency to underestimate 

female perpetrated violence (Robbins et al., 2003).  

Gender, Bias, and the Assessment of Dangerousness: Gaps in the Literature 

 At this point, a number of gaps in the literature on gender, bias, and the assessment of 

dangerousness become apparent. First, despite the recent surge of empirical research focusing on 

the use of validated measures and predictive risk factors in assessing violence, there exists little 

research aimed at understanding the process of violence risk assessment. Research on violence 

risk assessment has failed to focus on how the risk evaluation procedure occurs and what factors 

may influence the clinician in clinical practice (Elbogen, 2002; Grisso, 1996; Mulvey & Lidz,  

1995).  The greatest challenge to helping clinicians improve their assessments of violence 

appears to be integrating the seemingly separate worlds of research on the prediction of violence 

and what clinicians do within their practice of assessment (Webster et al., 1997). 

Next, other than the results of two studies (Coontz et al., 1994; Elbogen et al., 2001) little 

is known about the influence of gender on violence risk assessment. Currently, no research has 

assessed for the impact of clinician attitudinal factors, specifically gender biases, on perceptions 

of dangerousness among female perpetrators. Furthermore, no literature exists regarding the 

impact of clinician gender biases on the assessment of gender-specific contextual cues or factors 

for violence. Researchers and clinicians do not know how gender biases can impact the adequacy 
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of risk assessment methods for male and female clinicians asked to assess for dangerousness 

when presented with the violent action of a female client. 

Finally, the majority of the literature on gender and violence has addressed the effects of 

violence toward women as victims or targets in domestic and marital situations (Melton & 

Belknap, 2003; Morse, 1995; Nazroo, 1995; Stets & Straus, 1990), a focus of clear and critical 

importance. Yet, restriction of the research to this dimension prevents women at risk of violence 

from being identified by clinicians and connected to treatment -- as discussed, the research that 

does exist indicates that when the necessity for assessment arises, clinicians may be unprepared 

to adequately assess potential for violence in their female clients. More accurate assessment of 

dangerousness could improve the chances that these women could be offered access to services 

before harm came to others and/or to the women themselves. Furthermore, the limited portrayal 

of women in the existing literature seems to dismiss women as having legitimate capacities for 

anger, rage, and the behaviors that can emerge from them, because those emotions are often 

interpreted as stereotypically masculine.  

In an attempt to address the gaps delineated above, the overarching purpose of the 

proposed study is to assess whether male and female clinicians’ gender biases, as well as gender-

specific contextual factors for violence, influence clinical perceptions of dangerousness among 

women. 

The seven research questions guiding the study, along with the associated hypotheses are: 

Aim 1. To assess whether gender-based contextual cues for violence influence clinician 

perceptions of dangerousness. 

Hypothesis 1. Masculine contextual cues for violence will result in higher perceptions of 

dangerousness than feminine contextual cues for violence.  
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Aim 2. To determine whether race of the target influences clinician perceptions of 

dangerousness. 

Hypothesis 2. Clinicians will report higher perceptions of dangerousness when presented 

with a scenario of a Black perpetrator committing an assault, than clinicians presented with a 

scenario of a White perpetrator committing an assault. 

Aim 3. To assess whether gender-based contextual cues for violence and gender of the 

target influence clinician perceptions of dangerousness. 

Hypothesis 3. Clinicians will report higher perceptions of dangerousness when presented 

with a scenario of a female perpetrator committing an assault based upon male contextual cues 

for violence, than clinicians presented with a scenario of a female perpetrator committing an 

assault based upon female contextual cues for violence. 

Aim 4. To assess whether gender-based contextual cues for violence and gender of the 

clinician influence clinician perceptions of dangerousness. 

Hypothesis 4. Male clinicians will report lower perceptions of dangerousness when 

presented with a scenario of a female perpetrator committing an assault based upon female 

contextual cues for violence, than female clinicians presented with a scenario of a female 

perpetrator committing an assault based upon female contextual cues for violence. 

Aim 5. To assess whether gender-based contextual cues for violence and race of the 

target influence clinician perceptions of dangerousness. 

Hypothesis 5. Clinicians will report higher perceptions of dangerousness when presented 

with a scenario of a Black perpetrator committing an assault based upon male contextual cues for 

violence, than clinicians presented with a scenario of a White perpetrator committing an assault 

based upon male contextual cues for violence. 
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Aim 6. To assess whether target gender and race of the target influence clinician 

perceptions of dangerousness. 

Hypothesis 6. Clinicians will report higher perceptions of dangerousness when presented 

with a scenario of a male, Black perpetrator, than clinicians presented with a scenario of a male, 

White perpetrator. 

Aim 7. To determine whether attitudes toward women influences clinicians’ perceptions 

of dangerousness. 

Hypothesis 7. Clinicians that report attitudes toward women that are more profeminist in 

nature will report lower perceptions of dangerousness when presented with a scenario of a 

female perpetrator committing an assault, than clinicians that report attitudes toward women that 

are more conservative in nature. 

The results of this study could have a number of benefits for counseling psychology and 

for the field more generally. The results of this study could help to inform clinicians by 

contributing to the literature on violence prediction and the lack of research on the influence of 

gender bias on risk assessment and perceptions of dangerousness. Examination of this area could 

be valuable as it can deepen clinicians’ awareness of their own biases and urge clinicians to learn 

how to recognize gender bias as it relates to their own clinical risk assessments. By gaining 

awareness into the facets of gender bias and subsequent interpretations of risk assessment, 

clinicians can inform their own individual clinical development. Clinicians can then inform 

clinical practice more generally by contributing to the discussion on how to improve the 

accuracy of clinical judgment in violence assessment practice and take steps to resolve the 

inadequacies currently plaguing violence risk assessment. 
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Furthermore, the results of this study could help inform the development of future risk 

assessment measures such as actuarial scales or models of clinical judgment, by contributing 

useful knowledge regarding the nuances of clinical judgment and the gender biases that can 

plague risk assessment methods.  Revealing these gender biases and how they can impact risk 

assessment methods can substantially improve the understanding of gender, risk and violence, 

and may contribute to improving the validity and predictive accuracy of risk assessment 

measures.  
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Chapter III 

METHOD 

 

In an attempt to address the gaps in the literature delineated in the previous chapter, the 

overarching purpose of the current study was to assess whether male and female clinicians’ 

gender biases influenced their perceptions of dangerousness. Additionally, the current study 

assessed whether race, gender, and gender-specific contextual factors for violence influenced 

clinical perceptions of dangerousness.  

Procedures 

Participants were recruited via online postings on social media outlets, professionally 

affiliated membership groups, and snowballing techniques (e.g. word of mouth). In addition, 

participants were recruited via professional group listservs in academic settings (e.g. Teachers 

College) and national professional organization groups such as the American Psychological 

Association (APA), American Board of Professional Psychology (ABPP), American Board of 

Professional Counselors (ABPC), American Association of Community Psychiatrists (AACP), 

American Psychiatric Association, American Medical Association (AMA), National Association 

of Social Workers (NASW), American Mental Health Counselors Association (AMHCA), 

American Counseling Association (ACA), American Board of Forensic Psychology, and state 

level professional organizations such as the New York State Psychological Association and New 

Jersey State Psychological Association.  

The online questionnaire was created using the online survey platform Qualtrics. 

Participants that consented to participate in the study were asked to click on a link that directed 

them to the informed consent form. The informed consent form provided a brief description of 
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the research and outlined inclusion criteria for participants stating that they must be at least 18 

years old, be a licensed clinician that has been responsible for the assessment of risk with clients, 

and possess a graduate degree. The informed consent also clarified that there are no direct 

benefits and minimal risks for participating in the study. It also informed participants of 

confidentiality standards stating that collected data will be stored in the HIPPA-compliant 

secured Qualtrics database and reported in conglomerate format with no personal information 

stored alongside study data. Lastly, it clarified that the results of the study will be used for 

educational and professional purposes and informed participants that they had the option to enter 

into a raffle to win a Visa gift card. Participants’ rights were explained with instructions to 

proceed with the study if they understood and agreed to its guidelines, or to close the study if 

they did not. The online survey consisted of several instruments presented in the following order: 

1) Demographics Questionnaire; 2) Case Vignette; 4) Dangerousness Scale-Individual (Penn et 

al., 1999); 4) the Attitudes Toward Women Scale (AWS; Spence & Helmreich, 1978); and 5) 

recall of factual detail. 

Instruments 

 

Demographics form. Participants completed a questionnaire that asked them to report 

their age, gender, race/ethnicity, socioeconomic status, household income, and geographic 

location. They were also asked to report their last level of completed education, current 

professional title, specialty, and site of practice. In conclusion, participants were asked to 

describe the types of client population worked with and number of years of experience doing risk 

assessment.  

Case vignettes. This study utilized randomly assigned case vignettes to assess the impact 

of contextual factors for violence, race, and gender impact upon perceived dangerousness of a 
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target among a sample of licensed clinicians (Appendix B). Heverly, Fitt and Newman (1984) 

outlined four steps for creating realistic and valid case vignettes and this study utilized the 

aforementioned protocol as it 1) identified the experimental factors to be varied, 2) generated 

descriptions of behavior that clearly reflected levels of the desired factor, 3) empirically 

validated these descriptions, and lastly 4) constructed the whole vignette from the validated 

pieces. Variation of the experimental factors resulted in 16 versions of the vignette. Figures 1 

and 2 provide a summary of these 16 experimental conditions. 

Validating through expert review. In order to determine whether the vignettes were 

realistic enough to induce perceptions of dangerousness among participants, three expert 

reviewers were asked to review the vignettes. “Expert reviewer” in this case was defined as a 

psychologist or psychiatrist that demonstrated experience and expertise in the field of clinical 

risk assessment. Reviewers were given two vignettes to read—Vignette A and Vignette B. 

Vignette A involved a male perpetrator committing an assault within the context of masculine 

contextual cues for violence, and Vignette B involved a female perpetrator committing an assault 

within the context of feminine contextual cues for violence.  This experimental manipulation 

resulted in eight points of difference between the two vignettes. Specifically, Vignette A 

described a 30-year-old White male who had been arrested during the past week after physically 

assaulting a person in a bar. The victim was not an acquaintance of the perpetrator. The injuries 

required medical attention and an ambulance was called by a witness. Finally, the perpetrator 

was depicted as having been under the influence of alcohol and other illegal substances. Vignette 

B, on the other hand described a 30-year-old White female who was escorted to a clinic by a 

friend after disclosing that she had hit a family member. The victim was described as a family 

member that resided in the home with the perpetrator. The injuries did not require medical 
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attention and were able to be concealed. Finally, the perpetrator was depicted as not having been 

under the influence of alcohol or other illegal substances. 

After reading each vignette, reviewers were presented with three questions: “Would you 

consider the scenario presented to be a realistic representation of a clinical case?” “Did you 

understand the presented scenario?” “Did you have to read the scenario more than once to 

understand it?” Reviewers were also invited to provide additional feedback regarding the 

realistic nature and readability of the vignettes. Next reviewers were then asked to offer feedback 

regarding perceived dangerousness and gender contextual differences between the vignettes. 

Reviewers were presented with two groups of vignettes—Group 1 and Group 2. Group 1 

included two vignettes One of the two involved a male perpetrator and the other involved a 

female perpetrator, with each committing an assault within the context of masculine contextual 

cues for violence. Group 2 also included two vignettes, each involving both male and female 

perpetrator committing an assault within the context of feminine contextual cues for violence. 

After reading both groups of vignettes, reviewers were asked 2 questions: “Reading all the 

vignettes together, do the vignettes in Group 1 elicit a different response from you than those in 

Group 2?”and “In your experience, does Group 1 seem more consistent with ‘male’ 

characteristics of violence? Does Group 2 seem more consistent with ‘female’ characteristics of 

violence? If not, would you make any changes in order to do so?”  

Results from expert review.  Of the three clinicians asked to consult in this expert review, 

two were licensed psychologists-- one with over 20 years of experience practicing in an inpatient 

and emergency room psychiatric setting with acute, severely and persistently mentally ill adults 

in a hospital in New York and the other with over 10 years of experience with adults in both 

outpatient and inpatient private practice and state hospital settings in New York. The last 
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clinician was a psychiatrist with 30 years of experience practicing in both forensic hospital and 

civilian hospital inpatient and emergency room settings in various hospitals across New York 

and Virginia. All expert reviewers agreed that the vignettes were easy to understand, readable, 

and realistic representations of clinical cases that they have encountered in their professions. 

However, they all agreed that more common cues for violence should be included to make the 

vignettes more realistic. As a result, corresponding descriptors were added to all scenarios, 

including the perpetrator having had a history of violence and a prior arrest record. Two 

reviewers also reported that the vignettes in Group 1 (masculine contextual cues for violence) did 

not elicit as much of a response as Group 2 feminine contextual cues for violence). In order to 

make Group 1 more consistent with male characteristics of violence, they suggested that the 

perpetrator assault a stranger on the street, that fewer details be included regarding how the 

victim sought medical attention, and that non-compliance with psychotropic medication be 

included for the masculine contextual cue vignettes. For the feminine contextual cues vignettes, 

the experts suggested that the term “physically assaulted” be used in place of “hit” when 

describing how the perpetrator attacked the victim, that fewer details be included regarding how 

the victim sought medical attention, and that no prescription for psychotropic medication be 

included for the feminine contextual cue vignettes. All of these changes were made to the 

vignettes prior to distribution to participants. 

Experimental conditions: Contextual cues for violence. The experimental factor of 

gender-based contextual cues for violence was created via the embedding of case vignettes with 

the risk factors that are empirically supported in the literature to be consistent with men who 

commit violence (e.g. “masculine contextual cues”) and embedding the other case vignettes with 

the risk factors that are empirically supported in the literature to be consistent with women that 
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commit violence (e.g. “feminine contextual cues”).  This variable will be referred to as 

Contextual Cues or CUES throughout this study. Research reveals that there are substantial 

gender differences in the contexts of violence actions (Gelles & Straus, 1988; Melton & Belknap, 

2003; Morse, 1995; Nazroo, 1995; Tjaden & Thoennes, 2000). Specifically, in association with 

committing violence, men are more likely to have been using substances such as alcohol or street 

drugs or taking prescribed psychotropic medication. Violence committed by men is also more 

likely to result in serious injury for victims such as requiring medical attention by a physician, 

and more likely to end in arrest. Women, on the other hand, are more likely to target family 

members and commit acts of violence within the home (Gelles & Straus, 1988). Violence 

committed by women also tends to be less visible, and is less likely to occur without response 

from police (Robbins et.al, 2013). 

Gender. The experimental factor of gender was measured by manipulating the target 

gender (male/female) in the case vignettes. This variable will be referred to as Target Gender or 

tGENDER throughout this study.  

Race. The experimental factor of race was measured by manipulating the target race 

(White, Latino(a), Black, Asian) in the case vignettes. This variable will be referred to as Target 

Race or tRACE throughout this study.  
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Figure 1. Conditions Based on Masculine Cues for Violence. This figure illustrates the eight 

experimental conditions based on masculine cues/male gender/race(s) of target and feminine 

cues/female gender/race(s) of target. 

 



 
 

63 

 

Figure 2. Conditions Based on Feminine cues for Violence. This figure illustrates the eight 

experimental conditions based on masculine cues/male gender/race(s) of target and masculine 

cues/female gender/race(s) of target.  
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Dangerousness. Participants’ perceptions of dangerousness was measured by the 

Dangerousness Scale-Individual (Penn et al., 1999). This variable will be referred to as 

Dangerousness or DANGER throughout this study. The Dangerousness Scale-Individual consists 

of four items meant to assess individual beliefs about the dangerousness of a target individual 

(e.g. “The suspect is dangerous.”). Responses are made on a seven point Likert-type scale 

(1=Strongly Disagree, 2=Disagree, 3=Moderately Disagree, 4=No Opinion, 5=Moderately 

Agree, 6=Agree, 7=Strongly Agree). Higher scores indicate a high level of perceived 

dangerousness while lower scores indicate a lower perception of dangerousness. Penn et al. 

(1999) developed the Dangerousness Scale-Individual for the purposes of measuring impressions 

of dangerousness of a target individual with mental illness. The outcome measure produced a 

coefficient alpha of .77 on a sample of 182 undergraduates, suggesting good internal reliability.   

Attitudes toward women. Participants’ internalized beliefs about the responsibilities, 

privileges and behaviors of women in society was measured by the Attitudes Toward Women 

Scale (AWS; Spence & Helmreich, 1972). This variable will be referred to as Attitudes or AWS 

throughout this study. The AWS can most accurately be described as a measure of attitudes 

toward women’s rights in a variety of social spheres such as parenting style (e.g. “Women 

should worry less about their rights and more about becoming good wives and mothers”), 

marriage (e.g. “A woman should be free as a man to propose marriage”), employment (e.g. 

“There are many jobs in which men should be given preference over women in being hired or 

promoted) and economic and social freedom (e.g. “Economic and social freedom is worth far 

more to women than acceptance of the ideal of femininity which has been set up by men”). 

Respondents rate each item on a 4-point Likert-style scale (1=Agree Strongly, 2=Agree Mildly, 

3=Disagree Mildly, 4=Disagree Strongly). Higher scores indicate a profeminist, egalitarian 
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attitude while lower scores indicate a traditional, conservative attitude. The fifteen item short 

form scale was used for the present study and consists of fifteen items, seven which are reverse 

scored, selected from the original fifty-five item AWS scale. The fifteen item scale is highly 

correlated with the original version in both males and females (Spence & Helmreich, 1978; 

Spence et al., 1975). Daugherty & Dambrot (1986) investigated the reliability of the fifteen item 

measure and revealed the alpha and split-half reliabilities to be .85 and .86 and the pretest alpha, 

pretest split-half and test-retest reliabilities to be .81, .83 and .86, concluding that the fifteen item 

measure possesses high test-retest reliability. The fifteen item scale has been exclusively used 

since the mid-1970’s, due to its superior psychometric properties (Spence & Helmreich, 1978). It 

continues to be the most commonly used measure of gender-role attitudes (Spence & Hahn, 

1997).  

Recall of factual detail. In order to assess participants’ perceptions of the factual 

evidence provided in the cases, participants were asked to recall as much detail from the vignette 

as they could. This variable will be referred to as Factual Recall or RECALL throughout this 

study. They were provided with an open text box and given the prompt, “Please write everything 

you can remember about the client in the vignette.”  

Participants 

A total of 473 individuals consented to participate in the study, and the final sample 

consisted of 357 participants. Cases were deleted if respondents did not identify as clinicians 

responsible for risk assessment or did not complete one or more scales. There were no missing 

values for completed scales, as the study did not allow participants to continue without providing 

an answer to each item. Demographic variables of the study sample are depicted in Tables 1-3. 

As the tables indicate, the majority of study participants identified as female, White, and middle- 
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or upper-middle-class, and had a mean age of approximately 47 years old.  Most identified as 

psychologists who worked in private practice (31.9%), counseling center (26.1%), or hospital 

(15.7%) sites.  

Table 1 

 

Mean (in years), Standard Deviation, and Missing Frequency and Percentage of Participant Age 

and Risk Assessment Experience  

 

Variable M SD Missing 

ƒ % 

Age 
47.06 13.53 5 1.4 

Risk 

Assessment 

Experience 

14.96 10.72 11 3.1 
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Table 2 

Frequency and Percentage of Participant Gender, Race/Ethnicity, Socioeconomic Status, 

Household Income, and Region 

 

Variable ƒ % Missing 

   ƒ % 

Gender   2 0.6 

Female 261 73.1   

Male 94 26.3   

Race/Ethnicity   0 0 

White Non-Hispanic/European American 310 86.8   

Hispanic/Latino(a) 19 5.3   

Asian/Asian American/Pacific Islander 13 3.6   

Black/African American 10 2.8   

Native American/American Indian 3 0.8   

Bi/Multiracial 2 0.6   

Socioeconomic Status   3 0.8 

Upper/Owning Class 25 7   

Upper Middle Class 163 45.7   

Middle Class 159 44.5   

Working Class/Poor 7 2   

Household Income   8 2.2 

$25,000 or less 5 14   

$25,001--$45,000 17 4.8   

$45,001--$65,000 36 10.1   

$65,001--$85,000 51 14.3   

$85,001--$105,000 60 16.8   

$105,001--$125,000 43 12   

$125,001--$145,000 26 7.3   

$145,001--$165,000 28 7.8   

$165,001--$185,000 16 4.5   

$185,001 or more 67 18.8   

Region   0 0 

Northeast 105 29.3   

West 104 29.3   

South 102 28.6   

Midwest 46 12.8   

 

  



 
 

68 

 

Table 3 

 

Frequency and Percentage of Professional Title, Completed Education, Specialty, and Site of 

Practice 

 

Variable ƒ % Missing 

   ƒ % 

Professional Title   0 0 

Psychologist 232 65   

Social Worker  46 12.9   

Licensed Professional Counselor  41 11.5   

Licensed Mental Health Clinician 20 5.6   

Licensed Marriage & Family Therapist  12 3.4   

Psychiatrist 4 1.1   

Clinical Pastoral Therapist  2 0.6   

Completed Education   0 0 

Masters Degree 127 35.6   

Doctoral Degree 221 61.9   

Professional Degree 9 2.5   

Specialty   0 0 

Clinical Psychology 110 30.8   

Counseling Psychology 104 29.1   

Clinical Forensic Psychology 86 24.1   

School Psychology  19 5.3   

Addiction Psychology 16 4.5   

Health Psychology 7 2   

Neuropsychology 7 2   

Forensic Neuropsychology 3 0.8   

Psychological Assessment 2 0.6   

Clinical/Forensic/Sport Psychology 1 0.3   

Military Psychology 1 0.3   

Pastoral Counseling 1 0.3   

Site of Practice   0 0 

Private Practice 114 31.9   

Counseling Center 93 26.1   

Hospital 56 15.7   

School (University or other) 25 7   

Corrections 10 2.8   

Counseling Center/Private Practice 10 2.8   

Academia 10 2.8   

Hospital/Private Practice 8 2.2   

Government 6 1.7   

School/Private Practice 3 0.8   

Corrections/Private Practice 2 0.6   
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Counseling Center/Corrections 2 0.6   

Court Clinic 2 0.6   

Homeless Shelter 2 0.6   

Juvenile Court 2 0.6   

Hospital/Counseling Center 2 0.6   

Hospital/Counseling Center/Private Practice 1 0.3   

Hospital/School/Private Practice 1 0.3   

Academia/Corrections 1 0.3   

Academia/Counseling Center 1 0.3   

Academia/Hospital 1 0.3   

Academia/Private Practice 1 0.3   

Military Research 1 0.3   

Nursing Home 1 0.3   

Retired 1 0.3   

Telephone 1 0.3   
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Chapter IV 

RESULTS 

 This chapter will begin by outlining preliminary analyses, then proceed to reviewing 

study hypotheses, and will end with a presentation of exploratory analyses.  

Preliminary Analyses 

Deleted cases. Several cases were deleted from the study sample prior to data analysis. 

Out of the individuals who consented to the study, 116 cases were deleted. Two did not identify 

as clinicians responsible for risk assessment, and 114 did not complete the entire survey 

(including 68 who chose to exit the study soon after consent). Of the remaining 357 completed 

cases, seven were deleted due to missing values for RECALL. One individual noted that they 

were unable to recall the details of the incident, and six others left the text box blank. There was 

no missing variable-level data as the survey was constructed to advance participants through 

those items only after responding to each one; they could otherwise elect to exit the survey.   

 Tests of normality. Univariate normality was assessed via the skewness and kurtosis 

indices of the variables. Kline (2011) asserted that a variable is non-normal when its skewness 

index is above three and its kurtosis index is above 20. All variables remained within normal 

limits so univariate normality was maintained. Bivariate normality was assessed for the 

dependent variable of DANGER and categorical variables of CUES, tRACE, and tGENDER. 

Normality was rejected for categorical variables of CUES as a Shapiro-Wilk’s test revealed a 

significance of p< .05 for both masculine and feminine contextual cues indicating non-normality, 

with a skewness of -.214 (SE=.183) and a kurtosis of -3.67 (SE=.364) for the masculine cues and 

a skewness of -.114 (SE=.181) and a kurtosis of .286 (SE=.360) for the feminine cues. Normality 

was also rejected for categorical variables of tGENDER as a Shapiro-Wilk’s test revealed a 
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significance of p< .05 for both male and female gender indicating non-normality, with a 

skewness of -.148 (SE=.186) and a kurtosis of .130 (SE=.370) for males and a skewness of -.153 

(SE=.178) and kurtosis -.302 (SE=.355) for females. In regards to tRACE, a Shapiro-Wilk’s test 

revealed a significance of p> .05 for all four race categories. A visual inspection of their 

histograms, normal Q-Q plots and box plots showed that all races were approximately normally 

distributed, with a skewness of -.193 (SE=.302) and a kurtosis of .627 (SE=.595) for White, a 

skewness of -.79 (SE=.241) and a kurtosis of -.085 (SE=.478) for Latino(a), a skewness of .152 

(SE=.254) and a kurtosis of -.687 (SE=.503) for Black, and a skewness of -.362 (SE=.238) and a 

kurtosis of .137 (SE=.472) for Asian. Despite such mixed results, ANOVA statistical analyses 

are considered sensitive to moderate deviations from normality; simulation studies, using a 

variety of non-normal distributions, have shown that the false positive rate is not affected very 

much by this violation of the assumption (Glass et al. 1972, Harwell et al. 1992, Lix et al. 1996). 

Reliability for DANGER and AWS scale scores. Reliability statistics were performed 

for DANGER and AWS scale scores. Cronbach’s alpha for DANGER scale scores was .84, 

indicating sound reliability for scale items. Cronbach’s alpha for AWS scale scores was .79, also 

indicating adequate reliability for scale items. Table 4 also displays the means, standard 

deviations, and reliability coefficients for DANGER and AWS scale scores. The mean score for 

DANGER items was 19.10 and standard deviation 4.4. Mean for AWS items was 54.70, with a 

standard deviation of 5.01. 

ANOVA comparison of DANGER means for categorical variables. The population 

mean of DANGER scale scores for the categorical variables of race of target (tRACE), CUES, 

gender of target (tGENDER) and the additional variable of gender of clinician (cGENDER) were 

all explored as comparison groups. Means for perceived dangerousness based on race varied, 
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with White targets being perceived as most dangerous (M=19.81; SD= 4.28) following Asian 

(M=19.65; SD= 4.10), Latino(a) (M=18.79; SD=4.94) targets; Black targets were perceived as 

least dangerous (M=18.27; SD=4.14). Categorical variables of CUES were explored with male 

contextual cues for violence being perceived as more dangerous (M=19.33; SD=4.69) than 

female contextual cues for violence (M=18.85; SD=4.13). tGENDER in the vignette was also 

assessed and found to attribute higher perceptions of dangerousness to female perpetrators 

(M=19.31; SD=4.33) than male perpetrators (M=18.58; SD=4.51). cGENDER was also 

compared to dangerousness and found that female clinicians perceived overall higher perceptions 

of dangerousness in relation to the targets (M=19.48; SD=4.32) when compared to male 

clinicians (M=18.85; SD=4.52). Table 5 provides the means and standard deviations for 

DANGER scale scores for all comparison groups.  

ANOVA comparison of means of AWS for cGENDER. Comparisons began with an 

exploration of the population means of AWS scale scores for the categorical variable of 

cGENDER. Results revealed that female clinicians scored higher on the AWS (M=55.06; SD= 

4.92) and therefore were assessed to hold more profeminist ideals than male clinicians 

(M=53.68; SD=5.39). Table 6 provides the means and standard deviations for AWS scale scores 

for the variable of cGENDER. 

A one-way ANOVA was conducted with significant results for cGENDER and AWS 

scores (R² = .014, F=5.162, p< .05, adjusted R²=.012; see Table 7). Specifically, clinician gender 

accounted for 1.4% of the variability in AWS scores. Male clinicians tended to have lower scores 

(e.g. more consistent with traditional values) on the AWS while female clinicians tended to have 

higher scores (e.g. more consistent with profeminist values).  
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Correlations among variables of interest. In order to assess the relationship between 

the continuous variables of DANGER and AWS, a Pearson correlation coefficients was 

calculated. A negative correlation between the DANGER and AWS was found, though not 

significant (r= - .076, p> .05). 

Table 4 

 

Mean, Standard Deviation, and Reliability Coefficients for DANGER and AWS Scale Scores  

 

 M SD α 

DANGER 19.09 4.419 0.838 

AWS 54.70 5.067 0.791 

 

Table 5 

Mean and Standard Deviation for All Comparison Groups in Regards to DANGER: tRACE, 

CUES, tGENDER, cGENDER  

 

Variable n M SD 

tRACE    

White Non-Hispanic/European 

American 

64 19.81 4.279 

Asian/Asian American/Pacific 

Islander 

103 19.65 4.100 

Hispanic/Latino(a) 100 18.79 4.940 

Black/African American 90 18.27 4.148 

CUES    

Male 177 19.33 4.692 

Female 180 18.85 4.133 

tGENDER    

Male 171 18.85 4.512 

Female 186 19.31 4.331 

cGENDER    

Male 94 18.02 4.588 

Female 261 19.48 4.318 
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Table 6 

Mean and Standard Deviation for Comparison Group cGENDER in Relation to AWS  

 

Variable n M SD 

cGENDER    

Male 94 53.68 5.388 

Female 261 55.06 4.924 

 

Table 7 

Influence of cGENDER on AWS: Summary of ANOVA 

 

 Type III Sum of 

Squares 

df MS F 

Corrected Model 131.699ª 1 131.699 5.162 

Intercept 817214.133 1 817214.133 32033.575 

cGENDER 131.699 1 131.699 5.162** 

Error 9005.445 353 25.511  

Total 1071165.000 355   

Corrected Total 9137.144 354   

a. R Squared = .014 (Adjusted R Squared = .012) 

b. **p<0.05 

Primary Analys es 

The following section will outline the study’s findings beginning with a restatement of 

the study hypotheses, followed by an analysis of hypotheses, a discussion of exploratory and post 

hoc analyses, and concluding with an overall summary of findings. 

 Hypothesis 1: Masculine contextual cues for violence will result in higher 

perceptions of dangerousness than feminine contextual cues for violence. A t-test for 

independent samples was conducted to compare the influence of CUES on DANGER. Results 

determined that there was no significant difference between the means of the two independent 

samples (F=4.180, p< .05). Therefore, the hypothesis was not supported as masculine contextual 

cues for violence did not result in higher perceptions of dangerousness when compared to 

feminine contextual cues for violence. Results concluded that gender-based contextual cues for 
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violence (whether masculine or feminine) did not have a significant influence on participants’ 

perceptions of dangerousness. 

Hypothesis 2: Clinicians will report higher perceptions of dangerousness when 

presented with a scenario of a Black perpetrator committing an assault, than clinicians 

presented with a scenario of a White perpetrator committing an assault. A one-way 

between-subjects ANOVA was conducted to compare the effect of RACE on DANGER. Results 

determined that there was no significant influence of RACE on DANGER (F=2.343, p> .05). 

Therefore, the hypothesis was not supported as results concluded that Black targets did not 

produce higher perceptions of dangerousness amongst clinicians.  

Hypothesis 3: Clinicians will report higher perceptions of dangerousness when 

presented with a scenario of a female perpetrator committing an assault based upon male 

contextual cues for violence, than clinicians presented with a scenario of a female 

perpetrator committing an assault based upon female contextual cues for violence. A one-

way between-subjects ANOVA was conducted to compare the effect of CUES and tGENDER on 

DANGER. Results determined that there was no significant influence of CUES and tGENDER 

on DANGER (F=.355, p> .05). Therefore, the hypothesis was not supported. Results concluded 

that feminine contextual cues for violence, in conjunction with a female target, did not result in 

higher perceptions of dangerousness amongst participants.   

Hypothesis 4: Male clinicians will report lower perceptions of dangerousness when 

presented with a scenario of a female perpetrator committing an assault based upon female 

contextual cues for violence, than female clinicians presented with a scenario of a female 

perpetrator committing an assault based upon female contextual cues for violence. A one-

way between-subjects ANOVA was conducted to compare the effect of CUES and cGENDER 
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on DANGER. Results determined that there was no significant influence of CUES and 

cGENDER on DANGER (F=1.749, p> .05), therefore the hypothesis was not supported. Results 

concluded that male clinicians did not report lower perceptions of dangerousness when presented 

with a scenario of a female perpetrator committing an assault based on female contextual cues 

for violence. Table 10 illustrates the summary of ANOVA concluding that there were no 

significant effects of gender-based contextual cues for violence and clinician gender on 

perceptions of dangerousness. 

Nonetheless, there was a significant main effect for cGENDER on DANGER, as 

evidenced in Table 8. Results determined that there was a significant influence of clinician 

gender on perceptions of dangerousness (F=7.038, p< .05, R² = .023) such that it was found that 

clinician gender did account for 2% of the variability in DANGER scores. Therefore, results 

revealed that female clinicians perceived targets as more dangerous overall (regardless of cues 

for violence, race, etc.) when compared to male clinicians. Male clinicians perceived targets as 

much less dangerous overall.  

Table 8 

 

Influence of CUES and cGENDER on DANGER: Summary of ANOVA 

 

 Type II Sum of 

Squares 

df MS F 

Corrected Model 160.939ª 3 53.646 2.773 

Intercept 96141.108 1 96141.108 4969.160 

CUES 13.844 1 13.844 0.716 

cGENDER 136.170 1 136.170 7.038** 

CUES*cGENDER 1.763 1 1.763 0.091 

Error 6790.993 351 19.348  

Total 136364.000 355   

Corrected Total 6951.932 354   

a. R Squared = .023 (Adjusted R Squared = .015) 

b. **p<0.05 
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Hypothesis 5: Clinicians will report higher perceptions of dangerousness when 

presented with a scenario of a Black perpetrator committing an assault based upon male 

contextual cues for violence, than clinicians presented with a scenario of a White 

perpetrator committing an assault based upon male contextual cues for violence. A one-way 

between-subjects ANOVA was conducted to compare the effect of CUES and RACE on 

DANGER. Results determined that there was no significant influence of CUES and RACE on 

DANGER (F=2.524, p>.05). Therefore, the hypothesis was not supported. Results concluded 

that masculine contextual cues for violence, in conjunction with a Black target, did not result in 

higher perceptions of dangerousness amongst participants.  

Hypothesis 6: Clinicians will report higher perceptions of dangerousness when 

presented with a scenario of a male, Black perpetrator, than clinicians presented with a 

scenario of a male, White perpetrator. A one-way between-subjects ANOVA was conducted 

to compare the effect of RACE and tGENDER on DANGER. Results determined that there was 

no significant influence of RACE and tGENDER on DANGER (F=2.165, p> .05). Therefore, the 

hypothesis was not supported. Results concluded that a Black male target did not result in higher 

perceptions of dangerousness amongst participants.  

Hypothesis 7: Clinicians that report attitudes toward women that are more 

profeminist in nature will report lower perceptions of dangerousness when presented with 

a scenario of a female perpetrator committing an assault, than clinicians that report 

attitudes toward women that are more conservative in nature. A simple linear regression was 

conducted to compare the effect of AWS on DANGER. Results determined that there was no 

significant influence of AWS on DANGER (F=1.823, p> .05). Therefore, the hypothesis was not 
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supported. Results concluded that variances in AWS scores did not have an effect on clinicians’ 

perceptions of dangerousness.  

Hypothesis testing: summary. Results concluded that the hypotheses in this study were 

not supported. A t-test for independent samples did not support the hypothesis that masculine 

contextual cues for violence would result in higher perceptions of dangerousness than feminine 

contextual cues for violence (hypothesis 1). One-way between subjects ANOVA’s were 

conducted and did not support the hypotheses that clinicians would report higher perceptions of 

dangerousness when presented with a scenario of a Black perpetrator committing an assault, than 

clinicians presented with a scenario of a White perpetrator committing an assault (hypothesis 2), 

clinicians would report higher perceptions of dangerousness when presented with a scenario of a 

female perpetrator committing an assault based upon male contextual cues for violence, than 

clinicians presented with a scenario of a female perpetrator committing an assault based upon 

female contextual cues for violence (hypothesis 3), male clinicians would report lower 

perceptions of dangerousness when presented with a scenario of a female perpetrator committing 

an assault based upon female contextual cues for violence, than female clinicians presented with 

a scenario of a female perpetrator committing an assault based upon female contextual cues for 

violence (hypothesis 4), clinicians would report higher perceptions of dangerousness when 

presented with a scenario of a Black perpetrator committing an assault based upon male 

contextual cues for violence, than clinicians presented with a scenario of a White perpetrator 

committing an assault based upon male contextual cues for violence (hypothesis 5), and 

clinicians would report higher perceptions of dangerousness when presented with a scenario of a 

male, Black perpetrator, than clinicians presented with a scenario of a male, White perpetrator 

(hypothesis 6). A simple linear regression was conducted and did not support the hypothesis that 
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clinicians reporting attitudes toward women that were more profeminist in nature would report 

lower perceptions of dangerousness when presented with a scenario of a female perpetrator 

committing an assault, than clinicians that reported attitudes toward women that were more 

conservative in nature (hypothesis 7).  

 However, results did reveal significance in regards to clinician gender and attitudes 

toward women. A one-way ANOVA revealed that female clinicians scored higher on the AWS, 

and therefore were assessed to hold more profeminist ideals than male clinicians. Results 

revealed that clinician gender did account for 1.4% of the variability in AWS scores. 

Additionally, results revealed a significant influence of clinician gender on perceptions of 

dangerousness, such that it was found that female clinicians perceived targets as more dangerous 

overall (regardless of cues for violence, race, etc.) when compared to male clinicians. Results 

revealed that clinician gender did account for 2% of the variability in perceptions of 

dangerousness. 

Open-Ended Answers 

 As previously mentioned, participant data regarding RECALL was collected in free text 

form at the end of the survey. The primary investigator sorted through all qualitative data 

collected in the free text box for each participant and selected information that had been 

correctly identified by participants as relating to details of the vignette. Subsequently, correctly 

identified information was examined for similar thematic content based upon the gender-based 

contextual cues for violence discussed previously and outlined in the literature. This examination 

produced a number of questions to guide the classification of data from the vignette. Specifically 

these questions were: Was this participant able to correctly recall the age of the target? Was this 

participant able to correctly recall whether or not the target was arrested? Was this participant 
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able to correctly recall the race of the target? Was this participant able to correctly recall that the 

target had a history of violent behavior? Was this participant able to correctly recall when the 

assault in the scenario occurred? Was this participant able to correctly recall who the victim was 

in the scenario? Was this participant able to correctly recall the environment that the assault 

occurred in? Was this participant able to correctly recall whether or not the victim’s injurious 

were serious enough to require medical attention? Was this participant able to correctly recall 

whether or not the target had been prescribed psychotropic medication? Was this participant able 

to correctly recall whether or not the target had been using drugs at the time of the offense?  

 Based on these questions, categories were developed to quantify qualitative data 

responses. These categories included: Age of the target, Legal implications, Race of the target, 

History of violent behavior, Time frame, Victim, Environment, Medical attention, Medication, 

and Substance use. Data for each participant’s response was then coded by totaling the frequency 

of correct responses for each of the abovementioned categories. The responses were then totaled 

for each category to create a numeric frequency of correct responses for each category, as well as 

a percentage of correct responses for each category. Table 9 illustrates the categories and 

accompanying guiding questions used to inform the qualitative coding process.      

 Out of 357 total participants, seven participants either finished the survey and left the 

open text box blank, or noted that they were unable to recall any details from the scenario. 

Therefore, results reflect percentage means derived from N=357. Results from the qualitative 

analysis revealed that 89.6% of participants were able to correctly recall the gender of the target 

in the scenario, followed by 71.7% of participants that were able to correctly recall whether or 

not the target had been using drugs at the time of the offense. Lastly, 61.1% of participants were 



 
 

81 

 

correctly able to recall whether the target had been prescribed psychotropic medication. Table 10 

illustrates the frequency and percentage of correctly recalled information, arranged by category. 

Table 9 

Summary of Category and Guiding Questions used in Coding of RECALL  

 

Category Guiding Questions 

 

Age of the target Was this participant able to correctly recall the 

age of the target? 

Gender Was this participant able to correctly recall the 

gender of the target? 

Legal implications Was this participant able to correctly recall 

whether or not the target was arrested? 

Race of the target Was this participant able to correctly recall the 

race of the target? 

History of violent behavior Was this participant able to correctly recall that 

the target had a history of violent behavior? 

Time frame Was this participant able to correctly recall when 

the assault in the scenario occurred? 

Victim Was this participant able to correctly recall who 

the victim was in the scenario? 

Environment Was this participant able to correctly recall the 

environment that the assault occurred in? 

Medical attention Was this participant able to correctly recall 

whether or not the victim’s injurious were serious 

enough to require medical attention? 

Medication Was this participant able to correctly recall 

whether or not the target had been prescribed 

psychotropic medication? 

Substance use Was this participant able to correctly recall 

whether or not the target had been using drugs at 

the time of the offense? 
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Table 10 

Frequency and Percentage of correct RECALL by Category (N=357) 

Category ƒ % 

 

Gender 320 89.6 

Substance Use 256 71.7 

Medication 218 61.1 

Victim 204 57.1 

Race 202 56.6 

Age 153 42.9 

Medical Attention 111 31.1 

History of Violent Behavior 102 28.6 

Environment 57 16.0 

Legal Implications 50 14.0 

Time Frame  13 3.6 

 

Exploratory  Analyses  

 Race of target, education, and dangerousness. As the initial data yielded few 

significant results, additional demographic variables were explored in relation to perceptions of 

dangerousness. Statistically-significant results were found for the impact of 1) tRACE on 

perceptions of dangerousness and 2) completed educational level of participants (COMPED) on 

perceptions of dangerousness.  

As indicated in Table 11, one-way between-subjects ANOVAs revealed significant 

results for tRACE and DANGER (R² = .022, F=2.701, p< .05, adjusted R²=.014), such that race 

of the target accounted for 2.2% of the variability in DANGER scores. Participants tended to 

perceive White targets as the most dangerous, followed by Asian targets, then Latino(a)s and 

lastly Black targets.  

 Table 12 illustrates that ANOVA results were also significant for COMPED and 

DANGER (R² = .091, F=17.615, p< .05, adjusted R²=.085) such that level of completed 
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education (e.g. masters, doctoral, or professional level of participants) accounted for 9.1% of the 

variability in DANGER scores. doctoral-level clinicians perceived the lowest levels of 

dangerousness in response to targets and professional level clinicians perceived the highest levels 

of dangerousness.  

Table 11 

 

Influence of tRACE on DANGER: Summary of ANOVA 

 

 Type III Sum of 

Squares 

df MS F 

Corrected Model 151.514ª 3 50.505 2.701 

Intercept 126584.413 1 126584.413 6770.815 

tRACE 151.514 3 50.505 2.701** 

Error 6599.545 353 18.696  

Total 137229.000 357   

Corrected Total 6751.059 356   

a. R Squared = .022 (Adjusted R Squared = .014) 

b. **p<0.05 

 

Table 12 

 

Influence of COMPED on DANGER: Summary of ANOVA 

 

 Type III Sum of 

Squares 

df MS F 

Corrected Model 611.063ª 2 305.532 17.615 

Intercept 29711.824 1 29711.824 1713.028 

COMPED 611.063 2 305.532 17.615** 

Error 6139.995 354 17.345  

Total 137229.000 357   

Corrected Total 6751.059 356   

a. R Squared = .091 (Adjusted R Squared = .085) 

b. **p<0.05 

  



 
 

84 

 

Race of clinician, gender of clinician, education, and attitudes toward women. Having 

established that certain clinician demographic variables significantly impacted perceptions of 

dangerousness, a series of exploratory hierarchical regression analyses were conducted to further 

assess the variability of dangerousness ratings in association with demographic variables. To test 

for interaction effects involving the continuous variable of AWS, this variable was centered to 

avoid problems with multicollinearity. Results of evaluation of assumptions were all normal (e.g. 

normality, linearity, and homoscedasticity of residuals). With the use of p <.001 criterion for 

Mahalanobis distance no outliers among the cases were found. No cases had missing data and no 

suppressor variables were found, N=357. 

   All clinician-related variables that had shown a significant relationship with perceptions 

of dangerousness (cRACE, cGENDER, COMPED and AWS) were chosen for use in the first 

model. The first model consisted of a three step hierarchical multiple regression designed to test 

how much variability could result from the abovementioned variables. To control for variables 

attributed to the vignette, CUES, tRACE, and tGENDER were entered into the first step of the 

model. In the second step, variables attributed to the clinician (cRACE, cGENDER, COMPED 

and AWS) were entered. Since previous analyses determined that cGENDER was the only 

variable to have a significant influence on AWS scores, interaction effects for cGENDER and 

AWS were tested via their entry in step three.   

This hierarchical multiple regression revealed significant results only for step two, with 

variables attributed to the clinician (e.g. cRACE, cGENDER, COMPED, AWS) contributing 

significantly to the regression model (R² = .158, Sig. F Change= .000, p< .05, adjusted R²=.123) 

and accounting for 15.8% of the variability in perceptions of dangerousness. Table 13 outlines 

the summary of regression statistics.  
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Of these variables, clinician race had the greatest impact on perceptions of dangerousness 

as White clinicians perceived higher dangerousness (B=7.026, p<.05), followed by Black 

clinicians (B=6.826, p<.05), and Latino(a) clinicians (B=6.244, p<.05). Doctoral level clinicians 

also contributed significantly to the regression model (B=-2.308, p<.05), perceiving lower levels 

of dangerousness as previously mentioned in earlier analyses. Lastly, the race of the target was 

found to contribute significantly to participant perceptions of dangerousness as participants 

perceived higher levels of dangerousness for White targets (B=1.571, p<.05). Table 14 outlines 

the significant variables.  

Table 13 

 

Summary of Hierarchical Regression Analysis Model 1 

 

Step R R²  
Adjusted 

R² 
SE 

Change Statistics 

R 

Square 

Change 

F 

Change 
df1 df2 

Sig. F 

Change 

1 .168 .028 .014 4.32364 .028 2.022 5 349 .075 

2 .397 .158 .123 4.07781 .130 5.814 9 340 .000 

3 .397 .158 .121 4.08349 .000 .071 1 339 .791 

 

Table 14 

 

Hierarchical Regression Analysis Model 1: Significant Variables Predicting Dangerousness in 

Step 2 

 

Variable 

Unstandard 

Coefficient 

Standard 

Coefficient 
t Sig. 

95% Confidence 

Interval for B 
Correlations 

B SE β 
Lower 

Bound 

Upper 

Bound 

Zero-

order 
Partial Part 

tWHITE 1.571 .668 .139 2.351 .019 .256 2.885 .091 .126 .117 

cBLACK 6.826 2.755 .259 2.478 .014 1.407 12.24 .054 .133 .123 

cWHITE 7.026 2.426 .546 2.897 .004 2.255 11.79 .079 .155 .144 

cLATINO 6.244 2.574 .322 2.426 .016 1.181 11.30 -.041 .130 .121 

Doc -2.308 .469 -.258 -4.924 .000 -3.230 -1.386 -.298 -.258 -.245 
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Race of clinician, education, and attitudes toward women. As cGENDER was 

previously established to be a significant predictor of dangerousness, it was removed as a 

predictor in the second model. The variability of additional clinician related variables was 

assessed. The data was also split by clinician gender (male/female) in order to further assess for 

impact of cGENDER on perceptions of dangerousness. The second model consisted of a two 

step hierarchical multiple regression designed to test how much variability could result from the 

demographic characteristics of the clinician. To control for these variables, vignette 

characteristics CUES, tRACE, and tGENDER were entered into the first step of the model. 

Variables attributed to the clinician (cRACE, COMPED and AWS) were entered at step two.  

The hierarchical multiple regression revealed significant results only at step two for female 

clinicians, with variables attributed to female clinicians (e.g. cRACE, COMPED, AWS) 

contributing significantly to the regression model (R² = .179, Sig. F Change= .000, p< .05, 

adjusted R²=.135) and accounting for 17.9% of the variability in perceptions of dangerousness. 

Table 15 outlines the summary of regression statistics.  

Of these variables, the race of female clinicians had the greatest impact on perceptions of 

dangerousness. Black, female clinicians perceived the highest rates of dangerousness (B=6.947, 

p<.05), followed by White, female clinicians (B=6.928, p<.05), Latina clinicians (B=6.687, 

p<.05), and last Asian, female clinicians (B=6.099, p<.05). Completed education also 

significantly contributed to perceptions of dangerousness. Female, professional level clinicians 

(B=3.965, p<.05) and female, masters level clinicians (B=2.826, p<.05) perceived the highest 

levels of dangerousness. Table 16 outlines the significant variables.  
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Table 15 

 

Summary of Hierarchical Regression Analysis Model 2 

 
 

Step R R² 
Adjusted 

R² 
SE 

Change Statistics 

cGENDER R 

Square 

Change 

F 

Change 
df1 df2 

Sig. F 

Change 

Male 1 .247 .061 .008 4.35409 .061 1.141 5 88 .345 

 2 .365 .133 .029 4.30758 .072 1.382 5 83 .239 

Female 1 .160 .026 .007 4.30354 .026 1.343 5 255 .246 

 2 .423 .179 .135 4.01478 .153 5.750 8 247 .000 

 

Table 16 

Hierarchical Regression Analysis Model 2: Significant Variables Predicting Dangerousness in 

Step 2 for Female Clinicians 

 

Variable 

Unstandard 

Coefficient 

Standard 

Coefficient 
t Sig. 

95% Confidence 

Interval for B 
Correlations 

B SE β 
Lower 

Bound 

Upper 

Bound 

Zero-

order 
Partial Part 

cWHITE 6.928 2.400 .579 2.887 .004 2.202 11.65 .069 .1681 .166 

cLATINO 6.687 2.569 .372 2.603 .010 1.627 11.74 -.028 .163 .150 

MA 2.826 .525 .322 5.384 .000 1.792 3.860 .320 .324 .310 

Prof  3.965 1.689 .138 2.348 .020 .639 7.291 .102 .148 .135 

cBLACK 6.947 2.731 .309 2.544 .012 1.569 12.32 .047 .160 .147 

cASIAN 6.099 2.739 .258 2.227 .027 .704 11.49 -.036 .140 .128 
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Race of clinician, gender of clinician, and attitudes toward women. As COMPED was 

previously established to be a significant predictor of dangerousness, the data in the third 

hierarchical model was split by COMPED (masters/doctoral) in order to further assess for impact 

of COMPED on perceptions of dangerousness. The category of ‘Professional Education’ was 

deleted from this sample as it only contained nine participants. In the third model, a hierarchical 

multiple regression was conducted with three steps. CUES, tRACE, and tGENDER were again 

entered at step one of the regression to control for variables attributed to the vignette. Variables 

attributed to the clinician (cRACE, cGENDER and AWS) were entered at step two and 

interaction effects for cGENDER and AWS were tested for at step three. The hierarchical 

multiple regression revealed significant results only at step two, with variables attributed to 

masters level clinicians (e.g. cRACE, cGENDER, AWS) contributing significantly to the 

regression model (R² = .180, Sig. F Change= .002, p< .05, adjusted R²=.101) and accounting for 

18.0% of the variability in perceptions of dangerousness. Table 17 outlines the regression 

statistics.  

Of these variables, masters level clinician race had the greatest impact on perceptions of 

dangerousness. Masters level Latino(a) clinicians perceived higher dangerousness (B=17.581, 

p<.05), followed by masters level White clinicians (B=14.821, p<.05), masters level Black 

clinicians (B=14.748, p<.05), and last masters level Asian clinicians (B=12.068, p<.05). 

Additionally, gender of masters level clinicians significantly contributed to perceptions of 

dangerousness (B=2.532, p<.05). Table 18 outlines the significant variables.  
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Table 17 

 

Summary of Hierarchical Regression Analysis Model 3 

 
 

Step R R² 
Adjusted 

R² 
SE 

Change Statistics 

COMPED R 

Square 

Change 

F 

Change 
df1 df2 

Sig. F 

Change 

MA 1 .145 .021 -.020 4.54554 .021 .512 5 120 .766 

 2 .424 .180 .101 4.26789 .159 3.687 6 114 .002 

 3 434 .189 .103 4.26405 .009 1.206 1 113 .275 

Doc 1 .217 .047 .025 3.89481 .047 2.109 5 214 .066 

 2 .282 .080 .026 3.89171 .033 1.049 7 207 .398 

 3 .282 .080 .022 3.90072 .000 .044 1 206 .834 

 

Table 18 

Hierarchical Regression Analysis Model 3: Significant Variables Predicting Dangerousness in 

Step 2 for Masters Level Clinicians 

 

Variable 

Unstandard 

Coefficient 

Standard 

Coefficient 
t Sig. 

95% Confidence 

Interval for B 
Correlations 

B SE β 
Lower 

Bound 

Upper 

Bound 

Zero-

order 
Partial Part 

cBLACK 14.748 4.818 .698 3.061 .003 5.203 24.29 .023 .276 .260 

cASIAN 12.068 4.922 .470 2.452 .016 2.318 21.81 -.089 .224 .208 

cWHITE 14.821 4.443 1.097 3.336 .001 6.020 23.62 .012 .298 .283 

cLATINO  17.581 4.844 .763 3.629 .000 7.985 27.17 .149 .322 .308 

cGENDER 2.532 1.041 .210 2.433 .017 .470 4.59 .219 .222 .206 
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Open-ended answers. As mentioned earlier in this section, results from the qualitative 

analysis revealed that 89.6% of participants correctly recalled the gender of the target in the 

scenario.  Frequencies and percentages were calculated for recall of target gender based on 

characteristics of the clinician (cGENDER, cRACE, COMPED), the scenario (CUES) and the 

target (tRACE). With regard to cRACE, results revealed that 94.74% of Latino(a) clinicians 

correctly recalled the gender of the target. With regard to characteristics of the target, 91.23% of 

clinicians correctly recalled the gender in the scenario if the target was male and 91.11% of 

clinicians correctly recalled the gender of the target when identified as Black. 90.80% of female 

clinicians also correctly recalled the gender of the target. Table 19 illustrates the frequency and 

percentage of correctly recalled information, arranged by category. 
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Table 19 

Frequency and Percentage of RECALL categories 

Category ƒ % 

 

cRACE   

Latino(a) 18 94.00 

White 280 90.32 

Asian 11 84.62 

Black 8 80.00 

tGENDER    

Male 156 91.23 

Female 165 88.71 

tRACE   

Black 82 91.11 

White 58 90.63 

Asian 92 89.32 

Latino(a) 89 89.00 

cGENDER   

Female 237 90.80 

Male 84 89.36 

COMPED   

Doctoral 200 90.50 

Professional 8 88.89 

Masters 113 52.07 

CUES   

Masculine 160 90.40 

Feminine 161 89.44 

 

Summary of Findings  

Generally speaking, the hypotheses in this study were not supported. Effects of the 

independent variables upon perceptions of dangerousness were not confirmed. There were also 

no significant effects of participants’ attitudes toward women on their perceptions of 

dangerousness. However, analyses revealed that there was a main effect for clinician gender on 

perceptions of dangerousness, as female clinicians perceived targets as more dangerous overall 

(regardless of cues for violence, race, etc.) than did male clinicians. Significant findings also 
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emerged within the relationship between clinician gender and attitudes toward women. Male 

clinicians tended to endorse more traditional, conservative values and opinions regarding the 

societal roles of women, while female clinicians tended to endorse more profeminist values. 

Exploratory findings also revealed significant results. There was a significant effect of 

target race on perceptions of dangerousness, as clinicians tended to perceive White targets in the 

scenario as the most dangerous. Completed education of the clinician also had a significant effect 

on perceptions of dangerousness, as doctoral-level clinicians perceived the lowest levels of 

dangerousness overall when compared to masters level and professional clinicians.  

Furthermore, results revealed that variables attributable to the clinicians themselves (such 

as clinician race, clinician gender, completed level of education, and attitudes toward women) 

contributed significantly to overall perceptions of dangerousness. Of these variables, clinician 

race had the greatest impact on perceptions of dangerousness, as White clinicians generally 

perceived higher levels of dangerousness from the target. Doctoral-level clinicians also 

significantly perceived lower levels of dangerousness when compared to Masters and 

professional level clinicians. Lastly, the race of the target was found to contribute significantly to 

participant perceptions of dangerousness as participants perceived higher levels of dangerousness 

in association with White targets. 

Findings also confirmed that among female clinicians, individual participant variables 

(such as clinician race, completed level of education and attitudes toward women) had a 

differentially significant effect on perceptions of dangerousness. Of these variables, the race of 

female clinicians had the greatest impact on their perceptions of dangerousness; specifically, 

Black female clinicians perceived higher levels of dangerousness overall. Similarly, level of 
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completed education significantly contributed to perceptions of dangerousness as female, 

professional level clinicians perceived higher levels of dangerousness. 

Finally, results revealed that among masters level clinicians, individual participant 

variables (such as clinician race, clinician gender and attitudes toward women) also had a 

significant effect on perceptions of dangerousness. Among masters level clinicians, race had the 

greatest differential impact on perceptions of dangerousness, as masters level Latino(a) clinicians 

perceived higher levels of dangerousness.  

Findings via the open-ended answers indicated that among the present group of 

clinicians, Latino(a) clinicians correctly recalled the gender of the target. With regard to 

characteristics of the target, clinicians overall correctly recalled the gender in the scenario when 

it was a male target and identified as Black. Female clinicians also were more accurate and 

correctly recalled the gender of the target when compared to male clinicians. 

 

  

 

 

 

 

 

   



 
 

94 

 

Chapter V 

 

DISCUSSION 

  

The purpose of the present study was to assess whether clinicians’ gender biases, as well 

as gender-specific contextual factors for violence, influence clinical perceptions of 

dangerousness. This chapter will begin with an overview of the study’s conclusions. Next, it will 

outline implications for theory, followed by a discussion of implications for clinical practice and 

training. Limitations of the study will then be explored. Finally, directions for further research 

will be presented.  

Contextual Factors for Violence and Perceptions of Dangerousness 

The influence of contextual factors in the assessment of violence has received little 

attention in the literature (Otto, 2000). Although limited, findings within this body of research 

offer support for the intersection of factors related to environment, gender, and violence. These 

findings indicate that men are more likely to become violent with strangers in public places 

while women are more likely to become violent with family members in the home (Swanson et 

al., 1999). The present study sought to expand upon these findings, and discovered generally that 

clinicians did not appear to be influenced by any contextual cues for violence during clinical 

assessments of dangerousness.  

Nevertheless, this finding offers a contribution to the existing literature on the accuracy 

of clinical predictions of risk. Prior studies have found that the underprediction of violence in 

women is largely attributed to clinicians failing to notice cues that could distinguish which 

women would be violent (Lidz et. al, 1993).  This failure to notice cues reflects a lack of 

knowledge of the existing population that clinicians are assessing. Base rates in risk assessment 

are used to represent the probability that violence may occur within a given population. It has 
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been asserted that clinicians misperceiving base rates will severely impair the validity of their 

clinical judgment (Garb, 1996). If clinicians are not aware of the specific and identifiable risk 

factors for violence associated with female perpetrators, their clinical judgment during an 

evaluation could be impaired and therefore inaccurate. This notion suggests that the clinicians in 

this study did not consider contextual cues for violence in their decision making because they 

were not aware of the research on how males and females commit violence differently—

therefore making it difficult for them to know which cues to take into account in the first place.  

Race of the Target and Perceptions of Dangerousness 

Findings from the present study revealed that clinicians perceived White targets as the 

most dangerous overall. These results are noteworthy, as they may highlight the significant 

influence that race can have on clinicians’ assessments of risk. As the majority of clinicians in 

the current study were White, one possible interpretation of these findings is that they may 

reflect within-group biases associated with dangerousness. According to such an interpretation, 

the subjective biases can be described by means of the shifting standards model of social 

judgment, which explains that individuals use various reference points while making subjective 

judgments (Biernat, 2003; Biernat & Kobrynowicz, 1997; Biernat & Manis, 1994; Biernat et al., 

1991). These reference points are rooted in cognitive schemas within which implicit racial biases 

may exist. 

Previous research on shifting standards has incorporated the influence of the racial 

attitudes rooted in these schemas. Studies affirm that clinicians’ favorable ratings of health, 

psychological well-being, etc., may at times be paradoxically reflective of an evaluator’s 

negative racial biases about the average level of psychological functioning of a person of color 

(Gushue, 2004). Therefore, individuals from negatively stereotyped, low-status groups are 
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evaluated according to a different set of expectations and standards than are individuals from 

positively stereotyped, high-status groups. More favorable evaluations for clients of color can 

therefore be the result of judgments based on lower standards that reflect racist societal 

stereotypes (Biernat & Kobrynowicz, 1997; Biernat & Manis, 1994; Biernat et al., 1991; Gushue, 

2004). It is possible, then, that clinicians’ relatively low ratings of dangerousness for perpetrators 

of color in the present study may show the influence of shifting standards. Clinicians may have 

implicitly associated violence at the hands of perpetrators of color as “normal” for their racial 

group, therefore associating lower levels of dangerousness with those perpetrators. However, 

violence with a White perpetrator may have been perceived as more dangerous, since the 

perpetrator is representing an otherwise positively stereotyped, high-status racial group. 

Finally, perceptions of dangerousness associated with race of the target were not 

influenced by contextual cues for violence, or gender of the target. These results contribute 

further to the mixed findings in the existing research on race bias and the prediction of violence. 

Within psychiatric hospital settings, the incidence of predicted violence is frequently rated higher 

for Black patients than White patients (Lewis et al. 1990; McNiel & Binder, 1995). Similarly, 

within federal correctional institutions the predicted incidence of violence is overestimated for 

Black inmates (Cooper & Werner, 1990). However, a smaller group of studies have revealed that 

differences in patients’ race did not influence clinicians’ predictions when violence was assessed 

in non-inpatient settings such as hospital emergency rooms or community mental health settings 

(Lidz et al. 1993; Lewis et al. 1990).  

The present study indicates, therefore, that race of the perpetrator may not have an 

influence on clinician perceptions of dangerousness when assessments occur in the community. 

These results may shed further light on the role of race bias and the environment in inaccuracies 
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in assessing dangerousness. It may be that clinicians assessing for risk in institutions have a 

heightened perception of violence towards clients overall, while clients in the community are 

perceived as less dangerous because they are unrestricted and assumed to be non-violent. 

Attitudes Toward Women and Perceptions of Dangerousness 

It was revealed that clinicians’ attitudes toward women did not have an effect on their 

perceptions of dangerousness. Nevertheless, male clinicians did tend to endorse more traditional, 

conservative values and opinions regarding the societal roles of women, while female clinicians 

tended to endorse more profeminist values. These outcomes appear consistent with research 

asserting that women are more egalitarian in their attitudes toward women than their male 

counterparts (McHugh & Frieze, 1997). Clinician attitudes also coincide with research asserting 

that, despite the notion that attitudes toward women have become more liberal over time, men 

continue to hold more traditional attitudes about the roles and expectations of women in society 

(Desai, Chugh & Brief, 2014; Douglas & Sutton, 2014). 

With regard to these findings, there has been no prior research exploring how clinician 

attitudes toward women may/may not influence the ability to accurately perceive dangerousness. 

Findings from this study have substantiated that, although male and female clinicians do differ 

significantly in their views on women, these views do not influence their perceptions of 

dangerousness. One possible interpretation is that clinicians are able to circumvent any potential 

biases toward women when perceiving the dangerousness of a target. Another interpretation is 

that alternate cues such as context, situation, and environment can have a moderating effect on 

clinician perceptions. Further research is warranted to explore these possibilities in further detail. 

Clinician Demographics and Perceptions of Dangerousness 
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Education and dangerousness. Findings outside the main hypotheses in this study 

indicated that level of completed education (e.g. masters, doctoral, or professional) significantly 

influenced perceptions of dangerousness among this sample. Doctoral clinicians perceived the 

lowest levels of dangerousness in response to targets and professional level clinicians perceived 

the highest levels of dangerousness. There is no previous research available to substantiate how 

level of education and/or training can impact a clinician’s perceptions of dangerousness. 

However, there are studies concluding that differences in training may not contribute to 

differential ability at predicting short-term violence in institutionalized settings (Cooper & 

Werner, 1990). The results of the current study contradict prior research, indicating that 

differences in training, education, and experience may in fact influence clinicians’ assessments 

of dangerousness—quite possibly contributing to the inaccurate and variable predictions that 

have been the focus of the present study. 

As previously mentioned, doctoral-level clinicians were more likely to perceive targets as 

least dangerous. Perhaps these findings can be attributed to the fact that doctoral clinicians are 

most often responsible for assessing risk in clinical practice settings. Doctoral clinicians find 

themselves assessing risk more frequently because psychologists are the only mental health 

professionals trained in administering psychological assessment measures. This includes the 

many risk assessment measures implemented while assessing violence. It is not known whether 

or not this was the case in the current sample, so to pursue the impact of such a difference in 

experience is purely hypothetical. Speculatively, therefore, this increased face-to-face exposure 

to clients could allow for doctoral-level clinicians to gain more time and experience in the 

assessment of risk. There is no existing literature exploring the relationship between decreased 

perceptions of violence among clinicians who routinely assess for risk; however, there is a wide 
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body of literature supporting the notion that short-term and long-term exposure to violence 

creates a physiological desensitization to violence (Cooley-Quille, et al., 2001; Farrell & Bruce, 

1997; Friedlander, 1993; Osofsky, 1995; Osofsky et al., 1993). Therefore, it may be possible that 

the more clinicians are exposed to violence and violent individuals, the greater the chance of 

being desensitized to acts of violence. The increased exposure to assessing risk that doctoral-

level clinicians experience may result in decreased perceptions of dangerousness. 

Briefly, perceptual theory would suggest that top-down processing is a meaningful 

psychological process responsible for utilizing stored knowledge to inform perceptions while 

making decisions (Groome, 2014).  The effects of top-down processing can be defined as an 

influence on an individual’s expectations, goals and stored knowledge. This includes any 

expectations that are implicit in the operation of a psychological process (Eysenck, 1998). If 

some doctoral-level clinicians are experiencing a desensitization to violent acts, their perceptions 

of violence would implicitly be influenced by this experienced desensitization. In turn, this 

influence could quite possibly reveal itself in clinical decisions regarding dangerousness. 

Ultimately, this discussion underscores the importance of standardizing the assessment 

and management of violence risk through developing regulated training programs and curricula. 

Borum (1996) identified that the call for clinical practice guidelines have become a trend to aid 

practitioners in the diagnosis and treatment of violence. However, these guidelines are diverse 

and only provide a basic guide for assessment. More research in the areas of education and 

training for risk assessment practice is necessary in order to develop systematic curricula for 

assessment and management. Additionally, research could lend to legislative efforts to refine 

requirements in professional accreditation so these issues can be addressed.  
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Gender and dangerousness. Notably, female clinicians from the present study perceived 

targets as more dangerous overall (regardless of cues for violence, race, etc.) when compared to 

male clinicians. These results are consistent with research considering the role of expressed fear 

as greater for women in a number of contexts consistent with dangerousness. Studies support that 

women experience an overall greater fear of crime (Day, 1994; Ferraro, 1996; Madriz, 1997; 

Scott, 2003; Smith & Torstensson, 1997), express more fear within the context of stalking and 

victimization (Tjaden & Thoennes, 2000), and perceive greater dangerousness on the job as 

police and corrections officers (Gordon, Proulx, & Grant, 2013). These differences in perceived 

fear are a gender-based construct. Research has outlined that the greater levels of fear perceived 

by women are associated with a lack of control, which would be expected to result in more 

negative consequences to female victims when compared to male victims. Higher levels of 

expressed fear are a significant predictor of negative physical, psychological, social, and 

economic consequence for the victim (Johnson & Kercher, 2009; Sheridan & Lyndon, 2010).  

Gender differences in perceptions of fear are also discussed in the research on gender-

specific socialization scripts (Mahalik, Good, & Englar-Carlson, 2003; Reid & Konrad, 2004). 

Gender-socialization script is a term referring to the assumption that individuals of different 

genders will exhibit stereotyped behaviors that society has deemed acceptable (Langhinrichsen-

Rohling, 2012). Gender-socialization scripts are likely to impact perceptions of what behaviors 

are considered normative for men and women. For instance, studies have indicated that gender 

roles appear to impact a man’s ability to experience and/or report fear. These scripts may also 

impact the degree of emotional reaction that is considered typical within these societal gender 

roles (Thompson et al., 2010). The present study highlights the difference in perceptions of 

violence between the genders. It may also highlight the potential for discrepancy among 
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clinicians’ assessments of violence as women appear to have an increased potential to rate targets 

as violent, while men may underpredict dangerousness overall.  

Female clinicians of color and dangerousness. Findings further suggest that the race of 

female clinicians may influence perceptions of dangerousness when controlling for 

characteristics related to the vignette and characteristics related to the target. Female clinicians’ 

race was most highly associated with perceptions of dangerousness, as Black female clinicians 

perceived the highest levels of dangerousness.  

These results correspond with research maintaining that Black Americans in the United 

States are more likely than other racial and ethnic groups to reside in distressed neighborhoods 

(Massey & Fisher, 2010). Specifically, Black women are more likely to describe more 

neighborhood crime, to reside in disorganized communities with limited economic resources, 

and to live in census tracts with higher disadvantage than White women (Cobbina et al., 2014; 

Richie, 2001). The intersection of economic and racial disparity, coupled with the gender 

differences in perceived dangerousness, further support the well-known findings that rates of 

victimization for women of color are relatively high. Historically, the victimization rate for 

Black females has frequently been shown to exceed not only the rate for White females but also 

for White males (Allen, 1980; Hawkins, 1985; Hindelang, 1976). As a result, these findings 

suggest that clinicians who are asked to make judgments on dangerousness in a clinical setting 

may be influenced by their own racial identity and the experiences that have followed as a result.  

These results are important, as they reveal that clinicians’ racial and gender identities 

may influence their ability to assess for dangerousness in a professional context. The 

overwhelming majority of the research on the assessment of dangerousness has focused on how 

patient characteristics influence clinical judgment. However, researchers have not assessed how 
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the personal identities of clinicians can influence their own judgments. The present findings 

indicate that variability in predictions of dangerousness found in previous studies may be related 

to personal characteristics of the clinician. The interactive effects of clinician characteristics, 

therefore, appears to be a largely overlooked source of variability in dangerousness predictions.  

Clinician Memory and Variables for Risk 

Risk factors and recall. With regard to memory, clinicians overall were most likely to 1) 

correctly recall the gender in the scenario and 2) correctly recall whether or not drugs were used 

at the time of the offense. Research substantiates that substance use by the perpetrator during the 

time of the incident is strongly associated with future risk of violent behavior (MacArthur 

Foundation, 2001; Tardiff, 1999). This factor for risk being the second most widely recalled 

variable offers a favorable reflection of participants’ knowledge. This may indicate that 

clinicians encoded a fundamental risk factor in their memory while asked to assess for 

dangerousness. One can presume that clinicians encoded this cue in their memory as a result of 

attending to it in their assessments. Perhaps the attention directed to this factor was a result of the 

knowledge of this being a variable for risk that is supported in the literature.  

However, as previously mentioned, clinicians were more likely to correctly recall the 

gender of the perpetrator in the scenario than any other variable. This finding suggests a focus on 

gender in these clinicians’ assessment of dangerousness, although gender has not been 

established as an empirically validated predictor of violence.  Interestingly, the predictor of 

future violent behavior best supported in the literature -- prior history of violence -- was only 

correctly recalled by a little more than a quarter of clinicians. While clinicians were able to 

successfully attend to one validated risk factor (substance use) it seems that they did not attend to 

other, arguably more important, factors for risk. As mentioned previously in this chapter, 



 
 

103 

 

clinicians may be under-educated regarding the empirically validated risk factors for violent 

behavior outlined in the literature. If clinicians assessing for dangerousness are not aware of 

these factors, they will undoubtedly sacrifice the accuracy of their assessments and produce 

flawed clinical judgments.  

Target race, gender, and recall. Clinicians were most likely to recall the gender in the 

scenario when it was a male target and identified as Black. These findings suggest that clinicians 

committed to memory the race and gender of Black men committing violence in the scenario 

more easily then when other combinations of identity-related variables were present. If clinicians 

already held implicit biases consistent with ideas that Black men are “dangerous,” then they 

might have been more likely to notice and encode information that fits this already developed 

schema. Such an interpretation would be consistent with cognitive theories positing that 

arrangements of variables are most easily committed to memory when there are already schemas 

in place to support the input of that information (Quinsey et al., 2006). Therefore, in the present 

study it may be that racial biases were implicitly enacted during clinician assessments of 

dangerousness.     

These findings may also support implicit methods of assessing bias —specifically gender 

and racial bias among clinicians. Implicit stereotyping is hypothesized as an independent 

construct rooted in neural mechanisms of learning and memory (Amodio & Devine, 2006). 

Furthermore, the effects of implicit race bias on behavior may be observed when underlying 

cognitive processes are taken into consideration (Devine, 2001; Fazio and Olson, 2003; Blair, 

2001). Asking clinicians to recall details from memory in free text form, as occurred in the 

qualitative portions of this study, may result in a more accurate reflection of implicit biases. The 

opportunity to freely produce text may allow for underlying cognitions (e.g. scripts, schemas, 
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stereotypes, and biases) to be accessed from memory in a more naturalistic way than do more 

structured forms of measurement (Smith & DeCoster, 2000). These results have implications for 

future research, as they encourage researchers to develop evaluation methods that incorporate 

knowledge and memory as a way to capture the potential impact of implicit biases. 

Clinician race, gender, and recall. Latino(a) clinicians were the most likely to correctly 

recall the gender of the target in the scenario. While no research exists to examine gender and 

Latino(a) perceptions of dangerousness, the literature suggests the influence that Latino(a) 

culture has on gender role orientation in the form of traditional cultural prescriptions known as 

machismo and marianismo. Machismo is understood to encompass traits such as pride, honor 

and may be used to justify control, aggression, and sexual violence (Gonzalez-Lopez, 2007; 

Marrs Fuchsel, 2013; Messing et al., 2015). Marianismo suggests that women should be 

submissive, deferent, and self-sacrificing (Marrs Fuchsel, 2013; Messing et al., 2015). These 

constructs offer racial-cultural guidelines for traditional gender-typical behaviors among 

Latino(a)s.  

Since female clinicians were most successful at recalling the gender of the target in the 

scenario overall, we may assume that the intersection of clinician race and clinician gender might 

once again be significant in influencing perceptions of dangerousness during instances of recall. 

As previously stated in this chapter, the literature confirms that female clinicians of color 

perceive significantly higher levels of dangerousness for a number of reasons. In the case of 

Latino(a)s, victimization rates from serious violent crimes (e.g. domestic violence and violent 

crime involving weapons and/or injury) are higher than they are among White individuals 

(Rennison, 2002; Truman, Langton, & Planty, 2013. As mentioned earlier in this chapter, 

theories of cognition would support the concept that the variables most easily committed to 
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memory are the ones which already fit existing biased schemas (Quinsey et al., 2006). Perhaps 

gender was most easily committed to memory for Latina clinicians because there were already 

schemas in place supporting this stereotype. If Latina clinicians already held implicit 

expectations consistent with ideas that men are dangerous and violent, then they might be more 

likely to notice and encode information that fits that schema.  

Finally, in evaluating how influential clinician race and gender can be within the clinical 

process, the present study highlights the need for clinician self-reflection and a greater internal 

awareness of bias. Clinical practice for risk assessment training should include education on 

racial identity and gender bias, and how these concepts can impact clinicians’ ability to perceive 

a heightened level of dangerousness in their clients. Edification regarding theories of racial 

identity, marginalization, and victimization should be emphasized within the assessment training. 

Too often, clinicians assessing for dangerousness have not considered how their own biases, 

stereotypes, and personal experiences influence their own clinical judgment.  

Implications for Theory  

Research has produced mixed results on the accuracy of clinicians’ predictions of 

violence, with the majority of studies determining that clinical judgment alone could only predict 

future violence slightly better than chance (Lidz, Mulvey, & Gardner, 1993; Monahan & 

Steadman, 1994; Mossman, 1994; Otto, 1992). Actuarial measures devised in the last 20 years 

have begun to mirror the process of clinical decision-making in order to improve the accuracy of 

assessment (Monahan et al., 2000). However, the present study suggests that clinicians assessing 

for dangerousness make a number of errors throughout their decision making process. These 

errors not only include a failure to recognize significant client-specific risk factors for violence, 

but also biases stemming from the clinicians’ own racial-ethnic and gender identities.  
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 The literature exploring the vast inaccuracies in risk assessment have identified the 

greatest challenge to be joining the seemingly separate domains of violence assessment research 

and what clinicians actually do within their practice of assessment (Webster et al., 1997). 

Findings from the present study may offer direction with regard to an otherwise unknown 

process on how clinicians formulate their judgments. Limited research has explored the shifting 

standards model as a potential form of bias affecting clients of color (Biernat & Kobrynowicz, 

1997; Biernat & Manis, 1994; Biernat et al., 1991; Gushue, 2004). And no research at all has 

explored how the shifting standards model can be applied to the field of risk assessment and the 

variable rates of inaccuracy. This model could potentially be of use to researchers and clinicians 

in the study of clinical judgment. Moreover, the finding that female clinicians of color may 

perceive higher levels of dangerousness bridges the gap between the theoretical underpinnings 

associated with gender, race, and violence. Exploring the literature on gender socialization 

experiences as a factor in discrepancies in assessments of dangerousness may shed light on 

women’s apparent increased potential to rate targets as violent and/or men’s potential 

underprediction of dangerousness. Furthermore, the propensity for female clinicians of color to 

perceive higher levels of dangerousness coincides with the literature on racial disparity, lending 

support for the incorporation of factors related to racial-cultural identity in assessment training.  

Additional clinician-specific biases that may help advance theory include the differences 

in general attitudes toward women among male and female participants. Male clinicians held 

more conservative attitudes toward women, while female clinicians held more profeminist 

attitudes. Despite these differences, clinicians’ attitudes toward women did not appear to have an 

effect on their perceptions of dangerousness. This is a notable conclusion, as there is a possibility 

that clinicians are somehow able to circumvent potential biases toward women that they may 
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have when perceiving the dangerousness of a target. This may reveal promising results for future 

research and theory on how to control for gender bias within clinical judgment that could be 

applicable to other types of biases in the field of assessment.  

Finally, the current study supports the further exploration of cognition and memory in the 

evaluation of racial and gender bias at racial-cultural intersections. Findings indicating that 

female clinicians of color most frequently recalled the gender of the target lead to the 

consideration of how culture can influence gender-typical ideas of violence amongst clinicians.  

Moreover, asking clinicians to recall details from memory in free text form may result in a more 

complete appraisal of implicit biases, as free text may allow for underlying cognitions (e.g. 

scripts, schemas, stereotypes, and biases) to be accessed via memory, whereas more explicit 

forms of measurement do not leave room for such evaluation. These results could have important 

implications for future research as they encourage researchers to develop evaluation methods that 

incorporate knowledge and memory in the evaluation of implicit biases. 

Implications for Clinical Practice and Training  

The current study highlights the need for standardized training and practices among all 

mental health professionals assessing for dangerousness. In addition to recent advances in 

knowledge and theory about the risk of violent behavior, there should be increased effort to 

apply this knowledge into an applicable, empirically based framework for clinical assessment. 

Moreover, the field of psychology is currently without explicit professional standards for the 

assessment or management of risk, and lacks systematic training programs in risk assessment. 

Few training programs integrate attention to violence assessment within the clinical preparation 

of students.  
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In general, the interactive effects of clinician characteristics appear to be a largely 

overlooked source of variability in dangerousness predictions. Along these lines, this study 

emphasizes the need for clinician self-reflection and awareness of cultural bias. Findings suggest 

that clinicians’ racial and gender identities may influence their ability to assess for 

dangerousness in a professional context. As a result, clinical practice for risk assessment training 

should include education on racial identity, gender bias, marginalization, and victimization, as 

well as how these concepts can impact clinicians’ perception of dangerousness in their clients. 

Perhaps models of racial identity can be explored with clinicians in risk assessment training, as 

well as the importance of being self-aware of the racial-cultural context in which we operate. 

Too often, clinicians assessing for dangerousness have not considered how their own biases, 

stereotypes, and personal experiences influence their own clinical judgment related to 

assessment.  

With regard to risk assessment training, the present study suggests that curricula should 

include education on established risk factors for violence, gender-based contextual cues for 

violence, and the importance of accurately assessing base rates for violence. Specifically, risk 

factors known to be empirically supported in the literature should be included in this curricula. 

Clinicians should be routinely informed of the most recent research available, and educated on 

how to apply this research in order to substantiate their clinical judgments. Training should also 

incorporate how certain variables associated with context (e.g. environment, situational cues) 

may influence outcomes of dangerousness. Lastly, curricula should include the propensity for 

clinicians to pay attention to cues for violence that are inaccurate and may be prone to bias.   

 Finally, this study may have revealed a limitation in the field of clinical practice and 

training by exposing the variation in perceptions of dangerousness among differing educational 
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levels of mental health practitioners. The fact that education had a significant impact on the level 

of dangerousness perceived by clinicians highlights the need for standardized training and 

practices among all mental health practitioners assessing for risk. More research in the areas of 

education and training for risk assessment practice would facilitate the development of curricula 

for violence risk assessment and management, as well as supplement requirements in 

professional accreditation. 

Limitations of the Study  

A number of limitations must be considered in the interpretation of this study’s results. 

First, although the Attitudes Toward Women Scale is the most commonly used measure of 

gender-role attitudes, it was developed in the 1970s and may at this point be somewhat dated 

regarding its assessment of present-day internalized beliefs about the responsibilities, privileges 

and behaviors of women. Research substantiates that attitudes toward women have become 

increasingly egalitarian in the last decade, and it is possible that a more implicit, up-to-date 

measure of attitudes could have captured a more accurate picture of these values. 

 Moreover, although the case vignettes designed for this study were subjected to expert 

review, the full extent of the scenarios’ ability to elicit perceptions of dangerousness cannot be 

fully known. There is a possibility that clinicians did not perceive differences in dangerousness 

between contexts because the cues for dangerous simply did not elicit a realistic sense of danger. 

Consequently, the elucidation of the complex operations of contextual cues in the assessment of 

dangerousness awaits further clarification.   

 It is also important to note that certain characteristics of participants suggest study 

limitations. In particular, there was an unequal number of females and males represented in this 

sample, with fewer male participants. Furthermore, responses to some of the dependent measures 
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and variables may have been affected by years and breadth of professional experience, variations 

in training based on environment of clinical practice, and additional demographic and geographic 

variables.  

 Finally, clinicians in this study made judgments about dangerousness after reading 

vignettes rather than after experiencing actual clinical encounters with clients. Judgments for a 

similar task may, of course, be quite different in real-life clinical practice where additional 

impressions and observations may be considered. Thus, conclusions from this study should be 

generalized to clinical practice with caution. 

Directions for Future Research 

Methodological recommendations for future research include recruiting a sample with a 

more equal representation of males and females, as well as clinicians from equivalent professions 

with similar risk assessment training/experience. Also, increasing the overall number of 

participants to ensure a greater representation among different race/ethnicities and geographic 

locations is recommended. 

Furthermore, this study attempted to evaluate the impact of a broad array of cues for 

violence, such as contextual, static, and dynamic cues. Future studies may benefit from focusing 

on the evaluation of one specific type or category of cues, and then evaluating how these cues 

might impact perceptions of dangerousness. This focused attempt might allow for the isolation of 

specific variables and therefore produce more relevant data on moderating effects. Also, the use 

of an alternate stimuli (such as a videotape of a mock clinical session) might be considered for 

future studies looking to assess for the impact of contextual cues for violence. 

The significant findings from this study warrant further examination. The tendency for 

female clinicians to perceive higher levels of dangerousness, and male clinicians to perceive 
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lower levels of dangerousness, should be further explored. There exists the possibility that 

clinicians’ predictive accuracy can be significantly influenced by this potential, more than what 

the research has already discovered. 

Future research should also examine the potential influence of race bias within the risk 

assessment process, as well as the way that environmental factors may moderate this bias. This 

study only assessed for dangerousness of a perpetrator in the community, rather than within an 

institutionalized setting. However, prior research substantiates that the effects of race may be 

moderated by the environment in which the perpetrator is committing the act of violence. The 

intersections of race bias and clinical judgment should be further explored for any moderating 

effects of environmental context on perceived dangerousness. 

Relatedly, future research might explore the relationship between clinician racial and 

gender identity, and how personal characteristics may influence perceptions of dangerousness. 

The present study suggests that significant variability in predictions of dangerousness found in 

previous studies may be related to personal characteristics of the clinician. Future research could 

explore how clinicians’ racial and gender identities influence their ability to assess for 

dangerousness in a professional context.  

Finally, future studies could develop alternative research methods to evaluate implicit 

biases within clinical judgment. Asking clinicians to recall details from memory in free text form 

may result in a more accurate appraisal of implicit biases, as cognitive schemas may be assessed 

through this qualitative collection of data. Future researchers could utilize other established 

research measures used to evaluate implicit racial bias, such as the Implicit Association Test 

(IAT). Utilizing other measures in conjunction with a stimulus, such as a vignette, may 
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contribute to the findings from the present study regarding knowledge and memory in the 

evaluation of implicit biases. 
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APPENDIX A  

Demographics Form 

What is your age? 

What is your gender? 

Male/Man 

Female/Woman 

None of the above 

What is the socioeconomic status that best fits you? 

Upper/Owning Class 

Upper Middle Class 

Middle Class 

Working Class/Poor 

What is your household income? 

$25,000 or less 

$25,001--$45,000 

$45,001--$65,000 

$65,001--$85,000 

$85,001--$105,000 

$105,001--$125,000 

$125,001--$145,000 

$145,001--$165,000 

$165,001--$185,000 

$185,001 or more 

What is your race/ethnicity? 

Black/African American 

Asian/Asian American/Pacific Islander 

White Non-Hispanic/European American 

Hispanic/Latino(a) 

Native American/American Indian 

Bi/Multiracial 

Which U.S. state do you practice in? 

What is your last level of completed education? 

Masters degree (e.g., M.A., M.S.) 
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Doctoral degree (e.g. Ph.D., Psy.D) 

Professional degree (e.g., M.D.) 

What is your current professional title? (e.g. Psychiatrist, Psychologist, Social Worker) 

How would you describe your specialty? (e.g. Counseling, Neuropsychology, Forensics) 

How would you describe your current site of practice? (e.g. hospital, counseling center) 

How many years of experience do you have doing risk assessment? 
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APPENDIX B 

Research Vignettes 

Vignette A: Masculine Contextual Cues for Violence 

Michael is a 30 year-old, White male with a history of violent behavior.  During the past week, 

Michael was arrested after physically assaulting a stranger on the street. The stranger’s injuries 

were serious and required immediate medical attention.  During the assault, it was later 

discovered that Michael had been under the influence of alcohol and other undetermined illegal 

substances and recently become non-compliant with his regular psychotropic medication 

regimen.     

Michael is a 30 year-old, Latino male with a history of violent behavior.  During the past week, 

Michael was arrested after physically assaulting a stranger on the street. The stranger’s injuries 

were serious and required immediate medical attention.  During the assault, it was later 

discovered that Michael had been under the influence of alcohol and other undetermined illegal 

substances and recently become non-compliant with his regular psychotropic medication 

regimen.     

Michael is a 30 year-old, Black male with a history of violent behavior.  During the past week, 

Michael was arrested after physically assaulting a stranger on the street. The stranger’s injuries 

were serious and required immediate medical attention.  During the assault, it was later 

discovered that Michael had been under the influence of alcohol and other undetermined illegal 

substances and recently become non-compliant with his regular psychotropic medication 

regimen.     

Michael is a 30 year-old, Asian male with a history of violent behavior.  During the past week, 

Michael was arrested after physically assaulting a stranger on the street. The stranger’s injuries 

were serious and required immediate medical attention.  During the assault, it was later 

discovered that Michael had been under the influence of alcohol and other undetermined illegal 

substances and recently become non-compliant with his regular psychotropic medication 

regimen.     

Vanessa is a 30 year-old, White female.  During the past week, Vanessa was arrested after 

physically assaulting a stranger on the street. The stranger’s injuries were serious and required 

immediate medical attention.  During the assault, it was later discovered that Vanessa had been 

under the influence of alcohol and other undetermined illegal substances and recently become 

non-compliant with her regular psychotropic medication regimen.     

Vanessa is a 30 year-old, Latina female.  During the past week, Vanessa was arrested after 

physically assaulting a stranger on the street. The stranger’s injuries were serious and required 
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immediate medical attention.  During the assault, it was later discovered that Vanessa had been 

under the influence of alcohol and other undetermined illegal substances and recently become 

non-compliant with her regular psychotropic medication regimen.     

Vanessa is a 30 year-old, Black female.  During the past week, Vanessa was arrested after 

physically assaulting a stranger on the street. The stranger’s injuries were serious and required 

immediate medical attention.  During the assault, it was later discovered that Vanessa had been 

under the influence of alcohol and other undetermined illegal substances and recently become 

non-compliant with her regular psychotropic medication regimen.     

Vanessa is a 30 year-old, Asian female.  During the past week, Vanessa was arrested after 

physically assaulting a stranger on the street. The stranger’s injuries were serious and required 

immediate medical attention.  During the assault, it was later discovered that Vanessa had been 

under the influence of alcohol and other undetermined illegal substances and recently become 

non-compliant with her regular psychotropic medication regimen.     

 

Vignette B: Feminine Contextual Cues for Violence 

Michael is a 30 year-old, White male with a history of violent behavior. During the past week, 

Michael was arrested after physically assaulting a family member, with whom he resides in his 

home. Though the family member’s injuries were serious, they were able to be disguised and did 

not require immediate medical attention. During the assault, Michael had not been under the 

influence of alcohol or other illegal substances and had not been prescribed psychotropic 

medication.     

Michael is a 30 year-old, Latino male with a history of violent behavior. During the past week, 

Michael was arrested after physically assaulting a family member, with whom he resides in his 

home. Though the family member’s injuries were serious, they were able to be disguised and did 

not require immediate medical attention. During the assault, Michael had not been under the 

influence of alcohol or other illegal substances and had not been prescribed psychotropic 

medication.     

Michael is a 30 year-old, Black male with a history of violent behavior. During the past week, 

Michael was arrested after physically assaulting a family member, with whom he resides in his 

home. Though the family member’s injuries were serious, they were able to be disguised and did 

not require immediate medical attention. During the assault, Michael had not been under the 

influence of alcohol or other illegal substances and had not been prescribed psychotropic 

medication.     
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Michael is a 30 year-old, Asian male with a history of violent behavior. During the past week, 

Michael was arrested after physically assaulting a family member, with whom he resides in his 

home. Though the family member’s injuries were serious, they were able to be disguised and did 

not require immediate medical attention. During the assault, Michael had not been under the 

influence of alcohol or other illegal substances and had not been prescribed psychotropic 

medication.     

Vanessa is a 30 year-old, White female. During the past week, Vanessa was arrested after 

physically assaulting a family member, with whom she resides in her home. Though the family 

member’s injuries were serious, they were able to be disguised and did not require immediate 

medical attention. During the assault, Vanessa had not been under the influence of alcohol or 

other illegal substances and had not been prescribed psychotropic medication.     

Vanessa is a 30 year-old, Latina female. During the past week, Vanessa was arrested after 

physically assaulting a family member, with whom she resides in her home. Though the family 

member’s injuries were serious, they were able to be disguised and did not require immediate 

medical attention. During the assault, Vanessa had not been under the influence of alcohol or 

other illegal substances and had not been prescribed psychotropic medication.     

Vanessa is a 30 year-old, Black female. During the past week, Vanessa was arrested after 

physically assaulting a family member, with whom she resides in her home. Though the family 

member’s injuries were serious, they were able to be disguised and did not require immediate 

medical attention. During the assault, Vanessa had not been under the influence of alcohol or 

other illegal substances and had not been prescribed psychotropic medication.     

Vanessa is a 30 year-old, Asian female. During the past week, Vanessa was arrested after 

physically assaulting a family member, with whom she resides in her home. Though the family 

member’s injuries were serious, they were able to be disguised and did not require immediate 

medical attention. During the assault, Vanessa had not been under the influence of alcohol or 

other illegal substances and had not been prescribed psychotropic medication.     
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APPENDIX C 

Dangerousness Scale-Individual (Penn, Kommana, Mansfield & Link, 1999) 

7 point Likert scale 

1 – Strongly disagree 

2 -- Disagree 

3 – Moderately disagree 

4 – No opinion 

5 – Moderately agree 

6 -- Agree 

7 – Strongly agree 

 

When answering the following questions, think about the individual identified in the vignette. 

Please use the 7-point scale. 

1. The suspect is dangerous. 

2. The suspect is unpredictable. 

3. One can’t tell what the suspect will do from one moment to the next. 

4. It is dangerous to forget for one moment that the suspect is dangerous. 

 

 

 

 

 

 

 

 

 

  



 
 

147 

 

APPENDIX D 

 

Attitudes Toward Women Scale (Spence & Helmreich, 1978)  

 

 

The statements listed below describe attitudes toward the roles of women in society which 

different people have. There are no right or wrong answers, only opinions. You are asked to 

express your feeling about each statement by indicating whether you (A) agree strongly, (B) 

agree mildly, (C) disagree mildly, or (D) disagree strongly.  

 

1. Swearing and obscenity are more repulsive in the speech of a woman than a man.  

 

A    B    C    D  

Agree strongly       Agree mildly     Disagree mildly  Disagree strongly  

 

2.  Under modern economic conditions with women being active outside the home, men 

should share in household tasks such as washing dishes and doing laundry.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

3.  It is insulting to women to have the “obey” clause remain in the marriage service.  

A    B    C    D  

Agree strongly   Agree mildly   Disagree mildly  Disagree strongly  

 

4. A woman should be free as a man to propose marriage.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

5. Women should worry less about their rights and more about becoming good wives and 

mothers.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

6.  Women should assume their rightful place in business and all the professions along with 

men. 

  

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  
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7.  A woman should not expect to go to exactly the same places or to have quite the same 

freedom of action as a man.  

 

  A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

8. It is ridiculous for a woman to run a bulldozer and for a man to learn to sew.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

9. The intellectual leadership of a community should be largely in the hands of men.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

10. Women should be given equal opportunity with men for apprenticeship in the various 

trades such as plumbing or electric work.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

11. Women earning as much as their dates should bear equally the expense when they go out 

together.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

12. Sons in a family should be given more encouragement to go to college than daughters  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

 

13. In general, the father should have greater authority than the mother in the bringing up of 

the children.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  

 

14. Economic and social freedom is worth far more to women than acceptance of the ideal of 

femininity which has been set up by men.  

 

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  
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15. There are many jobs in which men should be given preference over women in being hired 

or promoted.  

A    B    C    D  

Agree strongly  Agree mildly   Disagree mildly  Disagree strongly  
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APPENDIX E 

Research Vignettes and Questions Provided During Expert Review 

 

Vignette A: 

Matthew is a 30 year-old, White male. During the past week, Matthew was arrested after 

physically assaulting a person in a bar. This person, who was not an acquaintance of Matthew’s, 

sustained injuries that required medical attention, and an ambulance was called by a witness to 

the incident.  During the assault, it was later discovered that Matthew had been under the 

influence of alcohol and other illegal substances. 

1. Would you consider the scenario presented to be a realistic representation of a clinical 

case? 

 

2. Did you understand the presented scenario? 

 

3. Did you have to read the scenario more than once to understand it? 

 

Vignette B:  

Mary is a 30 year-old, White female. Mary was escorted to the clinic by a friend, who disclosed 

that Mary had hit one of Mary’s family members during an altercation. The family member 

resides in the same home with Mary. The family member had not sought medical attention, and 

had concealed the injury. During the assault, Mary had not been under the influence of alcohol or 

other illegal substances. 

1. Would you consider the scenario presented to be a realistic representation of a clinical 

case? 

 

2. Did you understand the presented scenario? 

 

3. Did you have to read the scenario more than once to understand it? 
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Research Vignettes 

Group 1: 

Matthew is a 30 year-old, White male. During the past week, Matthew was arrested after 

physically assaulting a person in a bar. This person, who was not an acquaintance of Matthew’s, 

sustained injuries that required medical attention, and an ambulance was called by a witness to 

the incident.  During the assault, it was later discovered that Matthew had been under the 

influence of alcohol and other illegal substances. 

Mary is a 30 year-old, White female. During the past week, Mary was arrested after physically 

assaulting a person in a bar. This person, who was not an acquaintance of Mary’s, sustained 

injuries that required medical attention, and an ambulance was called by a witness to the 

incident. During the assault, it was later discovered that Mary had been under the influence of 

alcohol and other illegal substances. 

 

Group 2:  

Matthew is a 30 year-old, White male. Matthew was escorted to the clinic by a friend, who 

disclosed that Matthew had hit one of Matthew’s family members during an altercation. The 

family member resides in the same home with Matthew. The family member had not sought 

medical attention, and had concealed the injury. During the assault, Matthew had not been under 

the influence of alcohol or other illegal substances. 

Mary is a 30 year-old, White female. Mary was escorted to the clinic by a friend, who disclosed 

that Mary had hit one of Mary’s family members during an altercation. The family member 

resides in the same home with Mary. The family member had not sought medical attention, and 

had concealed the injury. During the assault, Mary had not been under the influence of alcohol or 

other illegal substances. 

 

1. Reading all of the vignettes together, do the vignettes in Group 1 elicit a different 

response from you than those in Group 2?  

 

2. In your experience, does Group 1 seem more consistent with “male” characteristics of 

violence? Does Group 2 seem more consistent with “female” characteristics of violence? 

If not, would you make any changes in order to do so? 


