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Abstract

This paper describes a method of pattern recognition targeted for recognizing complex annotations found in paper documents. Our investigation is motivated by the high reliability required for accomplishing autonomous interpretation of maps and engineering drawings. Our approach includes a strategy based on multiscale representations obtained by hexagonal wavelet analysis.

A feasibility study is described in which more than 10,000 patterns were recognized with an error rate of 2.06% by a neural network trained using multiscale representations from a class of 52 distinct patterns. We observed a 21-fold reduction in the amount of information needed to represent each pattern for recognition. These results suggest that high reliability is possible at a reduced cost of representation.

1 Introduction

Fundamental to achieving an autonomous production capability is the development of a reliable method for recognizing the characters and symbols contained within a drawing. This paper describes a method of pattern recognition targeted for recognizing complex annotations found in paper documents.

While recent methods of character recognition [1, 12, 14, 16] have been successful in reading printed text from books, extracting annotations within the context of engineering drawings and maps requires a more general and robust technology [9, 10]. In particular, the problems of orientation and feature extraction remain unsolved.

We present a method of character recognition that is capable of providing the high reliability needed to make autonomous systems feasible. Our method is embedded into an incremental strategy for recognizing characters based on the multiscale representation of wavelet decompositions [2, 3, 13]. Using wavelets as a set of basis functions, we may decompose an image into a multiresolution hierarchy of localized information at different spatial frequencies. Similar to traditional coarse to fine matching strategies, we attempt first to recognize coarse features within low frequency levels of the wavelet transform. If higher resolution is required to resolve an ambiguity, we may add incrementally to the representation, the finer features of a pattern available at higher frequency levels. Choosing wavelets that are simultaneously localized in both space and frequency [2, 3, 13], results in a powerful methodology for image analysis. The inner-product of a signal \( f \) with a wavelet \( \psi \) \( \langle f, \psi \rangle = \frac{1}{\sqrt{\pi}} \langle \hat{f}, \hat{\psi} \rangle \) reflects the character of \( f \) within the spatial-frequency region where \( \psi \) is localized (\( f \) and \( \psi \) are the Fourier transforms of the signal \( f \) and the analyzing function \( \psi \)). If \( \psi \) is spatially localized, then 2-D features such as shape remain preserved in the transform space! Our approach is motivated in part by recently discovered biological mechanisms of the human visual system. Both multiorientaion and multiresolution are features of the human visual system and wavelet transforms.

Our strategy is to disregard information within the high frequency levels of the basis, and achieve recognition using only spatial-frequency information concentrated within the lower frequency channels. Thus, we represent a pattern at the hierarchical level corresponding to the lowest frequency band possible, such that the fundamental shape of each character is not lost. The wavelet decomposition allows a 4 fold reduction in the number of transform coefficients between descending levels of the hierarchy. Thus, by accomplishing recognition using information available at the lower levels of the hierarchy, we require fewer transform coefficients to represent each character. This is
desirable from the point of view of information theory, in that the technique converges towards a minimal form of representation without compromising resolution.

We present experimental results, in which over ten thousand handprinted characters were recognized with a 2.06% error rate by a neural network [4] trained with dilated wavelet representations (space-frequency coefficients) from a class of 52 distinct alphanumeric and graphical patterns. Our investigation shows that recognition using compressed representations, not only yielded high reliability, but resulted in at least a 21 fold reduction in the amount of information needed to accomplish reliable recognition.

In the next section we describe the context of the recognition problem and motivate our approach. In section 3 we present an overview of our recognition strategy. Finally, section 4 presents a summary and discussion of our results.

2 Motivation and Problem Statement

Manufacturing and utility companies have large quantities of engineering drawings and facilities maps that exist exclusively as paper documents. Such companies have an urgent need to convert these paper documents into electronic form. The high reliability and low complexity of our recognition technique is well matched to the requirements of a production quality image understanding system capable of converting paper-based engineering drawings and facilities maps into an electronic form, for storage, retrieval and updates via conventional and geographical databases.

Finding a reliable method of character recognition remains fundamental to accomplishing an autonomous production capability. In the next paragraph we identify four fundamental problems of character recognition that are addressed by the methodology and techniques described in this paper.

Recognizing characters and symbols in the context of drawings and maps, requires that four sub-problems be solved: (1) Font invariance, (2) Intensity invariance, (3) Scale invariance, and (4) Orientation invariance. Our method of recognition must be invariant to font style because a drawing may have been updated by several engineers over its lifetime. Invariance to intensity and size is needed since several writing instruments may have been used to draw and maintain the original drawing. Invariance to orientation is needed to handle symbols and text placed at non-horizontal positions. In the next section, we discuss our approach for handling each of these problems.

3 Strategy and Processing Overview

In this section we present a strategy for character recognition exploiting a multiresolution hierarchical basis. We give a general overview of our character recognition system. A formal description of the multiresolution basis used in our processing system may be found in [11, 16].

We obtained a number of facility management maps to use as test cases during our investigation. The maps were scanned into digital form, and processed using standard image processing and segmentation routines. In addition, we established a large database of handprinted characters and graphical symbols, comparable to those found in real maps and drawings. This database formed the foundation upon which the accuracy of our character recognition process was evaluated.

In the paragraphs below, we describe our method to extract characters and graphical symbols from paper-based engineering drawings and transform them into an efficient representation for training a neural network to generalize in classification. Our approach, summarized in Figure 1, consists of seven steps:

1) **Digitize original drawing.** First, each map is digitized at 8-bits per pixel at a resolution of 300 pixels per inch.

2) **Segment and label connected components.** Next, segmentation is accomplished by labeling 8-connected components having singular grey-level intensity with a unique identifier. We selected a range of grey-level intensities to group similar pixels, for each segmentation. As a preprocessing step, we applied traditional image processing techniques and contrast enhancement (if necessary) before segmentation.

3) **Compute geometric properties for each labeled segment.** In this step, we computed a set of geometric properties including area, centroid, maxi-
Figure 2: Segmented and labeled components delineated by minimum bounding rectangles.

Figure 3: A shape preserving technique for scale invariance.

Figure 4: Mapping of features and scale space levels for hexagonal wavelet analysis.

Figure 5: Partitions of the frequency domain resulting from a 2-level multiresolution decomposition using hexagonal filters.

... minimum height and width for all segments. These properties were used later on to separate segments of characters from graphics, establish baselines and to cluster local groups of characters and symbols into meaningful “chunks” of information. In Figure 2, each segment is shown labeled and enclosed within its minimum bounding rectangle.

(4) **Apply geometric constraints to partition segments.** Following techniques developed by Kasturi [5], we used a logical combination of geometric properties computed from the previous step to classify each segment into one of three disjoint partitions: *characters, noise or graphics*. Very small segments were most likely noise (or punctuation), very large segments were most likely pieces of graphics. Segments of a specific height to width ratio and area were coarsely classified as characters, and marked for further processing.

(5) **Scaling and normalization of character segments.** Each character segment is normalized in scale to fit a minimum bounding square of 64 pixels. Here, we introduce a novel method to accomplish *scale invariance*. First we construct a minimum bounding rectangle (MBR) and identify the longest edge, parameter $v$, as shown in Figure 3. A minimum bounding square (MBS) is then allocated to match the length of the longest edge of the MBR. Next, the MBR is embedded within the MBS. Once embedded, a character may be shrunk or enlarged without distorting its original shape by the method of bilinear interpolation, as shown in Figure 3.

(6) **Transform characters into a hexagonal multiscale representation.** To map a character segment into a hexagonal sampling lattice we first interpolated its rectangular lattice vertically by a factor of 2 and horizontally by a factor of 3 using bilinear interpolation. The image was then mapped into a hexagonal sampling lattice by the mapping function $M(n) = (1 + (-1)^{n+z})/2$, resulting in a $128 \times 96$ image matrix. As shown in Figure 4, each segment marked as a character was decomposed by a hierarchical basis into a multiscale representation. In our study, we used a multiresolution decomposition based
We have presented a method of character recognition in the paper that is based on spatial-frequency representations of multiresolution wavelet transforms. We have used this approach to obtain a neural network topology for multiscale recognition of handwritten alphanumeric patterns. The network topology consists of three layers: an input layer, a hidden layer, and an output layer. The input layer contains 192 units, corresponding to the 192 wavelet coefficients of a four-level decomposition. The hidden layer contains 52 units, and the output layer contains 26 units, corresponding to the 26 letters of the alphabet. The network was trained using a backpropagation algorithm, and was able to recognize handwritten alphanumeric patterns with an accuracy of 98.5% on a test set of 1000 patterns. The network was able to recognize patterns with variations in size, orientation, and style, and was able to generalize to new patterns that were not seen during training.

Figure 7: A network topology for multiscale recognition

Summary of Results and Discussion

We have presented a method of character recognition based on spatial-frequency representations of multiresolution wavelet transforms. We have built a database of alphanumeric and graphical patterns of handwritten samples collected from engineers and scientists. The database consisted of 52 distinct patterns and contained over 10,000 samples. Table 1 summarizes the distribution of patterns in our database. These samples were comparable in quality to those found in real engineering documents. The network was able to recognize handwritten alphanumeric patterns with an accuracy of 98.5% on a test set of 1000 patterns. The network was able to recognize patterns with variations in size, orientation, and style, and was able to generalize to new patterns that were not seen during training.

Table 1: Distribution of database of sample patterns

<table>
<thead>
<tr>
<th>Pattern Type</th>
<th>Number of Patterns</th>
<th>Number of Training Patterns</th>
<th>Number of Testing Patterns</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numbers</td>
<td>52</td>
<td>1,000</td>
<td>500</td>
<td>1,500</td>
</tr>
<tr>
<td>Letters</td>
<td>38</td>
<td>1,000</td>
<td>500</td>
<td>1,500</td>
</tr>
<tr>
<td>Graphics</td>
<td>12</td>
<td>1,000</td>
<td>500</td>
<td>1,500</td>
</tr>
<tr>
<td>All Above</td>
<td>102</td>
<td>3,000</td>
<td>1,500</td>
<td>4,500</td>
</tr>
</tbody>
</table>

The network was able to recognize handwritten alphanumeric patterns with an accuracy of 98.5% on a test set of 1000 patterns. The network was able to recognize patterns with variations in size, orientation, and style, and was able to generalize to new patterns that were not seen during training. We have presented a method of character recognition based on spatial-frequency representations of multiresolution wavelet transforms. We have used this approach to obtain a neural network topology for multiscale recognition of handwritten alphanumeric patterns. The network topology consists of three layers: an input layer, a hidden layer, and an output layer. The input layer contains 192 units, corresponding to the 192 wavelet coefficients of a four-level decomposition. The hidden layer contains 52 units, and the output layer contains 26 units, corresponding to the 26 letters of the alphabet. The network was trained using a backpropagation algorithm, and was able to recognize handwritten alphanumeric patterns with an accuracy of 98.5% on a test set of 1000 patterns. The network was able to recognize patterns with variations in size, orientation, and style, and was able to generalize to new patterns that were not seen during training.

Figure 7: A network topology for multiscale recognition

Figure 6: (a) Sample pattern \(S\), (b) Magnitude of wavelet coefficients for a four level decomposition, (c) Reconstruction from level 4 coefficients alone.
In our evaluation of wavelet representations for recognition, we trained and tested subsets of our database using distinct neural network topologies. Table 2 outlines the classification cases considered in our investigation in increasing order of complexity. Our experiments show that representations obtained at level 4 (shown in Figure 6) were sufficient for accomplishing highly reliable recognition. This results from the superior performance observed on a neural network classifier when trained exactly with scaled, +60, 0, and −60 degree features. We have included a comparison between the performance in classifying patterns using hexagonal wavelet representations at level 4 and previous work [10] using traditional rectangular wavelet representations at level 3. Notice that hexagonal wavelet representations yield more reliable results than their rectangular wavelet counterparts for the same network topologies. We attribute this performance advantage to the fact that our hexagonal wavelet representation partitions orientations into three bands of 60 degrees covering equally the frequency domain, favoring no particular orientation and resolving the mixed orientation problem inherent to traditional (tensor product) rectangular wavelet representations.

Quantitatively, we reduced the number of coefficients required to accomplish recognition by more than 21 fold; from $64 \times 64$ (original input pattern) to $8 \times 6 \times 4$ (transform coefficients for level 4). Thus only 192 input units were needed to configure the network, rather than 4096 which would have been needed to train a network using the original representation. Next, we compare our results against several existing character recognition techniques [6, 7, 8, 15].

Khotanzad and Lu [8] trained and tested a neural net classifier using invariant Zernike features. Their database consisted of a total of 624 samples, for 26 distinct patterns [A-Z], or 24 samples per pattern. Each set of 24 samples was constructed by varying the scale, translation and orientation of 4 distinct instances of each pattern. Note that in this study each pattern was normalized with respect to scale and translation by using regular moments [6], while orientation invariance was accomplished through Zernike features [7]. Thus the resulting database actually consisted of only 104 distinct samples. In comparison, our database contained 204 distinct instances per pattern resulting in 5304 distinct samples for the patterns [A-Z]. The variations between patterns in both databases are similar.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Number of Errors</th>
<th>Error Rate</th>
<th>Number of Errors</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-9</td>
<td>6</td>
<td>0.88%</td>
<td>11</td>
<td>1.61%</td>
</tr>
<tr>
<td>A-Z</td>
<td>20</td>
<td>1.13%</td>
<td>26</td>
<td>1.47%</td>
</tr>
<tr>
<td>A-Z, Graphics, 0-9</td>
<td>73</td>
<td>2.06%</td>
<td>93</td>
<td>2.60%</td>
</tr>
</tbody>
</table>

Table 2: Performance evaluation for three classification cases: [0-9], [A-Z] and [A-Z, Graphics, 0-9] for hexagonal wavelet representations at level 4 and rectangular wavelet representations at level 3 (scaled, horizontal, and vertical features only).

<table>
<thead>
<tr>
<th>Cases</th>
<th>Network Configuration</th>
<th>Number of Epochs for Hexagonal Wavelets</th>
<th>Number of Epochs for Rectangular Wavelets</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-9</td>
<td>192-0-10</td>
<td>207</td>
<td>255</td>
</tr>
<tr>
<td>A-Z</td>
<td>192-0-26</td>
<td>376</td>
<td>224</td>
</tr>
<tr>
<td>A-Z, Graphics, 0-9</td>
<td>192-0-52</td>
<td>494</td>
<td>453</td>
</tr>
</tbody>
</table>

Table 3: Complexity evaluation for classification cases shown in Table 2.
The performance obtained by Khotanzad and Lu [8], training a neural net classifier configured as a multilayer perceptron (47-50-26) resulted in 100% classification accuracy for training and testing sets each consisting of 312 samples (52 distinct classes). This result required 500 epochs over the training set. However, our method also reported 100% accuracy for training and testing sets on a database of the same size (624 samples).

As shown in Tables 2 and 3, for the classification case [A-Z], our neural net converged after 376 epochs of training 3,536 patterns, and yielded an error rate of 1.13% on testing 1,768 patterns. Configured in a single-layer topology (192-0-26), our network converged within 9 hours executing on a Sun 10/30 with 64 megabytes of memory. These results make high reliability possible at a reduced cost of representation and training.

Recently, Eduard Säckinger et al. [15] trained a neural network of 136,000 connections for recognition of handwritten digits [0-9] using a mixed analog/digital neural network chip (VLSI). The neural network consisted of a five-layer network consisting of 400 inputs (corresponding to a 20 x 20 pixel image), and 10 outputs. No preprocessing steps were employed but the connections in the first four layers of the network were spatially constrained. In their study a neural net (simulated on a Sun workstation) achieved an error rate of 4.9% on a test set obtained from segmented, handwritten ZIP codes extracted from real U.S. mail correspondence.

By comparison, we observed that a single layer network accomplished recognition of handprinted numbers using orthogonal wavelet representations with a 0.88% error rate. In addition, the reduced complexity provided by a simplified interconnection topology is attractive for low-cost (high reliability) VLSI implementation.

Our results demonstrate that wavelet representations are an efficient basis for neural net classification since feature vectors cluster into nearly linearly separable classes. This has been shown experimentally by the reliable performance obtained using a neural net classifier without a hidden unit layer.

The pattern recognition capability and analytic method presented in this paper, can assist not only in the development of a technology for automatic understanding of engineering drawings and maps, but may also be useful for the solution of other problems related to the fields of machine vision and pattern recognition.
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