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ABSTRACT

How curiosity drives actions and learning:
Dopamine, reward, and information seeking

Caroline Braun Marvi

Curiosity drives many of our daily pursuits and interactions; yet, we know
surprisingly little about how it works. Hereharness an idea implied many
conceptualizations of curiosifthat information has value in and of itself. Reframing
curiosity as the motivation to obtain rewddivhere the reward is informatid»allows
meto leverage major advances in theoretical and computational mechanisms of reward
motivated learning. Using willingness to wait, an established measure of reward
motivated bblavior, | test the reward value of information, finding that people are more
willing to wait for information about which theyOre more curibtisen provide new
evidence supporting several predictions that emerge from this inforrzstremward

framework.

In Chapter 1| examine whether the valence of information affects its reward
value, finding an asymmetric effect of positive vs. negative information, with positive
valenceassociated with both enhanced curiosity and enhdonoggerm memory for
information.| thentest an idea drawn from computational and neurobiological accounts
of reward learning, which suggest tltas not the absolute value of information that
drives learning, but, rather, the gap between the reward expected and the rewaed.recei
By asking people to rate both their curiosity about a question and their satisfaction with

the answerl obtain measures of the values of the reward expected (curiosity) and the



reward received (satisfaction) and find that the discrepancy betwesvotBehe

information prediction errobfacilitates learning.

These findings suggeatconceptual correspondence between dopaminergic
mechanisms of reward learning and curiositging is associated with decrements in
dopaminergic functioning, but it isnclear whether these deficits extend to curiosity, as
few behavioral investigations of curiosity and aging exist. In Chaptetttrefore,
sought to explore the effects of aging on curiosity, providing behavioral evidence that
curiosity is not diminieed in aging, but, rather, that it is enhandétese findings also
revealed thablder adults are more likely to wait for more positive informatemmsistent

with existing theories of emotional processing

In Chapter 3| sought to test whether themminergic reward system,
particularly the striatum, plays a necessary and causal role in curiosity by examining
curiosity in patients with ParkinsonOs disease, a neurological disorder characterized by
dopamine depletion in the striattandstriatal dysfuition.| provide evidence for
diminished curiosity in people with ParkinsonOs disease, relative- tanalgeducation
matched controls. In particuldrfind that participants with ParkinsonOs disease are less

likely to wait for lowervalue rewards, i.einformation about which theyOre less curious.

Taken togethetheseresults support the idea thaformation functions as a
rewardbmuch like money or foo®guiding choices and driving learning in systematic

ways
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General Introduction

In November 2012, Peter Molyneux and his video gaming compagans
introduced the gae OCuriositpWhatOs Inside the Cube?O (Tanz, 2012). The game, or
OexperimentO as Molyneux called it, involved a large black cube comprising billions of
smaller OcubeletsO (Rigney, 2012). Players could Ochip awayO at the cubelets to get closer
and closeto the center of the cube. Molyneux promised that what was inside the cube
was Olifechangingly amazing by any definitionO (Tanz, 2012). Over 150 days,
approximately four million people chipped away at 25 billion cubelets, wanting to be the
one person whohipped away at that final cubelet and gained access to the secret inside

the box (22CansOffical, 2013).

Such is the power of curiosity. Yet for something that drimasyof our daily
pursuits and interactions, we know surprisingly little about ibrRresearch has
examined curiosity at a trait level, looking for group differences across demographic
parameters and exploring connections between trait curiosity and other personality
dimensions and life outcomes. Higher trait curiosity has been linketptoved
academic performance (Kashdan & Yuen, 2007) and higher scores on intelligence
measures (Raine, Reynolds, Venables, and Mednick, 2002). Trait curiosity has also been
found to be associated with positive physical and mental health outcomes. iiinese h
in curiosity report enhanced psychological weding (Park, Peterson, & Seligman,
2004), greater tendencies to engage in OgrorightedO activities and perceived purpose
in life (Kashdan & Steger, 2007), and even higher rates of longevity (Svzarelli,

1996). Although compelling, such studies rely primarily on-sgbrts and tend to gloss



over considerable variation in stdével curiosity, where some interesting and important

guestions arise.

Many philosophers and psychologists hales chosen to focus on statvel
aspects of curiosity, often further subdividing curiosity into different components.
William James described one type of curiosity as an almost automatic response of interest
upon seeing something new. He suggested thaatype of curiosity promoted
exploration but it could also induce anxiety. James distinguished this tendency to explore
from what he called Oscientific curiosity,O which he characterized as the brainOs response
Oto an inconsistency or gap in its knowleGge resolving or filling of which brings

pleasure (James, 1890).

Perhaps the first psychologist to offer a formal account of curiosity, Daniel
Berlyne (1960; 1966) also divided curiosity into two distinct realms. He posited
Odiversive curiosityO as atsaf antidote to boredom, the motivation underlying an
animalOs tendency to spend time seeking and interacting with stimuli Ofor their own
sake,O i.e., not because they produce any obvious evolutionary or ecological benefit. In
contrast, Ospecific curibgd would be aroused more in response to a particular problem
or question. Berlyne suggested that stimuli that were complex, uncertain, novel, or
conflicting could all arouse curiosity and that diversive and specific curiosity could work

in concert to endb an organism to gain knowledge.



Berlyne (1966) attempted to measure curiosity in its different forms,
demonstrating that, at least to some degree, curiosity can be quantified and compared. In
so doing, he was able to collect a set of observations #isituational determinants of
curiosity. In one study of specific, epistemic curiosity, Berlyne presented participants
with a list of questions about animals, asking them to rate their level of curiosity about
the answer to each question. Individuajsonted being most curious about questions
about animals with which they were most familiar, about questions that were somehow
surprising, and about questions that suggested that an animal had a characteristic it was
unlikely to possess. After rating theuriosity, participants were shown the answers to
all the questions. They were then given the list of questions again and asked to answer
each one. As hypothesized, Berlyf{i®66)found that participants were more likely to
remember the answers to the dimess they were most curious about, a finding that has

been replicated multiple times since.

Critically, Berlyne suggested that specific curiosity arises when an animal is
discomfited by uncertainty or a lack of information. Several theorists subsgquentl
echoed this notion, suggesting that curiosity is the motivation to resolve uncertainty
(Kagan, 1972) and even that it was Opositively painful to denyO the brain its ability to

perform its primary function®to perceive and to know (Nissen, 1954).

Loewenstein (1994) built on BerlyneOs notion of discomfort caused by
uncertainty, while harkening back to the OgapO in knowledge described by James.

Loewenstein posited an Oinformation gapO theory of curiosity, suggesting that curiosity is



the result of a peroeed gap between what one knows and what one wants to know. The
information gap theory helps to distinguish situations that would engender high curiosity
from those that would engender low curiosity. Further, it aims to describe in more

concrete terms theubjective value of that which curiosity seeks: information.

Indeed, the idea that information has value in and of Bt it is rewardind
is implied in many of our conceptualizations of curiosity. But so far there has been scarce
experimental eddence supporting this notion. In teidies described in this dissertation,
| aimedto better understand curiosity through the lens of rewandsit that information
may serve as a reward and that curiosity, then, reflects the anticipation of that rewa
Using this informatiorasreward hypothesis to understand curiosity isnOt just intuitively
compelling; it enablemeto leveragaecent advances in understanding the link between
reward, motivation, and learning and leads to spetégtablepredictons about what

sparks curiosity and how curiosity drives learning.

The value of rewards is discounted over time, and people arewillang to wait
for rewards they value more highly (Green, Myerson, & McFadden, 1997; Hayden,
Parikh, Deaner & Platt, 200®IcClure, Ericson, Laibson, Loewenstein, & Cohen, 2007).
Harnessing this willingnes®-wait principle, | created a paradigm that is a variant of an
inter-temporal choice task, an established measure of reward value in the behavioral
economics literatur@for a review, see Frederick, Loewenstein & OODonoghue, 2002). In
this paradigm, participants were given the opportunity to choose whether or not to wait to

receive information, in this case, the answers to trivia questions. If curiosity reflects the



antiapation of reward, where the reward is information, participants would be expected
to show greater willingness to wait for information that they consider more valuable, i.e.,

information that engenders greater curiosity.

Across three studiekgxaminedhe following questions about curiosity and
learning:
Study 1: How does curiosity drive learning?
a. How does valence affect informational value and subsequent
learning?
Study 2: How is curiosity affected in healthy aging?

Study 3: Is there a role for dopamine in curiosity?

Below, | provide additional background on each question, followed by an outline

of how these questions are addressed in the following chapters.

Study 1: How does curiosity drive learning?

A key finding from computational and neurolmgical accounts of rewarguided
learningis thatit is not the absolute value of a reward that drives learning, but, rather, the
difference between the expected value of the reward and the value of the reward actually
received Rescorla & Wagner, 197®r a review, see Schultz, 2006). Separately,
LoewensteinOs information gap theory suggests that curiosity is driven in part by our
predictions about whether information waktisfyour curiosity. Indeed, satisfaction is an

important complement to curidgibut has received limited experimental attention. Here,



| propose that curiosity reflects the anticipated reward value of information and that
satisfaction reflects the actual reward value experienced. Drawing on the robust literature
suggesting that thdiscrepancy between the reward receigadthe reward anticipatefl

the reward prediction err@is an important driver of learninghypothesize that the
discrepancy between satisfaction and curidBitye information prediction errdmay

be an imprtant factor in how curiosity supports learning.

Study 1a: How does valence affect informational value and subsequent learning?

Prior work suggests that valenBf information, of feedback, etBplays an
important role in rewaranotivated behavioand learning (e.g., Berns, Chappelow,
Cekic, Zink, Pagnoni, & MartiSkurski, 2006Wittmann, Schiltz, Boehler, & DYzel,
2008. People differentially seek out positive vs. negative information, depending on a
variety of personality and situational factge Wall & Baumeister, 2007; Nes &
Segerstrom, 2006And a large body of research suggests that people are more likely to
remember more valenced, relative to neutral, informafmma(review, see LaBar &
Cabeza, 2006). Thus, an important question is thewalence of information affects its
value and, therefore, how valence affects curiosity and subsequent lebnmvegtigate
the effecs of the valence of information on curiosity and learning, hypothesizing that

people will be more likely to wait faand to remember more valenced information.

Study 2: How is curiosity affected in healthy aging?
Curiosity is often associated with youBeiser, 1984Fowler, 1965; Kakar,

1976; Kreitler, Zigler, & Kreitler, 1975 No less an authority than Willianades



suggested that curiosity disappears by age 25 (James, 1893). If information serves as a
reward, we expect that curiosity relies, at least to some extent, on the dopaminergic
reward system in the braiBehavioral and neural evidence suggest that aging
associated with deficits in reward processing and rewantivated behaviofDreher,
Meyer-Lindenberg, Kohn, & Berman, 2008; Mell, Wartenburger, Marschner, Villringer,
Reischies, & Heekeren, 2009; Schbtiehaus, Wittmann, SchYtze, Seidenbecher,
Heinze, & DYzel 2007). Therefore an important question is whether these-iajated
deficits extend to information and, thus, whether curiosity is diminished in older adults.
Few studies have examined the effects of healthy aging on curiosity behavioilly, an
self-report measures have suggested neralged declines in curiosity. Based on the
self-report findings and on evidence suggesting thatralgéed deficits in reward
processing are restricted to certain types of tagesifically those that reqeir

anticipating probabilistic or uncertain reward outconhéypothesize that there will be

no significant difference in curiosity between healthy older and younger adults.

Further, a robust literature suggests a positivity bias among older adultfhatuch
they are more likely to attend to and remember more positive information (Mather &
Carstensen, 2005). |, therefore, test the extent to which this positivity bias extends to
curiosity, hypothesizing that older adults will be more likely to wait foranpasitive

information.



Study 3: Is there a role for dopamine in curiosity?

Finally, if curiosity relies on the dopaminergic reward system, this raises an
important question as to how curiosity might be affected in neurological disorders known
to alterdopaminergic functioning. While behavioral and neural findings have suggested
an important role for the striatum and its dopaminergic inputs in curiosity, it remains
unknown whether striatal function plays a necessary and causal role in curiosityl. Thus,
examine curiosity in people with ParkinsonOs disease, a neurological disorder
characterized by dopamine depletion leading to striatal dysfun@eunef &

Przedborski, 2003), hypothesizing that people with ParkinsonOs disease will show

diminished curiosit relative to ageand educatiomatched controls.

Outline of the dissertation

In Chapter 1| test the informatiorasreward hypothesis, examining decisions to
walit for information and subsequent memory in a population of undergraduate students.
In thisstudy,| provideevidence (I) that people are more willing to wait for highaiue
information, suggesting that information does function as a reward; (Il) that information
prediction errors are a potential mechanism through which curiosity drives tgaanah
(1) that the valence of information affects its value, such that people are more willing to

wait for and more likely to remember more positive information.

In Chapter 2| examinedifferences in curiosity ratings and choices to wait for
informaion between younger adults and healthy older aduitsd that healthy older

adults exhibit enhanced curiosity and willingness to wait for information, compared to



younger adults. Antlprovide evidence that the wédhown positivity bias associated
with aging extends to curiosity, finding that older adults are more likely to wait for

positive information.

In Chapter 3| explorethe extent to which curiosity is affected by ParkinsonOs
disease, aeurological disorder characterized by dopaminergic dysagon, whichlists
deficits in reward processing among its symptdnpsovide evidence suggesting a causal
role for the dopaminergi@ward system in curiosity, finding that people with
ParkinsonOs disease report lower curiosity ratings and makeFmigas to wait for

information, compared to agand educatiomatched controls.

Finally, in the Appendixl report the results of a separate study, which attempts to
better characterize curiosity and satisfaction as constructs. In this study, we éeked
online sample to rate their curiosity and satisfaction and to report the extent to which a
variety of factors contributed to these subjective ratimgsoughout our studies, we find
a great deal of consistency in curiosity and satisfaction ratimsever, this exploratory
study suggests that beneath that consistency lies considerable variability in the ways in

which people define curiosity and satisfaction.



Chapter 1
Curiosity and reward:

Valence predicts choice and information prediction errors enhance learning

Introduction
Curiosity is a powerful force. Yet for something that drives many of our daily

pursuits, we know surprisingly little about it. Psychologists have long struggled to
provide a formal account of curiosity. It has bekfined as Oan inconsistency or gapO in
knowledge (James, 1890), and has been suggested to arise when an animal is discomfited
by uncertainty or a lack of information (Berlyne, 1960). Building on these ideas,
Loewenstein (1994) posited an information ¢fagory of curiosity, suggesting that
curiosity is the result of a perceived gap between what one knows and what one wants to
know. An innovation of this theory is that it aims to describe, in more concrete terms, the
subjective value of that which curibgseeks: information. Indeed, the idea that
information has value in and of its@&that it is rewardindis implied in many of our
conceptualizations of curiosity. But so far there has been scarce experimental evidence

supporting this notion.

Recent sidies have demonstrated that monkeys value information about
upcoming primary rewards (such as water; Bromiddagtin & Hikosawa, 2009, 2011).
They are even willing to forgo some portion of this reward to receive advance
information about it, despite theformation having no influence on the likelihood of
receiving reward (Blanchard, Hayden, & Bromb&fgrtin, 2015). Further, the same

dopaminergic neurons that signal changes in the value of the reward also code changes in

1C



the value of information, suggés that information and primary rewards share

behavioral and neurobiological properties. Research in humans further supports this idea,
demonstrating that people are more willing to wait and pay for information about which
theyOre more curious (Kang et 2009) and that higburiosity information is associated

with activation in brain areas known to respond to rewards, including the nucleus

accumbens and the caudate (Gruber, Gelman, & Ranganath, 2014; Kang et al., 2009).

There is also a strong link beten how valuable information is and the likelihood
of remembering it. People are more likely to remember-biglosity information; even
incidental information presented during a hglriosity state is better remembered later
(Gruber et al., 2014; Kargt al., 2009; Mullaney, Carpenter, Grotenhuis, & Burianek,
2014). Such findings dovetail with wethown findings regarding the enhancing effect of
reward on subsequent memory (e.g., Adcock, Thangavel, WhiGehdieli, Knutson, &

Gabrieli, 2006).

The studies support an informatiasreward hypothesis, demonstrating that
curiosity conforms to basic characteristics of rewativated behavior. However, they
leave open critical questions related to the extent to which this analogy holds true at a
deeer level. In particular, there are two central features of redaven behavior that
have been extensively characterized, but whose relevance to curiosity remains unknown.

These are (i) valence (reward vs. punishment) and (ii) predictions errors.

11



It is known that rewards and punishmedgnd gains and loss&have
differential effects on both behavior and brain (e.g. Frank, Seeberger, & OOReilly, 2004;
Kahneman & Tverksy, 1979; Tom, Fox, Trepel, & Poldrack, 2007; Seymour, Daw,
Dayan, Singer, & Dolar2007). Positive vs. negative outcomes also have asymmetric
effects on informatiorseeking (Case, Andrews, Johnson, & Allard, 2005; Fischer, Jonas,
Frey, & KastenmYller, 2008; Sweeny, Melnyk, Miller & Shepperd, 2010) and inter
temporal choiceBerns, Chapplow, Cekic, Zink, Pagnoni, & Martigkurski, 2006;
Hardisty, Appelt, & Weber, 201;,0ewenstein, 2006 People differentially seek positive
vS. negative information, depending on affect (e.g., Brashers, 2001; Griffin, Dunwoody,
& Neuwirth, 1999; Schwarz &lore, 1983; Yang & Kahlor, 2012). And, they generally
remember more valenced, as opposed to neutral, information (for a review, see LaBar &
Cabeza, 2006). Moreover, positive valence enhances the effect of reward on memory
(Wittmann, Schiltz, Boehler, & ¥zel, 2008). Thus, valence affects how we seek
information and how we remember it, suggesting it may affect the value of information

itself.

A separate literature suggests that gaps in inform&t@imformation prediction
errors@®may be important drive of curiosity and memory. Neurobiologically, rewards
exert their effect through dopaminergic reward prediction errors (Daw & Doya, 2006;
Schultz, 2006; Schultz, Dayan, & Montague, 1997). A key finding from computational
and neurobiological accounts @wardguided learning is that dopamine neurons in the
midbrain signal the difference between the expected value of the reward and the value of

the reward actually received, suggesting that it is the discrepancy between received

12



reward and expected rewattht drives learning (Rescorla & Wagner, 1972; for a review,
see Schultz, 2006). If information operates similarly, information prediction errors may
play a key role in curiosity and learning. Indeed, a core feature of LoewensteinOs
information gap theorysithat curiosity is partly driven by predictions about the ability of
information to resolve uncertainty. This idea applies a OrefepaiteconceptO to
curiosity, suggesting that we are sensitive to both absolute and relative gaps in
information and anging that we are more likely to be curious about information if we
estimate that the probability of that information satisfying our curiosity is high

(Loewenstein, 1994).

Here, we examined the informatiasreward hypothesis, testing two new
predictiors about the role of valence and information prediction errors in driving
curiosity and memory. We use willingness to wait, awsthblished measure of reward
motivated behavior (e.g., Frederick, Loewenstein, & OODonoghue, 2002). Because it is
known thattime is valuable, waiting can be used as a measure of the motivational value
of rewards (e.g., Hayden, Parikh, Deaner, & Platt, 2007). If curiosity reflects the value of
information, we would expect participants to show greater willingness to wait for more

valuable information, i.e., information that engendered greater curiosity.

We test two hypotheses: (1) That the valence of information will affect curiosity
and subsequent learning, specifically that positively and negatively valenced information
will engender greater curiosity and promote better learning than neutral information. (2)

That information prediction errors will affect learning. The notion of quantifying

13



curiosity as the anticipation of the value of information and satisfaction as the judged
value of received information is a new idea, directly motivated by theories and studies in
systems neuroscience demonstrating that dopaminergic neurons show parallel responses
to the anticipation and receipt of information. We test the relevance ofahis\irork to
curiosity, proposing that the difference between the satisfaction experienced upon receipt
of information and the curiosity experienced in anticipation of information functions as

an information prediction error. We hypothesize that this infaongrediction error is

an important factor in how curiosity drives learning, such that people will better

remember information associated with more positive prediction errors.

Method

Participants. A total of 84 individuals participated in this tvaay study (nean age =

20.9% 4.9 years56 females, 28 malgOn the first day, 55 participants received

research credit for their participation and 29 participants were paid $12/hour. The
participants who received research credit were then surprised wiffeato participate

in a follow-up experiment in the lab for payment instead of credit; 43 returned (mean age
= 21.5% 6.4 years; 27 females, 16 males). The participants paid on the first day were told
from the onset that this was a tday study, thougthey were not told the purpose of the
second session; 26 of these participants returned for the second day (mean age = 20.7
2.3 years; 18 females, 8 males). On the second day, all participants were paid $12/hour.
Three participants were excluded from #malysis because they did not complete the

curiosity and satisfactiorating portion of the task on the first day, leaving 81

14



participants who participated fully in the first day of the study and 66 participants who

participated fully in both days of ttstudy.

Determination of sample size. In a previous pilot studyN=38), we ran a simplified

logistic regression model using the average curiosity rating associated with each question
as the predictor and found the following reswét! = 0.07,p<0.001;e™ curiosity= 2.03,

p<0.00). Then, using the powerMediation package in R (Qiu, 2015), which calculates
sample sizes based on the methods outlined in Hsieh, Bloch, and Larsen (1998), we
calculated that a sample size of 63 would yidldawer of 0.8 at alpha level 0.05. This

study differs somewhat from the current study in that the curiosity ratings were generated
by a separate group of participants; we, therefore, aimed for a slightly larger sample size

to ensure adequate power.

Materials. The task was presented on Apple Macintosh computers, using Matlab (Natick,
MA) software and the Psychophysics Toolbox (Brainard, 1997) to present stimuli and
collect responses. Study stimuli comprised general interest trivia questions, culled from
Internet sources, including www.corsinet.com and www.triviaplaying.com. Examples
included: OWhich poisonous snake smells like fresh cut cucumbers?0; OWhat comet was
first sighted by the Chinese in 240 B.C.?0; and OWhat does OSPFO mean on sunscreen
containes?0 Participants saw 69 trivia questions in the initial trivia task. The same 69
guestions were also used in both the curiegiting and subsequent memory components

of the task, explained below.
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Pre-experiment valence ratings. Across three separatévia studies, we asked

participants to rate the valence of trivia questions. These participants (N = 102, mean age
= 22.69+ 5.96 years; 72 females, 30 males) warewn each trivia question and asked to
rate how positive or negative they thought eachtipregvas on a scale from 1 to 7, with

1 being OVery Negative,O 4 being ONeutral,O and 7 being OVery PBgtive ).

We pooled the results of these valence ratings to create average valence ratings for each
guestion. We then ordered these questi@sed on their valence ratings and conducted a
split of 1/3, 1/3, 1/3, corresponding to valence categories of negative (meant= 3.36

0.32), neutral (mean = 4.%00.15), and positive (mean = 4.2Z8.33). The mean valence
ratings for each category differe@nificantly from each otheF(2) = 147.10p < 0.001,

pairwise, Bonferroncorrected-tests allp < 0.001).

Procedure. First, participants read a brief set of instructions and completed a practice
round of the trivia task. In the trivia tasRigure 1a), participants were presented with

each trivia question, along with three possible response choices: Skip, Wait, or Know.
Participants had eight seconds to read the question and choose their response. They were
instructed that if they already knew theswer, they should press the Know key. They

were instructed to press Skip if they did not know the answer but werenOt interested in
finding out the answer or werenOt willing to wait the amount of time designated by the
Wait option. After a brief fixationboth the Skip and Know responses were followed

directly by the next question. Participants were instructed to press the Wait response if
they did not know the answer and were interested in finding out the answer and willing to

wait the amount of time degated. The time delays associated with the Wait option
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varied, in fivesecond increments, from 10 to 30 seconds. Upon choosing this option,
participants saw a fixation cross for the duration of the wait time, and then the answer
appeared. Once they chdsewait, they could not change their choice. Once the answer
was displayed, participants advanced to the next question by key press. Participants were
instructed at the outset that the entire experiment would last one hour, regardless of their

responses.

After the primary trivia task, participants were shown the same 69 questions and
were asked to rate their curiosity upon first seeing each question, on a scale from one
(ONot at all curiousO) to seven (OVery curiousO). They were also asked to rate how
sdisfied they were with the answer, on a scale from one (ONot at all satisfiedO) to seven

(OVery satisfiedOFigure 1d).

Participants returned approximately one weakdn = 7.2 1.8 days) after their
initial sessions. During this followp session, p#cipants saw the list of questions

theyOd seen the first day and typed in the answer to each question.
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If chose Wait:

If chose Skip
or Know:

Fig. 1.

Experimental paradigm for testing the relationship between curiosity and willingness to

wait for information. (a) In the primary task ptcipants were shown a trivia question and three
possible response choices. If participants chose Skip or Know, they automatically advanced to the
next question. If they chose Wait, they had to wait the designated amount of time, and then the
answer was @played. After completion of the primary trivia task, participants were asked to
generate curiosity ratings (b), rating each question on a scale ffowith 1 being ONot at all

curiousO and 7 being OVery curious,0 and satisfaction ratings (d), rdtiagsseer on a scale

from 1-7 with 1 being ONot at all satisfiedO and 7 being OVery satisfied.O Participants in separate
studies were shown these same questions and asked to generate valence ratings (c), again on a
scale from 17 with 1 being OVery negati¢& 4 being ONeutral,O and 7 being OVery positive.O
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Analyses. All analyses were performed in R (R Core Team, 2013), and mixed effects
logistic regression analyses were conducted using the Ime4 package (Bates, Maechler, &
Bolker, 2013). All Know trials werexcluded from the analyses. Each trial for each
participant was entered in as a separate data point, and mixed effects logistic regression
models were run on the entire dataset, with intercepts varying by participant, with trivia
guestion as a random egfeand with other variables, including curiosity and delay time,
included as both fixed and random effects. The exponential beta coefficients are reported

for each model to allow for easier interpretation of each variableOs effect.

Valence

First, we @aluated whether participantsO choices to wait were informed by their
curiosity and the valence of the question, running a mixed effects logistic regression
analysis with the intercept varying randomly by participant, the trivia item as a random
effect, anl with the valence category and individual curiosity ratings associated with each

guestion as both fixed and random effects.

To analyze effects of memory, we excluded all Skip and Know trials, so that we
only examined participantsO memory for answeysdhese to wait for. This eliminated
one participant who did not wait for any answers, leaving 65 participants. We tested
whether the valence of the information affected the likelihood of remembering it, running
a mixed effects logistic regression analygith the intercept varying randomly by

participant, the trivia item as a random effect, and with the individual curiosity ratings

19



and prior valence category associated with each question as both fixed and random

effects.

Information Prediction Error

Foreach question, we had the participantOs rating of curiosity about question and
satisfaction with the answeFirst, we calculated the correlation between participantsO
ratings of curiosity and satisfaction. Thesing theseuriosity and satisfactiomalues,
we calculated an Oinformation prediction errsuf@ractinghe difference between the
actual value of the information received (satisfaction) and the anticipated value of the
information (curiosity). For example, if a participant rated a questiaas curiosity
but as a 6 in satisfaction, we considered that an information prediction error of +2; if she
rated a question as a 4 in curiosity but the answer as a 2 in satisfaction, we considered
that an information prediction error ¢f. We then calolated each participantOs average
information prediction error and the overall average information prediction error to
determine the extent to which curiosity was satisfied across participants aniteals.
then ran a mixed effects logistic regression etpdith intercept varying by participant,
trivia question as a random effect, and curiosity and information prediction error as both

fixed and random effects.

Results
Valence
ParticipantsO choices to wait were informed by their curiosity, as wedl psditive

valence of the question and the wait time associated with thaefrigi«0.04,p<0.001;
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e curiosity= 4.93,p<0.00% e wait ime= 0.88,p<0.00%, €M hegative= 1.02,p=0.88;€" positive
= 1.31,p<0.01;Figure 2), such that participants were more likely to wait for information
they were more curiosity about, less liketywtait for information associated with a

longer delay, and more likely to wait for positive, as compared to neutral, information.
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1 2 3 4 5 6 7 Negative Neutral Positive
Curiosity Question Valence
Fig. 2.

Participants were more likely to wait for more positive information. (a) To display the effects

of curiosity and @alence on waiting behavior, for graphing purposes, a pdoach model was run
separately for questions in each valence category (negative, neutral, positive). (b) Raw proportion
of waiting was calculated (the number of trials for which an individual ctoogeit in each

valence category divided by the total number of trials they chose to wait). The graph displays the
mean proportions of waiting; error bars represent the standard errors of the mean.

Participants on average remembered 74.9 percent of emsworeectly (range:
36.4D97.4 percent). ParticipantsO likelihood of remembering the answers correctly was
predicted by their initial curiosity about the question and the positive valence rating
associated with the questiogf{o= 0.09,p<0.001;eM curiosity= 1.79,p<0.001, €M egative=
1.10,p=0.35;eM positive= 1.36,p<0.01;Figure 3), such that people were more likely to
remember more positive information and information about which they were more

curious.
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Participants were more likely to remember more positive information. (a) To display the

effects of curiosity and valence on subsequent memory, for graphing purposes-dopared

model was run separately for questions in each valence category (hegatiad, pesitive).

(b) Raw proportion of correct responses was calculated (the number of trials for which an
individual correctly remembered the answer in each valence category divided by the total number
of answers they correctly remembered). The graphalisghe mean proportions of correct

answers; error bars represent the standard errors of the mean.

Information Prediction Error

On guestions for which participants waited for the answers, curiosity and
satishction were positively relatgd = 0.57). The mean IPE across all trials and all
subjects was negatived(29); however, there was considerable variability across
participants, with mean individual IPEs ranging fre2r81 to 1.31Examining IPEs for
low (rated 13) vs. high (rated &) curiosity iems, we found that the average IPE for

low-curiosity items was 0.67, while the average IPE for high curiosity itemsOn&gs

Participants@kelinood of remembering an answer correctly was predicted by
their curiosity about the question and the infalioraprediction error associated with that
trial (e o= 1.03,p>0.05;e" curiosity= 1.26,p<0.001;e™pe = 1.19,p< 0.001;Figure 4),

such that people were more likely to remember information for which there was a more
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positive prediction error, i.e., information for which satisfaction was greater than

curiosity.
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Fig. 4.

More positive information prediction errors (IPE) predicted greater likelihood of

remembering the answer correctly. (a) For graphing purposes, a padiivn model was run to

depict the mean likelihood of remembering the answer, astarfof information prediction error

(IPE). (b) To further illustrate the differences based on IPEs, IPEs were grouped into three
categories (negative IPE, 0 IPE, and positive IPE), and the proportion of correctly remembered
information was calculated mach IPE category for each individual. The graph displays the mean
proportions across all individuals, with the error bars representing the standard errors of the mean.

Discussion

We found that informatio®even trivial informatior®can function as aeward,
guiding choices and learning in predictable ways. First, we found that the valence of
information affects its reward value, with people more willing to wait for more positive,
compared to neutral information. Moreover, this valence effect exteadedrhory, with
a greater likelihood of remembering more positive information. Second, we found that
memory was better when there was a positive prediction error, i.e., when the reward

value upon receipt was greater than the anticipated reward value.
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Theimportance of valence in these studies is particularly interesting given that it
is critical to learning. Recent studies have offered some important insights into the
mechanisms underlying biases toward positive information and different tendencies to
learn from positive vs. negative informatioRrénk et al., 20045harot, GuitartMasip,

Korn, Chowdhury, & Dolan, 20)2The effects of valence on curiosity also raise

guestions about the possible role of emotion. Indeed, emotion may even serve as another
form of information (Clore & Huntsinger, 2007; Schwarz, 2011). Although we did not
directly measure emotion in this experiment, existing data provide a possible framework.
In particular, taking a dimensional approach to emotion (Feldman Barrett & Russell,
1998; Posner, Russell, & Peterson, 2005; Russell, 1980), we might think of an
individualOs curiosity as reflecting arousal state. Prior evidence suggests that pupil
dilation, a common measure of emotional arousal (Bradley, Miccoli, Escrig, & Lang,
2008), isgreater in states of higher curiosity (Kang et al., 2009). Of course, compared to
the types of stimuli typically used in experiments examining the effect of emotion on
information seeking and memory, this information was relatively weak in arousal and
valence. Still, our results regarding valence suggest useful tools for future work to more

directly investigate the role of emotion in curiosity.

Curiosity can be difficult to define and is often conflated with other similar
concepts, including interest (Genickle, 2014). We operationalized curiosity as the
anticipation of reward, where the reward is information. Similanfigrmation can come
in many forms and have a variety of uses, many of which might contribute to its reward

value and valence. Here, fi@cused on trivia, as it offers a rich, medimensional
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stimulus set, which has been used previously to examine curiosity (e.g., Gruber et al.,
2014; Kang et al., 2009; Mullaney et al., 2014). One interesting feature of trivia is that it
is informationthat, by definition, has no real utility, and thus provides a conservative test
of the informatiorasreward hypothesis. Future work will determine to what extent our
effects, and those by others (e.g., Kang et al., 2009), generalize to other forms of

information.

Prior literature has focused primarily on the anticipation associated with curiosity;
here we additionally examine the importance of satisfaction. Given that Loewenstein
(1994) postulates that a core feature of curiosity is its tendency totheagarious
person unsatisfied, it is important to examine what happens when curiosity is satisfied
and how satisfaction predicts subsequent learning. We find that curiosity is often satisfied
and that the disparity between the anticipated vs. receiveddgwedicts later memory.

This finding is consistent with recent animal studies of dopamine ne(Boosberg
Martin & Hikosaka, 2011), suggesting that it may be important to consider both the value
of information and of reward itself in reinforcementriéag models (Oudeyer, Kaplan,

& Hafner, 2007; Yamamoto & Ishikawa, 2010).

Understanding curiosity could have important implications for educational
interventions and learning strategies for children in the classroom. It could also have
implications forpsychiatric and neurological disorders, particularly those that implicate
dopaminergic systems, such as schizophrenia and ParkinsonOs disease. These disorders

often list deficiencies in reward processing among their symptoms. It would, thus, be
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instructiveto learn whether such deficits extend to information, and, therefore, whether

diminished curiosity might accompany some of these disorders.
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Chapter 2
Curiosity and aging:
Enhanced curiosity and a positivity bias among older adults
Introduction

QO]utside of their own business, the ideas gained by men before they are-twenty

five are practically the only ideas they shall have in their lives. They cannot get

anything new. Disinterested curiosity is past, the mentah@®and channels set,

the power of assimilation go@e(James, 1893, p. 402).

William James had a bleak view of curiosity in older adulthood, but there is
limited experimental evidence to support this outlook. Prior studies of curiosity and aging
have elied primarily on selfeport and while some studies have found evidence for age
related decline on somewhat related constructs, such as nsgeking and openness
(Lucas & Donnellan, 2011; Roberts, Walton, & Viechtbauer, 2006), those that have
examinel curiosity specifically have found no ageated differences (Camp, Rodrigue,

& Olson, 1984; Giambra, Camp, & Grodsky, 1992; Stoner & Spencer, 1986). One study
used exploratory eye movements as a proxy for curiosity and found no differences
between hediy older adults and younger adulBaffner, Scinto, Weintraub, Guinessey,

& Mesulam,1994). Apart from that, to our knowledge, few behavioral studies of

curiosity and aging exist.

Our previous research suggests that one way to examine curiosity aduatev
the extent to which information functions as a reward (Marvin & Shohenpyess.
This research draws on behavioral economics literature which suggests that people are
more willing to wait for rewards they value more highly and, therefore, uiesywess

to wait as a measure of the subjective value of information. This inforrresi@ward
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hypothesis further suggests the involvement of the dopaminergic reward system. Indeed,
our conceptualization of curiosity as the anticipation of revantiere the reward is
informationbsuggests the possibility of agelated decrements in curiosity, as there is
evidence of reduced neural activity among older adults in reseapbnsive areas of the
midbrain in the anticipation of monetary rewarDsgher, Mger-Lindenberg, Kohn, &
Berman,2008; Mell Wartenburger, Marschner, Villringer, Reischies, & Heeke?609;
Schott Niehaus, Wittmann, Sch¥Ytze, Seidenbecher, Heinze, & 20831). However,

other evidence suggests that theseratged differences mighe limited to loss

anticipation and may be related to a positivity bias among older adults, as discussed

below (Samanetarkin, Gibbs, Khanna, Nielsen, Carstensen, & Knut200,7).

Additionally, it is not clear that such agelated decrements in doparargic
functioning would affect curiosity, particularly as measured by our willingteessit
task. There is some evidence to suggest that older adults are not globally impaired on
rewardmediated tasks but rather that they demonstrate specific perfmerdaficits
when anticipating reward outcomes that are probabilistic or ambiguous (for reviews, see
Hammerer & Eppinger, 2012; Samasezrkin & Knutson, 2015), neither of which is the
case here. Further, research suggests that older adults show infaatesnticlly even
less biased economic decisioraking (Kovalchik, CamereGrether, Plott, & Allman,
2005). Studies examining age effects on w@nporal choice tasks, of which our task is
a variant, have resulted in conflicting findings, with studiesshg evidence of more
impulsivechoices, lesgnpulsivechoices, or no differences at all in older, relative to

younger, adults (for a review, see Lim & Yu, 2015).
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Our previous research further suggests an important role for the valence of
information n curiosity, with younger adults showing greater likelihood of remembering
more positive, relative to neutral information. This finding is of particular interest with
regard to aging, given the robust research suggesting a positivity bias among older adult
(Mather & Carstensen, 2005). Older adults report fewer negative affective experiences
(Carstensen et al., 2011; Carstensen et al., 2000; Charles, et al., 2001; Mroczek & Kolarz,
1998) and they are less likely to attend to and remember more negative stimu
(Carstensen, 2006). In monetary decismaking tasks, relative to younger adults, older
adults show less negative affect in anticipation of losses but similar levels of positive
affect in anticipation of gains (Nielsen, Knutson, & Carstensen, 2008&&=ainarkin et
al., 2007)and they are able to use their experience and acquired knowledge to make
sound financial decisions (Li, Gao, Zeynep Enkavi, Zaval, Weber, & Johnson, 2015;

Zaval, Li, Johnson, & Weber, 2015).

Indeed, Socioemotional Selectivity déry (SST: Carstensen, Isaacowitz, &
Charles, 1999) posits that as people age, the notion of having more limitdoetorees
more salientcompelling a change in motivational focus, such that older adults tend to
prioritize emotionally meaningful experiees and make choices to maximize positive
affective experience&socioemotional Selectivity Theory suggests that if time does not
seem limited, people are more likely to set goals that empha®igarationinformation
gathering novelty seekingand exploation. However, if time seems more limited, people
are more likely to be motivated to improve their currgell being typically through

emotion regulation. Thus, SST predicts that older adults will engage in less information
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seekinggenerally. And, inded, in the context of healthcare decisions, consumer choices,
and risky decisioirmaking tasks, older adults tend to seek less information before making
decisions (for reviews, see: Mata & Nunes, 2010). However, theselated differences

in informationseeking appear to be modulated by valence, such that diminished
informationseeking is more often seen among older adults in contexts that emphasize the
negative aspects of choices (LSckenhoff & Carstensen, 2007; M&thight, &
McCaffrey,2005). When gien choices between options, younger adults tend to review
more negative information before making decisions, while older adults tend to review
more positive information (LSckenhoff & Carstensen, 2004). Taken together, these
findings suggest that the dinshedinformationseekingsometimes seen in older adults

may be restricted to situations involve negative information.

In the following study, we assess curiosity in older and younger adults, using
participantsO willingness to wait for information asaditator of the anticipated value of
that information. Despite agelated decrements in dopaminergic functioning, based on
the limited scope of functions affected by these decrements and based on previous
findings of no ageelated deficits in curiosithased on selfeports, we hypothesize that
older adults, we hypothesize that, relative to younger adults, older adults will show an
enhanced likelihood to wait for positive information and a decreased likelihood to wait

for negative information.
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Methods

Participants. A total of 57 older adults and 54 younger adults were recruited to
participate in this study. Older adults were recruited from the community surrounding
Columbia University and were paid $12/hour for their participation. Younger aderés w
recruited from the Columbia undergraduate population and received research credit for
their participation. A total of 11 older participants and 8 younger participants were
excluded from the analysis because they did not complete the curaisity pation of

the task on the first day, experienced some computer malfunction during the task, and/or
failed to follow task instructions, leaving a total of 46 older participanea( age =

64.17+ 10.19 years; 34 females, 12 malasd 46 younger participanfnean age =

20.58+ 2.51 years; 31 females, 15 males

Materials. The task stimuli were 70 general interest trivia questions, culled from Internet
sources and fror{en JenningOs Trivia Almanac: 8,888 Questions in 365 Degaings,
2008). Stimuli inaided such trivia questions as: OWhat proper name is spelled unusually,
with a singlen, both on the Liberty Bell and in the U.S. Constitution?0 OWhat are divided

by BottOs dots?O and OWhat organ was the first to be successfully transplanted?0

Pre-experiment valence ratings. Across three separate trivia studies, we asked
participants to rate the valence of trivia questions. These participanatdd2, mean age

= 22.69+ 5.96 years; 72 females, 30 males) warewn each trivia question and asked to
rate howpositive or negative they thought each question was on a scale from 1 to 7, with

1 being OVery Negative,O 4 being ONeutral,O and 7 being OVery PBigtiveQ 1c).

31



We pooled the results of these valence ratings to create average valence ratiras for ea
guestion. We then ranked ordered these questions based on their valence ratings and
conducted a split of 1/3, 1/3, 1/3, corresponding to valence categories of negative (mean
= 3.36% 0.32), neutral (mean = 4.100.15), and positive (mean = 4.28.33) The

mean valence ratings for each category differed significantly from each B{BeE(

147.10,p < 0.001; pairwise, Bonferrofmorrected-tests allp < 0.001).

Procedure.
Waiting Task

Participants were asked to read a brief set of instrucand¢o complete a
practice version and then the actual version of the curiosity Eaglre 2.1a). In this
task, participants were presented with a trivia question and three possible response
choices: Skip, Wait, or Know. Participants were instructedithia¢y knew the answer
to the trivia question, they should press the key corresponding to Know. They were
instructed to press the key corresponding to Skip if they did not know the answer and
were not willing to wait to receive the answer. Participar@svinstructed to select the
key corresponding to the Wait response if they did not know the answer to the question
and were curious enough to wait for the designated delay time. The time delays
associated with the Wait option were presented along witQuéstion and varied in-5
second increments from 10 to 30 seconds. Participants were given eight seconds to read

the question and select a response.
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If participants chose Skip or Know, they were shown a brief fixation cross and
then automatically advaed to the next question. If participants chose Wait, they saw a
fixation cross for the duration of the wait time, and then the answer appeared. Upon
choosing Wait, they could not then change their choice on that trial. Once the answer was
displayed, partipants could advance to the next question by key press. Participants were
instructed at the outset that the entire experiment would last one hour, regardless of their

decisions to wait.

Curiosity-rating Task

Upon completion of this task, participamisre offered a break and then were
shown the same 70 trivia questions theyOd seen previously. For each trivia
guestion/answer pair, they were asked to rate their curiosity upon seeing each question.
Ratings were made on gppint scale with 1 being ONotadk curiousO and 7 being OVery

curiousOKigure 2.1b).
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If chose Wait: .

If chose Skip
or Know:

Fig. 2.1

Experimental paradigm for testing the relationship between curiosity and willingness to

wait for information. (a) In the primary task participants were shown a trivia question agel thr
possible response choices. If participants chose Skip or Know, they automatically advanced to the
next question. If they chose Wait, they had to wait the designated amount of time, and then the
answer was displayed. After completion of the primaryarteisk, participants were asked to

generate curiosity ratings (b), rating each question on a scale ffowith 1 being ONot at all

curiousO and 7 being OVery curious.O Participants in separate studies were shown these same
questions and asked to genenaience ratings (c), again on a scale froihith 1 being OVery
negative,O 4 being ONeutral,O and 7 being OVery positive.O

Analyses. All analyses were performed in R (R Core Team, 2013), and mixed effects
logistic regression analyses were conductedgugie Ime4 package (Bates, Maechler, &

Bolker, 2013). All Know trials were excluded from the analyses, as we were interested
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only in participantsO decisions to skip or wait. Analyses were run such that each trial for
each participant was entered in agpasate data point, and mixed effects logistic
regression models were run on the entire data set, with intercepts varying by participant,
with trivia question as a random effect, and with other variables, including curiosity and
delay time, included as bofixed and random effects. The exponential beta coefficients

are reported for each model to allow for easier interpretation of each variableOs effect.

First, we compared mean ratings of curiosity between older and younger
participants, calculating eaatdividualOs mean curiosity rating and comparing the group
means using atest with WelchOs correction for unequal variances. We then sought to
compare the mean proportion of choices to wait between older and younger adults.
Again, we calculated each initlualOs proportion of choices to wait and compared the

group means using aest with WelchOs correction.

To evaluate choices to wait based on curiosity and age, we ran a mixed effects
logistic regression model with intercepts varying by participaitk, trivia question as a
random effect, with age group (older vs. younger) as a fixed effect, and with individual

curiosity rating and wait time associated with the trial as both fixed and random effects.

Turning to valence, we first calculated the mpewportion of choices to wait for
information in each valence category for each participant. We then ran a 2x3 ANOVA to
examine effects of age category (older vs. younger) and valence category (negative,

neutral, positive) on decisions to wditien, to @amine whether the positivity bias was
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more pronounceth older, compared to younger, adults, we conductedts using
WelchOs correction to assess whether older adults waited for more positive information

and less negative information, compared to yeursglults.

Then, to evaluate whether participantsO choices to wait were informed by their age
group, their curiosity, and the valence of the question, we ran a mixed effects logistic
regression analysis with the intercept varying randomly by particifrentrivia item as a
random effect, age group as a fixed effect, and with the valence category and individual

curiosity ratings associated with each question as both random and fixed effects.

Results

Curiosity and Waiting Behavior

On average, older partpants gave higher ratings of curiosit{86) = 4.58p < 0.001;
Figure 2.2a) and showed greater willingness to wait for informatigdQ) = 4.06p <

0.001;Figure 2.2b).
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Mean curiosity ratings and mean tendencies to wait were higher among older adults than
younger adults. (a) Mean curiosity ratings for younger and older adults. Error bars represent
standard errors of the means (SEMSs). (b) Mean proportion of choieesttfior younger and
older adults. Error bars represent SEMs.

Decigons to wait were predicted by individualsO curiosity, the delay time
associated with the question, and whether participants were older or yoehger@.27,
p<0.01;eM curiosity= 4.95,p<0.00% e wait time= 0.87,p<0.00% eyounge= 0.26,p=0.03;

Figure 2.3a), such that people were more likely to wait for information about which they
reported higher curiosity and for which there were shortaydeand older adults were
generally more likely to wait for informatioAcross different delay periods, a similar

pattern emerges, though there are some differences in choices to wait in both groups that

are worthy of future exploratiorF{gure 2.3b).
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Older adults more likely to wait for information than younger adults. (a) To display the

effects of curiosity and age group on waiting behavior, for graphing purposes, apanmed

model was run separately for older and younger adbltg.o display the effects of curiosity and
time on waiting behavior, a pargbwn model was run separately for questions associated with
three different delay periods (10s, 20s, and 30s).
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Valence

Turning to valence, ax3 ANOVA revealed main effects ofja categoryK(1) =
52.76,p < 0.001) and valence categof¥(2) = 6.72,p = 0.001) but no evidence of a
significant interaction between the twe £ 0.63,p = 0.63;Figure 2.4) on choices to
wait, such that there were larger proportions of choices toanrang older adultgp(<
0.001) and larger proportions of choices to wait for positive, relative to neutral,
information @ = 0.003) We ran two additional tests targeted to address our a priori
hypotheses that older adults would wait for more positivamnétion, compared to
younger adults and that older adults would wait for less negative information, compared
to younger adults. We found that older adults waited for more information, regardless of
valence category, so that although they waited for sagmfly more positive information
(t(87) = 5.28p < 0.001), they also waited for significantly more negative information

(t(79) = 3.19p = 0.002), compared to younger adults.
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More choices to wait for positive information in both age groups. The graph displays the
group means for proportions of choices to wait for information in each valence category. Error
bars represent the standard errors of the mean (SEM).

Decisions to wait were predicted by individualsO curiosity, the valence of the
information, and whether participants were older or youregéps € 0.02,p<0.001;
eM curiosity= 4.36,p<0.001 €M younge= 0.33,p = 0.04 €M egative= 1.17,p = 0.23;€" positive
=1.57,p = 0.001;Figure 2.5), such that, again, participants were mdtelji to wait for
higher curiosity information and older adults were more likely to wait for information,

and participants were more likely to wait for positive, relative to neutral, information.
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Older and younger participants were more likely to wait for more positive information. To
display the effects of curiosity and valence on waiting behavior in older and younger participants,
for graphing purposes, a parddwn model was run separately for questions in each valence
category (negative, naal, positive) in each age group.
Discussion

These findings suggest that, contrary to JamesOs view, curiosity is actually
enhanced in aging. Older participants in this study gave higher subjective ratings of
curiosity and showed greater willingness tati@r information. Previous studies
examining curiosity and aging using se¢port measures have revealed no &dged
decrements in curiosity (Camp et al., 1984; Stoner & Spencer, 1986). Here, we use a
novel behavioral measure of curiosity and noy@hlowno decrements but, rather,
enhanced curiosity in aging. This study also replicated our previous findings of an

asymmetric effect of valence on curiosity, such that both younger and older participants

were more likely to wait for more positive infoation.
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It is important to note, however, that our task measures epistemic curiosity, a
desire for information. Other studies have notedratgied decrements in other domains
that are closely related to, but distinct from, epistemic curiosity. For d&aprpvious
studies have suggested diminisisedisation seekingut preservethformation seeking
with age (Giambra et al., 1992). Other studies have also found evidence for reduced
tendencies towards exploration among older adults (Bfaypne, Battles;u, Morrow, &
StineMorrow, 2012; Mata, Wilke, & Czienskowski, 2009, 2013; Lou%yame Alphen,

& Pierre, 2010. These ageelated decrements in exploration ashsation seekingre
particularly interesting to note in light of agelated changes in doparargic

functioning in the brain. Indeed, the Noveislated Motivation of Anticipation and
Exploration by Dopamine (NOMALDY zel, Bunzeck, Guitailasip, & DYzel2010)
model suggests that dopaminergic activity in areas such as the ventral striatine and t
ventromedial prefrontal cortex underlies exploration and nowelgking and that, given
agerelated declines in dopaminergic functioning, aging might be associated with
decrements in these behaviorkat said, while the connection to agdated alteations

in dopaminergic functioning igotentially compellingit is also important to note that
reduced exploration in older age may reflect an adaptive behavioral shift over the course
of the lifetime: youthful tendencies toward exploration help us acladenknowledge

which can then be exploited in older adulthood (Carstensen, 2006).

The results of the current study could similarly be viewed through the lens of

Socioemotional Selectivity Theory (SST). It may be that older and younger participants
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had dfferent goals in this study. Previous research has found that learning new trivia
brings pleasureRerlovsky, BonnicCabanac, & Cabanac, 201@8s SST would predict,

older adults in this study may have been motivated by a desire to have a more positive
affective experience and may have thus sought this trivial information because it brought
pleasure (see Appendix for a discussion of factors potentially associated with curiosity).
In other words, the enhanced emotional-setfulation ability predicted bySS might

explain why older participants demonstrated heightémfedmation seekingn this

context.

As expected, we found evidence for a positivity bias (Mather & Carstensen, 2005)
in curiosity, which supports and extends previous findings regardirapeedl attention
to and processing of positive stimuli with aging (for a review, see Murphy & Isaacowitz,
2008). This asymmetric effect of valence might also help explain why other studies have
found diminished informatioseeking among older adults in pati@lly more negative
contexts, such as those involving healthaatated decisions (Beisecker, 1988; Johnson,

1990; Meyer, Russo, & Talbot, 1995; Zwahr, Park, & Shifren, 1999).

Although we did not assess age differences in memory in this study, futdiess
might include a memory component, as valence also plays an important role in age
differences in memoryWhile older adults tend to show poorer memory than younger
adults overall, age differences are most pronounced for negative stimuli and
comparatrely small for positive stimuli (Charles, Mather, & Carstensen, 2003; Knight,

Maines, & Robinson, 2002). Examining the role of aging in curiosity and memory would
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also be important in the context of rewandtivated learning. The enhancing effects of
rewad on memory appear intact in aging. When stimuli to be remembered are associated
with different levels of reward, older adults tend to remember fewer stimuli overall but
they are able to selectively remember stimuli associated with higher reward values
(Castel, Farb, & Craik, 2007; Castel, Humphreys, Lee, Galvin, Balota, & McCabe, 2011,
Spaniol, Schain, & Bowen, 2@\ For example, when given lists of words to remember,
with each word associated with different reward values, both older and younger adults
allocate their study time such that they focus on learning the higthee rewards

(Castel, Murayama, Friedman, McGillivray, & Link, 2013). Older adults demonstrate
such an emphasis on studying higlielue word®allocating their study time to focus
primarily on these words at the expense of lowalue word®that although they tend to
remember fewer words overall than the younger adults, there are no age differences in
memory for highewalue rewards (Castel et al., 2011; Ca®telrayama, Friedman,
McGillivray, & Link, 2013).Thus, we might expect that older adults would show poorer

memory than younger adults for loweatlue but not for highevalue information.

Our previous research hdemonstratedn important role for information
prediction errorgIPEs) in memory. In future studies, it would be instructive to examine
the extent to which these IPE effects extend to aging. There is some evidence to suggest
poorer updating of reward prediction errors among older adults, with older adults
showing redaed activity in the medial prefrontal cortex and the nucleus accumbens
associated with reward prediction errors (Eppinger, Schuck, Nystrom, & Cohen, 2013;

Samanez# arkin, Worthy, Mata, McClure, & Knutson, 2014) and with pharmacological
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manipulations to inease dopaminergic activity seeming to improve learning
performance and enhance rewarddictionerrorrelated activity in the nucleus
accumbensGhowdhury, GuitarMasip, Lambert, Dayan, Huys, DYzel, & Dola0]13).
However, these studies have used podlsdic reward learning tasks that required
flexibility and updating. Tasks that do not require flexibly learning from feedback show
no such ageelated differences in behavioral performance and neural activity (Samanez
Larkin et al., 2014), suggestingathagerelated deficits are not in assigning value to

anticipated rewards but in flexibly updating value in response to feedback.

Given that our task shares many aspects in common with standasgmparal
choice tasks, it is important to examine thagerelated differences in the context of
other findings using more standard tasks. There is some evidence to suggest that older
adults are less prone to steep delkdgted discounting of rewards (LSckenhoff, 2011).
Interestingly, discounting behavior older adults may reflect a positivity bias, with older
adults showing less likelihood of discounting future gains than younger adults but no age
differences in discounting future losses (L3ckenhoff, OODonoghue, & Dunning, 2011).
Neuroimaging studies hadlemonstrated greater activity in the ventral striatum when
choosing smaller, more immediate rewards over larger, delayed rewards in younger
adults but no such differences in activity in older adults, suggesting that older adults do
not experience the sameductions in rewargelated activity when rewards are
associated with delays (Eppinger, Nystrom, & Cohen, 28a&hane4 arkin, Mata,
Radu, Ballard, Carstensen, & McClug§11). However, overall, findings related to age

effects on intetemporal choicare still somewhat conflicting, which may be a result of a
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variety of factors related to the specifics of the task and to individual differences in the

participants (for a discussion, see Lim & Yu, 2015).

Indeed, the role of individual differences infoemance on intetemporal and
related tasks should be noted. Halfmann and colleagues (2015) found evidence of large
individual differences among older adults, with poorer decisiaking associated with
decreased activity in brain areas important for @ssig the value of rewards, including
the striatum and the ventromedial prefrontal cortex. There is also some evidence to
suggest differential sensitivities to reward in oldét, relative to youngeold adults
(Frank & Kong, 2008). With larger samplésywould be interesting to track performance
across the lifespain fact, thereare some reports that patient choices on-itaeporal

choice tasks peak during middle age (Read & Read, 2004).

Finally, in this study we used rewanabtivated behavior as lens through which
to examine curiosity, but our findings here may suggest another way to explore-reward
related behavior in aging. There is evidence to suggest that some of the typically used
rewardrelated tasks play to younger peopleOs strength®arat test aspects of reward
related behavior that are actually enhanced with age (Henninger, Madden, & Huettel,
2010). In other words, some prior work on agkated effects on decisianaking and
reward processing suggest agéateddeficits which migh better be characterized as
agerelateddifferencesFor examplea recent study found that while younger adults
performed better on a task requiring OmdaeO decisiemakingbi.e., decision

making that requires ithe-moment processing of a rewasdtcome contingency,
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independent of previous choic@slder adults outperformed younger adults on a task
that required more OmodmsedO decisianaking, i.e., one in which outcomes were
dependent upon previous choices and the overall structure of kHeath$o be learned
holistically (Worthy, Gorlick, Pacheco, Schnyer, & Maddox, 2011). Furthermore,
previous work has suggested agéated changes in motivation, such that older adults
tend to allocate cognitive resources more selectively and are mdyetdilengage in

tasks they judge to be more sedfevant (for a review, see Hess, 2014). Thus, it may be
that rewardmotivated behavior in older adults is at least in part dependent on the nature
of the reward itself. Most prior studies have used mone¢avgrds, but there is evidence
to suggest different valuations of such rewards between older and younger adults and
greater importance assigned to more sesmmabtional rewards in older adulthood
(Carstensen et al., 1999hus while rewardmotivated belvior might be a useful lens
through which to study curiosity amformation seekingcuriosity andnformation
seekingmight also be a useful lens through which to study rewWaatticularly in older

adults.
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Chapter 3:
Curiosity and Parkinson’s disease:

Reduced reward anticipation and willingness to wait for lower-value rewards

Introduction
Curiosity is a key driver of learnin@érlyne, 196) and has been linked to

positive physical and mental health outcomes and greater qualitg ¢¢dishdan &
Steger, 2007; Park, Peterson, & Seligman, 2004; Swan & Carmelli). M&t6 despite its
importance, curiosity has received relatively little research attention. Recent studies have
begun taaddress this gapxaminng curiosity through the les of the dopaminergic
reward systeniBlanchard, Hayden, & Brombefigartin, 2015; BrombergMartin &
Hikosaka, 2011; Gruber, Gelman, & Ranganath, 2014; Kang et al., B¥jvioral
data provide evidence that information can serve as a reward, motivatnamns and
monkeys to sacrifice time, tokens, and even primary reinforcers, such as water, to obtain
it (Blanchard, Hayden, & Brombefgartin, 2015; Kang et al., 2009; Marvin &
Shohamy, under revigwNeurobiological data demonstrate increased activatiteyn
areas of the dopaminergic reward system during high curiosity states (Blanchard et al.,

2015; BrombergMartin & Hikosaka, 2011; Gruber, Gelman, & Ranganath, 2014; Kang

et al., 2009).

Our previous researah further suggestive of a role for thepdoninergic reward
system in curiosity (Marvin & Shohamy, under review). This work incorporates
LoewensteinOs information gap theory of curiosity, which suggests that curiosity is
spurred in part by predictions about the ability of a piece of informatisatisfy

curiosity. It further draws on neurobiological and computational accounts of reward
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learning, which suggest that the discrepancy between received reward and expected
reward drives learning and that this discrepancy is coded by dopamine neuhens in
midbrain. In our work, we conceptualize curiosity as the anticipation of an information
reward, satisfaction as the actual reward outcome, and the information prediction error as
the difference between these valu&salogous to the findings regardingward

prediction errors for more conventional rewards, we find that these information

prediction errors are important factors in learning.

Altogether there is some evidence to suggest a role fostiiegum and its
dopaminergic inputs in informatiaseeking, curiosity, and satisfaction. However, so far
these studies have been correlational. Thus, it remains unknown whether striatal function
plays a necessary and causal role in curiosity. One way to address this question is to
examine curiosity in huans with disrupted striatal function. ParkinsonOs disease (PD) is
a progressive neurological disorder characterized by dopamine depletion in the striatum
leading to striatal dysfunction (Dauer & Przedborski, 2003). While it was once thought
that symptoms ere primarily motorelated, there is now extensive evidence that
ParkinsonOs disease affects various aspects of motivation and cognition, including reward
processing and learning (e.g., Czernecki, Pillon, Houeto, Pochon, Levy, & Dubois, 2002;
Rowe et al.2008). Indeed, greater dopaminergic cell loss in PD is associated with poorer
reward processing (Aarts, Helmich, Janssen, Oyen, Bloem, & Cools, 2012). An important
guestion is whether these deficits extend to information and, therefore, how curiosity and

satisfaction might be affected in ParkinsonOs disease.
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Given that weconceptualizef curiosity as reflecting the anticipated value of
reward and satisfaction as reflecting the value of the actual reward outcome, it is
important to disentangle the extéatwhich ParkinsonOs disease contributes to deficits in
reward anticipation or in responsiveness to reward outcome. While there is some
evidence for aberrant neural activity in response to reward outcomes among patients with
PD (e.g., Kunig, Leenders, Mar-Soelch, Missimer, Magyar, & Schultz, 2001), it is not
clear that these findings are able to dissociate reward anticipation from reward outcome.
There seems toewider agreement across studies that PD is associated with deficits in
reward anticipatioriKeitz, Koerts, Kortekaas, Renken, de Jong, & Leenders, 2008;
Mattox, ValleInclin, & Hackley, 2006Rowe et al., 2008F-or example, Schott and
colleagues (2007) found that healthy older adults and adults with PD showed less
activation in the ventral satum than healthy younger adults in the anticipation of
upcoming rewards; older adults and adults with PD instead showed greater activation
upon actual receipt of the rewards. Thus, while younger adults showed the predicted
spike in ventral striatal actiyi upon seeing a cue predicting upcoming reward and then
no such spike in activity upon seeing the reward itself, older adults and adults with PD
showed the opposite pattern, suggestive of deficits in reward anticipation. Thus, if
information serves as award and if curiosity reflects the anticipation of information, we
might expect to see deficits in curiosity in people with ParkinsonOs disease. In contrast, if
ParkinsonQOs disease is not strongly associated with deficits in the actual valuation of
rewardoutcomes, then we might expect to see no differences in satisfaction, our measure

of the experienced value of the reward upon receipt.
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Regarding memory, the hypotheses are less clear. Dopamine helps to signal
motivational salience and can enhance tmétion of episodic memories (Shohamy &
Adcock, 2010). While previous research suggests that people with ParkinsonOs disease
show deficits in nofdeclarative memory, thought to be mediated by the basal ganglia
(for a review, see Foerde & Shohamy, 201degearch in our laboratory and elsewhere
has demonstrated that while stridbalsed memory may be compromised, hippocampal
based memory remains mostly intact in people with ParkinsonOs disease (Foerde &
Shohamy, 2011b). Given that this task requires datl@ memory, we hypothesitéhat

there would not be a strong effect of ParkinsonOs disease on memory.

People with ParkinsonOs disease are commonly treated with dopamine
replacement therapy, including the dopamine precursor levodep®RA) and other
dopaminergic agonists (Hornykiewicz, 1974). These medications improve motor
symptoms but exert more complex effects on cognitive performance, leading to
improvements and decrements, depending on the nature of the task (for a review, see
Cools, 2006). Thusan additional question is how acute effects of medication might
affect curiosity and waiting behavior. In the following study, we describe a group of
participants with PD, about half of whom were randomly assigned to be tested while they
were ON medicatin and about half of whom were randomly assigned to be tested while

they were OFF medication.

In this study, weexamine curiosity, as measured by -seffort ratings and by

willingness to wait for information, among participants with ParkinsonOselieas

51



control participants matched for factors such as age and education. Further, we assess
satisfaction upon receiving information and subsequent memory for information. Based
on previous research suggesting deficits in reward anticipation among pébgRbDy

we hypothesize that participants with PD will exhibit lower levels of curiosity and
willingness to wait. As findings seem to suggest primarily deficits in reward anticipation
and not in responsiveness to reward per se, we hypothesize that thact gl strong
differences in ratings of satisfaction between participants with PD and controls.
Additionally, given the circumscribed nature of learnmetated deficits in PD, we expect
no decrements in memory performance on our task. We were intareatding

questions about the effects of ParkinsonOs disease generally on curiosity, so we pooled
the participants ON and OFF medication into one group. However, an open question is
whether acute administration of dopaminergic drugs affects performartices dask.

Thus, despite small sample sizes, we report medication effects at the end of this study.

Methods

Participants. Thirty-three people with diagnoses of ParkinsonOs disease and 86dge
educatioamatched controls were recruited to participatthis study. Patients with
ParkinsonOs disease were recruited from the Center for ParkinsonOs Disease and Other
Movement Disorders at the Columbia University Medical Center Department of
Neurology with the assistance of Dr. Lucien Cote and through Pama Fox Trial

Finder, online databases for volunteers interested in participating in research on
ParkinsonOs disease. Only patients in mild or moderate disease stages (Hoehn and Yahr

stages 13; Hoehn & Yahr, 1967) were recruited. Control participargsawecruited from
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the community surrounding Columbia University and through Fox Trial Finder. All
participants provided informed consent in accordance with the guidelines set by the
Institutional Review Board of Columbia University. Participants were $hRihour for

their participation.

In addition to the main curiosity task, participants completed a personal interview
and a battery of neuropsychological tests. Exclusion criteria included general cognitive
impairment (as evidenced by a score of 2lbwer on the MiniMental State
Examination [MMSE; Folstein, Folstein, & McHugh, 1967]), signs of depression (a score
of 7 or higher on the cognitive subscale of the Beck Depression Inventory [BDI; Beck,
Steer, & Brown, 1996]), and current use of certagdivations known to affect dopamine
function, such as amphetamines. Participants who were not able to canmtiete
portions ofthe curiosity task, due to either time constraints or computer malfunction were
also excluded from the analyses. The remainihgébple with PD (mean age = 6257
5.13 years; 11 females, 10 malasyl 28 control participants (mean age = 6% 9155
years; 22 females, 6 malabyl not differ in age, education, or measures of executive
functioning (allp > 0.05; Table 1). Howevethe ratio of females to males was
substantially higher in the control group, gratticipants with ParkinsonOs disease had
significantly higher total scores on the BM([3(/.35) =-2.72,p = 0.01), though not on the

cognitive subscaléTable 3.1).

People with ParkinsonOs disease were randomly assigned to be tested either ON or

OFF their medications. PD participants ON medication 12) were tested within three
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hours of their last dose. PD participants OFF medicatien9) were withdrawn from
medcation overnight and tested at least 16 hours after their last dose. PD participants ON
medication were significantly older than those OFF medicat{@b6.06) = 2.14p =

0.05). The mean number of errors on the National Adult Reading Test (NAART; Blair &
Spreen, 1989) was significantly lower in the ON group, relative to the OFF group

(t(13.21) =-2.17,p = 0.05).

Table 3.1
Participant information for participants with Parkinson’s disease and controls
Control PD PD-ON PD-OFF
(n =28) (n=21) (n=12) (n=9)
Age, yearsa 65.11+ 9.55 62.57+5.13 64.58+ 4.15 59.89+ 5.09
Female/Male 22/6 11/10 6/6 5/4
Education, years 17.11+ 2.62 16.55+ 2.18 17.17+ 2.07 15.69+ 2.03
MMSE 29.61+ 0.62 29.45+ 0.92 29.64+ 0.64 29.22+1.13
COWAT 50.79+ 12.27 5030+ 15.51 55.09+ 14.20 44.44+ 15.02
NAART® 16.11+ 8.35 12.72+ 6.65 9.56+ 4.30 15.89+ 7.06
Digit span 12.75+2.23 13.10+ 2.35 13.67+ 2.66 12.33+ 1.56
BDI** 4.04+ 4.03 7.60+4.61 7.55+4.31 7.67+£4.94
Cognitive 1.32+2.04 1.38+1.46 1.45+1.37 1.44+1.57
PD duration 6.24+ 2.97 5.17+1.82 7.67+3.56

**Denotes a significant difference between Control and PD participants at the p=0.01 level.
a Denotes a significant difference between PD participants OonO medication andcRrgar®offO
medication at the p=0.05 level.

Materials. The main curiosity task (described in Procedure) was presented on Apple
Macintosh computers, using Matlab (Natick, MA) software and the Psychophysics

toolbox (Brainard, 1997) to present the stinaud record responses. The task stimuli

were 70 general interest trivia questions, culled from Internet sources anddrom

JenningOs Trivia Almanac: 8,888 Questions in 365 Baymings, 2008). Stimuli

included such trivia questions as: OWhat propeeriaspelled unusually, with a single

both on the Liberty Bell and in the U.S. Constitution?0 OWhat are divided by BottOs dots?0

and OWhat organ was the first to be successfully transplanted?O The order of the
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guestions and their associated wait de(ayxplained below) were counterbalanced across

participants.

Procedure. Participants completed the interview and neuropsychological battery and
then participated in the curiosity tadkigure 3.1a). In this task, participants were

presented with a triviguestion and three possible response choices: Skip, Wait, or Know.
Participants were instructed that if they knew the answer to the trivia question, they
should press the key corresponding to Know. They were instructed to press the key
corresponding to Sgiif they did not know the answer and were not willing to wait to
receive the answer. Participants were instructed to select the key corresponding to the
Wait response if they did not know the answer to the question and were curious enough
to wait for thedesignated delay time. The time delays associated with the Wait option
were presented along with the question and varieesecdnd increments from 10 to 30

seconds. Participants were given eight seconds to read the question and select a response.

If participants chose Skip or Know, they were shown a brief fixation cross and
then automatically advanced to the next question. If participants chose Wait, they saw a
fixation cross for the duration of the wait time, and then the answer appeared. Upon
choosingWait, they could not then change their choice on that trial. Once the answer was
displayed, participants could advance to the next question by key press. Participants were
instructed at the outset that the entire experiment would last one hour, regafrthess

decisions to wait.
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Upon completion of this task, participants were offered a break and then were
shown the same 70 trivia questions theyOd seen previously. For each trivia
guestion/answer pair, they were asked to rate their curiosity upioy aeh question
and their satisfaction upon seeing the answer. Ratings were madepamina Scale with
1 being ONot at all curiousO or ONot at all satisfiedO and 7 being OVery curiousO or OVery

satisfiedOKigure 3.1b & 3.1c¢).

a.
10s
If chose Wait:
If chose Skip
or Know:
b. C
Fig. 3.1.

Experimental paradigm for testing the relationship between curiosity and willingness to

wait for information. (a) In the primary curiosity task participants were shown a trivia question

and three possible response choices. If participants chose Skip or Knowjtibraatcally

advanced to the next question. If they chose Wait, they had to wait the designated amount of time,
and then the answer was displayed. After completion of the primary curiosity task, participants
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were shown the same questions and asked to aen@) curiosity ratings for the questions and
(c) satisfaction ratings for the answers.

Participants were told that they would be contacted for some falfpguestions
in approximately one week. They were not informed of the nature of these-tgllow
guestions but they were paid for their time in advance ($6 dollars for ~30 minutes). For
this follow-up session, participants were emailed a list of the trivia questions theyOd seen
during the curiosity task and asked to type in the answers to thosensea$ best they
could remember. For a subset of participants, we read the questions aloud over the phone
and recorded their verbal responses. A total of 13 participants with PD (7 ON and 6 OFF

medication) and 25 controls participated in this memory @oui the study.

Analyses.
Curiosity and Waiting Behavior

As previously, all Know trials were excluded from the analyses, as we were
interested only in participantsO decisions to skip or wait. We first calculated each
individualOs mean curiosity ratiagd proportion of choices to wait. We then rdests,
using WelchOs correction, to compare means between the control participants and

participants with PD.

To characterize the relationship between curiosity, decisions to wait, and PD
status, we ran aixed effects logistic regression model, with the intercept varying
randomly by participant, the trivia item as a random effect, PD status (PD vs. control) as

a fixed effect, and with the delay time associated with each question and the individual

57



curiosityrating each participant generated for each question as both random and fixed

effects.

To further explore potential differences in responsiveness te ¥sglowvalue
rewards, v then split participantsO trials into highd lowcuriosity trials and @lculated
each participantOs mean likelihood of waiting for {eigifiosity information and low
curiosity information. We then conducted a 2x2 analysis of variance (ANOVA) to test for

an interaction between curiosity level (high vs. low) and group (PDownstat).

Because BDI scores did differ between groups, we sought to test whether BDI
scores predicted waiting behavior. To do so, we ran a mixed effect logistic regression
with the intercept varying randomly by participant, the trivia item as a randent,ef
BDI total score as a fixed effect, and with the delay time associated with each question
and the individual curiosity rating each participant generated for each question as both

random and fixed effects.

Satisfaction Ratings
To examine the effectf ®arkinsonOs diseasesatisfaction, we calculated each
individualOs mean satisfaction rating and ratestt using WelchOs correction,

comparing the means of the two groups.
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Subsequent Memory
We first calculated each participantOs proportionmécoresponses in the
subsequent memory test and rartest,using WelchOs correction, comparing the means

of the two groups.

We then calculated thaformation prediction error (IPE) for each question for
each individual by subtracting the individ@el curiosity rating from his/her satisfaction
rating. We then ran a mixed effects logistic regression model, with intercept varying
randomly by participant, the trivia item as a random effect, PD status as a fixed effect,
and with the individual curiositsating and the IPE each participant generated for each

guestion as both random and fixed effects.

Effects of Medication

Although the sample sizes were small, we ran exploratory analyses to determine
whether there was an influence of medication stattimatof testing on curiosity and
decisions to wait. We conducted an analysis of variance (ANOVA) to assess whether
there were differences in the mean curiosity ratings among the three groups: controls,
PD-ON, PDOFF. As these analyses revealed significkiiférences, we then conducted
subsequent TukeyOs Honest Significant Difference (HSD) tests to determine which
groups differed significantly from one another. We conducted similar analyses to

examine potential group differences in decisions to walit.
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Wethen ran a mixed effects logistic regression model, with the intercept varying
randomly by participant, the trivia item as a random effectlead term describing PD
and medication status (control, RIN, PD-OFF) as a fixed effect, and with the delay
time associated with each question and the individual curiosity rating each participant
generated for each question as both random and fixed effects. We then directly compared
participants with PD who were ON medication with those who were OFF, using a mixed
effects logistic regression model, with intercept varying randomly by participant, the
trivia item as a random effect, d&vel term describing medication status (PN, PD
OFF) as a fixed effect, and with the delay time associated with each questibe and
individual curiosity rating each participant generated for each question as both random
and fixed effects. The samples were too small to permit analyses of medication status on

memory.
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Results
Curiosity and Waiting Behavior

On average, peopleith ParkinsonOs disease gave lower ratings of curiosity
(t(46)=2.44,p=0.02)and chose to wait for fewer questions than control participants

(1(46.65)=2.21,p=0.03; Figure 3.2).

a.
1.09

Mean Curiosity Ratings
Mean Proportion Choices to Wait &

Control Control

Fig. 3.2.

Lower ratings of curiosity and fewer decisions to wait in PD. (a) Mean curiosity ratings for

healthy controls and for ParkinsonOs patients. Error bars represent standard errors of the means
(SEM). (b) Mean proportion of choices to wait for participants in each group. Error bars represent
SEM.
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ParticipantsO likbood of waiting to receive the answer was predicted by their
curiosity about the question, the wait time associated with that question, and whether or
not they had been diagnosed with ParkinsonOs digbse 0.42,p = 0.12;eM yait time=

0.89,p<0.001; €M curiosity = 4.39,p<0.001;€M pp = 0.13,p=0.005;Figure 3.3).

1.0
0.8
0.6

0.4 — Control
- PD

Likelihood of Waiting

0.2-

0.0

Curiosity

Fig. 3.3.

People with Parkinson’s disease are less likely to wait for information than controls. To
display the effects of curiosity and PD status on waiting behavior, for graphipgses, a pared
down model was run separately for people with PD and controls.

The difference in waiting behavior seemed driven by a difference in the likelihood
of waiting for lowercuriosity information. Looking at each individualOs mean proportion
of choices to wait for information that was either rated high or low in curiosity, we found
a main effect of PD status (Control vs. F37.53,p <0.01), a main effect of curiosity
category (High vs. Low-=101.56,p < 0.001), and an interaction betwefs two terms

(F=4.32,p=0.04;Figure 3.4).
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0.44 — Control
— PD

Proportion Choices to Wait

0.0

Low High

Curiosity

Fig. 3.4.
People with Parkinson’s disease are less likely to wait for lower-curiosity information than
controls. Mean proportions of choices to wait for participants for-lawd highcuriosity
information ineach group. Error bars represent SEM.
Although total scores on the Beck Depression Inventory (BDI) did differ between

groups, these scores were not predictive of waiting behaiay= 0.36,p = 0.14;eMyait

time: 090,p<0001,e/\| Curiosity = 431,p<0001,e/\| BDI-Total = 087,p = 012)

Looking only at questions for which participants chose to wait, there was no

significant group differencen mean ratings of satisfactiopan receiving the answer

between participants with PD and contr@{29) = 0.23p = 0.82;Figure 3.5).
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Mean Satisfaction Ratings

Control

Fig. 3.5
No disease-related differences in satisfaction ratings. Mean satisfaction ratings for answers
received by control participants and pagats with ParkinsonOs disease. Error bars represent
the standard errors of the mean (SEM).
Subsequent Memory

A total of 13 participants with ParkinsonOs disease and 25 controls completed the
memory portion of the study. Participants with Parkinson@asgisand controls did not

differ in the mean proportions of answers remembered corr¢@8) € 0.17p = 0.86;

Figure 3.6).
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1.0

0.84

0.6

0.4

0.24

Mean Proportion Correctly Remembered

0.0-

Control

Fig. 3.6
No disease-related differences in memory. Mean proportions of answers remembered correctly
for each group. Error barepresent SEM.

Examining memory as a function of information prediction error (IPE), we find
that curiosity and IPE predict subsequent memory, with no significant effect of PD status
and no significant interactio@! o= 0.23,p < 0.001;e™ curiosity = 1.30,p < 0.001;eM ipe

=1.23,p < 0.001;€" ppstars= 0.84,p = 0.64:Figure 3.7).
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— Control
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IPE

Fig. 3.7

Memory predicted by IPE, not disease status. To display the effects of information prediction
error (IPE) and PD stas on subsequent memory, for graphing purposes, a-pawe model
was run separately for people with PD and controls.

Effects of Medication
Given the small sample sizes in each medication group, we combined the groups
in our main analyses of curiogitwaiting behavior, and memory. Here, despite the small

Ns, we examine whether theage medication effects on curiosity and willingness to wait.

An ANOVA revealed significant group differences in mean curiosity ratings
(F(2,46) = 3.62p = 0.03;Figure 3.8a). Subsequent TukeyOs Honest Significant
Difference testing revealed a significant difference between condelsn( (M)= 4.76)
and participants with PD who were ON medicatibh=3.62;p = 0.03), but no
significant differences between participamtith PD who were OFF medicatiod &

4.36) and those who were ON medicatipr(0.37) or controlsg= 0.67).
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Additionally, there was a trend toward group differences in the mean proportions
of choices to wait for informatiori(2,46) = 2.89p = 0.07; Figure 3.8b). Subsequent
TukeyOs Honest Significant Difference testing revealed a trend toward a significant
difference again between controld € 0.72) and participants with PD who were ON
medication 1 = 0.52;p = 0.05), but again no differencesWween participants with PD

who were OFF medicatio®(= 0.63) and those who were Opl£ 0.53) and controls

(p=0.64).
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Fig. 3.8

People with Parkinson’s disease ON medication gave lower ratings of curiosity and chose to

wait for fewer answers than controls. (&) Mean curiosity ratings for control participants and for
participants with ParkinsonOs disease who were ON and participants with PD who were OFF
medication. Error bars represent standard errors of the means (SEM). (b) Mean proportions of
choices ¢ wait for participants in each group. Error bars represent SEM.

Taking into account other factors affecting choices to waitjgipantsO
likelihood of waiting to receive the answer was predicted by their curiosity about the
guestion, the wait time assiated with that question, and whether or not they were a
control participan{e™ o= 0.07,p = 0.001;e" yait time= 0.89,p<0.001;eM curiosity = 4.40,
p<0.001;eM on=0.67,p = 0.71;eM contro= 6.26,p = 0.05;Figure 3.9a). There was not a

significant effect of medication status within the PD groefpp {= 0.08,p<0.001;e" yait
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time= 0.89,p<0.001;eM curiosity = 4.26,p<0.001;eM on= 0.80,p = 0.75).A similar general

pattern seemed to hold true across different delay tiRigare 3.9b).
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Fig. 3.9

Participants with Parkinson’s disease — whether ON or OFF medication — less likely to wait

for information than controls. To display the effects of curiosity, PD, and medication status on
waiting behavior, for graphing purposes, a patedn moel was run separately for people with
PD ON medication, people with PD OFF medication, and con{twlg.o display the effects of
curiosity and time on waiting behavior, a padaivn model was run separately for questions
associated with three differentldy periods (10s, 20s, and 30s).
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Discussion

Taken together, these findings suggest that curiosity is diminished in people with
ParkinsonOs disease, relative te agd educatiomatched controls. Participants with
ParkinsonQOs disease gave lowengatodf curiosity and showed less willingness to wait
for information. However, looking exclusively at trials in which participants chose to
wait, participants with &kinsonOs diseasigowed no differences in mean satisfaction
ratings or memory performanda other words, once they chose to wait, participants
with PD showed no differences in satisfaction with the information or in their likelihood
of remembering it. The difference lay in their initial ratings of curiosity and decisions to

wait.

The finding that ParkinsonOs disease affected curiosity but not satisfaction echoes
findings in the reward literature suggesting specific deficits in reward anticipation in
ParkinsonQOs disease (e.g., Schott et al., 2007). These previous studies have demonstrated
lower levels of striatal activity among people wittrknsonOs diseadsethe anticipation
of rewards. Previous studies of curiosity have revealed enhanced striatal activity in
healthy adults in the anticipation of information rew@eduber et al., 2014; &g et al.,

2009) Thus, it may be that differences in striatal function underlie the diminished
curiosity observed in participants with ParkinsonOs disease. Future studies might
incorporate neuroimaging to examine the extent to which these differeramesosity
are reflected in differences in neural activity in key rewatdted areas, such as the

striatum.
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Although the sample sizes were small, we report medicatiated differences in
curiosity and willingness to wait, revealing that participavita PD who were ON
medication gave lower mean curiosity ratings and chose to wait for the answer on fewer
trials than control participants. Differences between participants with PD who were OFF
medication and controls did not differ significantly on thgsess measures. When
examining mean likelihood of waiting based on curiosity, delay dssehseand
medication status, however, participants with PD ON medication and participants with
PD OFF medication did not differ significantly from each other badiddifer from

controls, showing lower likelihood of waiting.

Although medicatiofrelated differences should be interpreted with caution, given
the small sample sizes, it is interesting to note that participants with PD who were ON
medication at the timef testing had a tendency to give lower ratings of curiosity and to
make fewer decisions to walit, relative to controls, while participants with PD who were
OFF medication at the time of testing did not differ significantly from controls on these
measuresOn one hand, these results seem surpriBivg might expect that acute
dopaminergic therapy would improve performance on this task and bring it more in line
with that of controls, much like the effect of medication on motor control. In addition,
studies 6dopamine modulation in healthy controls show thd@@QPA administered in
healthy adults actually enhances expectations of pleasure (Sharot, Shiner, Brown, Fan &
Dolan, 2009) and increases rewgredictiorerrorrelated activity and propensities to

choo® more rewarding options (Pessiglione, Seymour, Flandin, Dolan, & Frith, 2006).
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On the other hand, this result comports with other findings suggesting that participants
with PD tend to make poorer, less consistent, and more impulsive decisions while ON
medcation than while OFF medication (Cools, Barker, Sahakian, & Robbins, 2001,
2003; Ryterska, Jahanshahi, & Osman, 2013). This apparent inconsistency may be related
to the fact that the effects of dopaminergic drugs on cognitive performance depend on
baselne levels of performance and often follow an inverteshidped function (Cools &
DOEsposito, 201Granon, Passetti, Thomas, Dalley, Everitt, & Robp2@90;Kimberg,
D'Esposito, & Farah, 1997Indeed, the dopamine OoverdoseO hypothesis suggests that
areas of the brain, such as the ventral striatum, that are relatively spared in the early
stages of PD are OoverdosedO with dopaminergic therapy, leading to deficits in
performance on tasks requiring ventral striatal processing, such as stiswérd

learnng, gambling, reversal learning, and iatemporal choice (Cools et al., 2001, 2003;
MacDonald & Monchi, 2011). Previous studies have found a negative association
between EDOPA dosage and willingnegs-wait, suggestive of th dopamine

OoverdoseO hypetiis (Nombela, Rittman, Robbins, & Rowe, 2014). Thus, it may be that
acute dopaminergic therapy contributed to the lower willingness to wait for information

in the ON group.

However, it should be reiterated that the sample sizes were small, and there is
significant heterogeneity in the level and nature of cognitive impairments in ParkinsonOs
disease (for a review, see Kehagia, Barker, & Robbins, 201063y be that the group
differences based on medication reported bhezanore an artifact of individua

differences. Future studies might test the same participants both ON and OFF medication
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to better assess the acute effects of dopaminergic therapy. Furthermore, these medication
based differences only held for the mdawel analyses of curiosity ratingsd decisions

to wait. When the full modéincluding all trials and additiond&ctors such as deld&y

was analyzed, participants ON and OFF medication did not differ from each other, but
they showed significantly lower likelihood of waiting for infortiaa than controls. This

overall finding is in accord with those of Nombela and colleagues (2014), who, using a
variety of behavioral, cognitive, and questionnaire measures of impulsivity, found that
impulsivity is relatively common in PD, even absentagdosis of impulse control

disorder.

Importantly, participants with ParkinsonOs disease did not show an overall lower
willingness to wait foall information rewards. Rather, they showed markedly lower
willingness to wait for lowewalue rewards, i.e. W-curiosity information. We chose to
use willingness to wait as it is a weltablished measure of rewartivated behavior
(Frederick, Loewenstein, & OODonoghue, 2002), but the reward value of information
could also be measured by willingness to exiéorieto obtain it.While the cost®and,
therefore, the discountifgassociated with effort and delay are dissociable (for a
discussion, see Westbrook & Braver, 2015), they elicit similar behavioral responses and
both offer important ways to assess redvwaalue €.g., Hayden, Parikh, Deaner, & Platt,
2007). And increasedopaminergic functioning is associated with the motivation to wait
longer and exert more effort for reward@a(dgett, Depenbrock, Downs, Points, &

Green 2009;Salamone, Correa, Farrd& Mingote, 2007;Wade, de Wit, & Richards

2000;Wardle, Treadway, Mayo, Zald, & de Wa011).
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Indeed, burgeoning research into the role of dopamine in rewatidated effort
expenditure may offer an important interpretation of our data. In healtltg,atiu
amphetamine administratidwhich increases dopaminergic functioniBgncreases
effort exertion, particularly under leprobability conditions (Wardle et al., 2011).
Similarly, higher baseline dopaminergic functioning is associated with greater
willingness to exert effort for rewards in lgerobability contexts (Treadway et al.,
2012). Although research in this area is still in the early stages, there is evidence to
suggest that people with ParkinsonOs disease choose to expend less effort for lower
rewards (Chong et al., 2015) and that they are able to modulate their effort so as to
maximize effort during highereward trials (Schmidt et al., 2008). It is possible, then,
that the choices of participants with ParkinsonOs disease to wait primahrityhfes
value information, represent less an overall deficit in curiosity but could instead be

interpreted as conservatifand perhaps even adaptiallocations of time and effort.
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General Discussion

Summary

Few doubt the importae of curiosity, but most are hapdessed to define it. The
goal of this research program has been to better understand curiosity, by approaching it
through the lens of reward. Conceptualizing curiosity as the motivation to obtain reward
N where the rewatris informationN enables us to leverage important bodies of
research in neuroscience and behavioral economics. And it motivates key questions
related to reward anticipation, outcome, and learning, which we have sought to address

through this research.

Across three studies, we used a novel variant of antiengpooral choice task and
found that people were more willing to wait for higlvatue information, i.e.,
information about which they were more curious. Thus, using a variant of a classic
behaviorakeconomic measure of reward value, we provide evidence that information

does function as a reward.

We further demonstrated the importance of valence in curiosity and learning,
finding that younger adults were more likely to wait for and remember mer&vpo
information. We theshowedhat the positivity bias associated with older age extends to
curiosity, finding that healthglderadultsweremore likely to wait for positive

information.
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While much of the prior work in this area has focused ormtttieipationDwhat
happens as people anticipate receiving informddbare, we includga focus on the
outcomePwhat happens when curiosity is or isnOt satisfiedoedevidence for an
information prediction error, analogous to a reward predi@roor, which represents the
difference between the experienced and the anticipated value of the information reward.
We demonstratethat these information prediction errors may be important factors in

how curiosity drives learning.

We then providé behavioral evidencelemonstratinghat curiosity is not
diminished butrather is enhanced with age, finding that older adults are more likely to

give higher ratings of curiosity and to wait for information than younger adults.

And, finally, wefind demonsrate a potential roléor striatal function in curiosity,
finding that people with ParkinsonOs diseesesless likely to give high curiosity ratings
and less likely to wait for information. Wedndthat this deficit is particular to the
anticipation ofreward (curiosity) and does not extend to the experience of the reward
outcome (satisfactionyVe further demonstradehatthese differenceweredrivenby the
lower likelihood of participants with ParkinsonOs disease to choose to waitder low

value (ie., lowcuriosity) information

Significance

Curiosity lies at the crossroads of motivation, affect, cognition, and

metacognition. It is an important psychological phenomenon that has garnered
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surprisingly little research attention. Here we harnesdikdings from multiple
disciplines to offer a new lens through which to explore curiosity. Understanding
curiosity through the lens of rewandotivated behavior and learning offers important

predictions about how curiosity is sparked and how it drivesilegr

Connectingcuriosity to the reward system raises important questions about how
curiosity changes across the lifespan and in psychiatric and neurological disorders
characterized by dysregulation in dopamine function, which list deficits in reward
processing and rewadhotivated behavior among their symptoms. Given the connection
between curiosity and various measurekeslth andvell being(Kashdan & Steger,

2007; Park, Peterson, & Seligman, 2004; Swan & Carmelli, 1&96)important to
investigate how curiosity might be diminished by these disorders and how potentially

diminished curiosity might affect quality of life.

Of course, willingness to wait is just one dimension of rewalated behavior. In
experiments in our lab not reported have,have examined the extent to which
participants are willing to spend money or effort (in the form of tedious button presses) to
obtain information, finding further support for the informatasreward
conceptualization of curiosity. Activities such gpeeciating humor (Mobhreicius,
AbdelAzim, Menon, & Reiss2003), looking at attractive women (Hayd&arikh,
Deaner, & Platt2007), and acquiring a good social reputation (Izugsato, & Sadato,
2008), have been found to conform to economic gulasiassociated with reward or to

implicatereward circuitry in the brain. It makes sense, then, that receiving information
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about which weOre curious would show a similar relationship to reward, across a variety

of tasks.

The finding that curiosity iselated to willingness to wait links curiosity with
previous research on delay of gratification and impulsivity. Loewenstein (1994) posited a
connection between curiosity and impulsivity, maintaining that the subjective value of
information can be high engh to motivate impulsive behaviors in an effort to obtain
In support of his information gap theory, Loewenstein links the idea of curiosity as a
temporary state of deprivation similar to that experienced by the child wanting to eat the
marshmallow sithg in front of him (Loewenstein, 1994). Here, we reversed this
connection between impulsivity and curiosity, instead asking people how long theyOd be
willing to be wait for information they wanted. We might expect, then, that the ability to
delay gratifi@tion of information reward might be similar to the ability to delay
gratification of monetary reward. Indeed, while we used reward as a means to better
understand curiosity, we might imagine doing just the opposite: using information as a
means to bettarnderstand reward. Childhood and adolescence tend to be associated with
more impulsive behaviordischel & Underwood, 1974; Schachar & Logan, 1990;
Somerville & Casey, 2010; Steinberg, Albert, Cauffman, Banich, Graham, & Woolard,
2008. However, these amdso periods of time associated with higher levels of curiosity
(Fowler, 1965; James, 1893; Kreitler, Zigler, & Kreitler, 1p76would be interesting to
see, then, the extent to which impulsivity might change as a function of the type of
reward offeredSimilarly, it might be interesting to examine rewandtivated behaviors

in older adults using information instead of money, as older adults may value monetary
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rewards less and may be more motivated to allocate cognitive resources to a task with

which they have a more personal connection (Hess, 2014).

The importance of valence in these studies is particularly interesting in the context
of other literature related to inteemporal choice and learning. Research suggests that
dread is a powerful force anldat people will choose to get negative outcomes over with
as soon as possible (Berns, Chappelow, Cekic, Zink, Pagnoni, & Nekadirski, 2006).
Conversely, the Opleasure paradoxO suggests that uncertainty about a positive event, e.g.,
not knowing who ga® you a gift or exactly how the heavarming movie ends is
actually pleasurable in and of itself (Wilson, Centerbar, Kermer, & Gilbert, 2005).
Research on intdemporalchoices involving gains vs. losses finds that losses are
discounted less than gaiasd suggests that waiting for a loss is an entirely negative
experience (dread), while waiting for a gain is a mix of positive (savoring) and negative
(impatience) experiencéblardisty, Frederick, & Weber, 201The stimuli used in these
tasks were very aakly valenced, as they comprised trivia information about somewhat
positive vs. somewhat negative events but were not highly emotional or evocative in
either direction. Thus, they were not as compartibtee pleasure or pain associated
with positive omegative life eventased in previous studieslowever, even with this
minor manipulation, we found asymmetries in waiting behavior, in particular, a bias
towards waiting for positive, relative to neutral, information. The role of valence is
critical to learning as well. Recent studies have offered some important insights into the
mechanisms underlying biases toward positive information and different tendencies to

learn from positive vs. negative information (Frank, Seeberger, & OOReilly, 2004; Sharot,
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Guitart-Masip, Korn, Chowdhury, & Dolan, 2012). Future studies might explore the role

of these mechanisms in the positivity bias weOve found in curiosity.

Loewenstein posited thatcore feature of curiosity was its tendency to
disappoint. Here we provide our knowledge, the first evidence to address this directly.
We find that, contrary to LoewensteinOs hypothesis, curiosity is often satisfied. Further,
we find that people are more likely to remember information when their curiosity is
satisfied. Thesdridings suggest that research into curiosity should take into account

satisfaction, especially if the research examines learning and memory.

The connection between curiosity and learning is particularly relevant from a
developmental perspectiieesearctsuggests that children as younglasnonths old
use pointing as a means to express their curiosity, pointing at objects in their
environmentsn search of information about them (Begus & Southgate, 2@t#dhood
curiosity is an important predictor atademic success (Raine, Reynolds, Venables, &
Mednick, 2002; von Stumm, Hell, & ChamofRyemuzic, 2011)But, importantly, this
curiosity must be nurtured. In a large study of adolescents, Kashdan and Yuen (2007)
found that students high in curiosity whvere educated in a challenging school
environment showed superior performance on standardized national achievement tests. In
contrast, the combination of high curiosity and less challenging school environments
resuledin the worst performance and grad@aining greater knowledge about the
nature of curiosity and its situational determinants could, therefore, have important

implications for academic interventions and educational polidieariosity inspires
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greater information seeking and if people destrate better memory for information
theyOre more curious about, educators could explore ways to inspire curiosity in the
classroom. Several studies have aimed to apply different theories of curiosity to
educational instruction, with promising resultgy(eGentry et al., 2002; Klahr,

Zimmerman, & Jirout, 201PIluck & Johnson, 2011;owry & Johnson, 1981).

Limitations
While this research provides an interesting window into curiosity, it has several

limitations.

Curiosity is not a unitary constru¢dere, we focused on epistemic curiosity and,
more particularly, on curiosity about trivial information. We chose to use trivia, as it has
no real utility and thus offers a conservative test of the informatswaward hypothesis.
However, it is importanto consider whether other types of information, e.g., health
information or social evaluative information, which may have greater utility and import,
would evoke similar patterns of curiosttyotivated behavior. It would also be
informative to consider sifitions in which curiosity is potentially maladaptive, e.qg.,
morbid curiosity (Zuckerman & Litle, 1986), curiosity about missed opportunities
(Caldwell & Burger, 2009; van Dijk & Zeelenberg, 2007), or curiosity leading to problem
behaviors (Howard & Zibertt990; Kolko & Kazdin, 1991, Lindgren, Mullins,

Neighbors, & Blayney, 2010), and to examine the extent to which curiosity might be so

powerful as to override sound judgment.
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There are alsoonsiderablendividual differences in curiosity, both at thatst
and trait level, which were not captured in this research. This is particularly true in our
studies of aging and ParkinsonOs disease as large individual differences have been found
in both populationsHalfmann, Hedgcock; Kable, & Denburg, 2015; Kelaa@arker, &
Robbins, 201D With larger, more heterogeneous samples, we might be able to look at
factors such as personality, mood, motivational orientation, culture, etc. and how they

influencecuriosity and decisions to wait for information.

There aralso likely large individual differences in how people define curiosity
and how they rate it. Our studies relied on-sefforts of curiosity and satisfaction
ratings. For these ratings, we gave participants no specific instructions in terms of how to
think about their curiosity and satisfactj@md it is likely that people approached these
ratings in different ways. In the Appendix, we make a first attempt to examine the factors
that people might take into account when assessing their own curiositgtesfacsion,

but there is more work to be done in this area.

Finally, a core feature of LoewensteinOs information gap theory is that our
curiosity is driven in part by our predictions about the ability of a piece of information to
resolve uncertainty. Thidea applies a Oreferermmnt conceptO to curiosity, suggesting
that we are sensitive to both absolute and relative gaps in information and arguing that we
are more likely to be curious about information if we estimate that the probability of that
information satisfying our curiosity is high (Loewenstein, 1994). In these studies, we

asked people to select the Know option when they were certain they already knew the
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answer. We did not verify &r knowledge; wgust eliminated those trials from the

analsis. But prior knowledge is an important factor in curioaityg learningBerlyne,
1966;Loewenstein, 1994 Thus, future studies might examine how curiosity differs as a
function of previous knowledge. For example, they might ask participants to baess t
answes to questions and then analyze the extent to which having an incorrect or correct

guess or no guess at all affects curiosity.

Future Directions

Conceptualizing curiosity as the motivation to receive an informational reward
raises interesting @stions about the relationship between curiosity and other
contingencies known to affect motivation. Previous research suggests that feeling control
over an outcome increases motivation (Eitam, Kennedy, & Higgins, 2013) and having a
self-determined choicef tasks improves performance (Murayaetal.,2013). Indeed,
simply having a choice between two options, even when having a choice does not affect
actual reward outcomes, is rewarding (Leotti & Delgado, 2011) and restricting a personQOs
ability to chooses aversive (Leotti, lyengar, Ochsner, 2010). In a study currently
underway, we aim to examine the extent to which having a choice of what to learn affects

curiosity and subsequent memory.

The connection between curiosity and exploration is intuitivetymelling. While
epistemic curiosity and exploratory behavior are separate constructs, they share many
attributes. We are currently examining the extent to which epistemic curiosity motivates

perceptual exploration in search of information. In this studyare examining not only

82



the extent to which people are motivated to explore in search of information but also the
extent to which they remember the path that led to the information reward and the

incidental stimuli they encounttalong the way.

The inding that information prediction errors enhance subsequent learning
connects curiosity to an important body of research concerning reward prediction errors.
Previous studies have founduralevidence suggestive of curiosity as the anticipation of
reward(Gruber, Gelman, & Rangana®)14; Kang et al., 2009), but these studies have
not examined differences in neural response to information with varying levels of
satisfactionTherefore, in future studies, we aim to incorporate neuroimaging to evaluate
theextent to which information prediction errors evoke patterns of neural activity similar

to those seen with more conventional reward prediction errors.
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Appendix:
Unpacking “curiosity” and “satisfaction”

Curiosity is often conflated with concepts such as interest and intellectual
engagement, both colloquially and in the scientific literature (for a review, see
Grossnickle, 2014). And formal efforts to disentangle curiosity from other psychological
constructs, such as openness to ideas and need for cognition, have proved difficult
(Mussel, 2010). Indeed, part of the appeal of the informatsmeward hypothesis of
curiosity is that it enables us, to some degree, to sidestep formal definitions of what

curiosity is and instead focus on how curiosity works.

In the preceding studies, we asked participants to rate their curiosity and
satisfaction on -point Likert sca¢s. We gave them no other instructions gusnto
think about they felt in the moment when they saw the question when rating curiosity and
to think about how they felt in the moment when they saw the answer when rating
satisfaction. Both OcuriosityO d@bshtisfactionO are likely multidimensional constructs

and there are likely large individual differences in how people define these experiences.

We, therefore, aimed to investigate how people defined these terms for
themselves, endeavoring to identifynemon factors underlying ratings of curiosity and
satisfaction in our experiments. In the following exploratory study, we first asked a group
of participants opeended questions about how they gave their ratings of curiosity and
satisfaction. We then uséldese responses to identify potential common factors

underlying curiosityand satisfactioand tested the extent to which these common factors

10€



were associated with ratings of curiosity and satisfaction among a separate group of

participants.

Participants. Participants were 387 adults in the United States over the age of 18,
recruited through AmazonOs Mechanical Taiokr markeplatform between April 3,

2015 and April 8, 2015. Participants were compensated $3 for taking the survey.

Procedure. After providing consent, participants were shown two practice trivia
guestionandanswer sets before compieg the actual survey. The survey comprised five
trivia questiorandanswer sets, drawn randomly from a pool of 50 questrabanswer

sets, which had beemhasen from previous experiments because they offered a range of
curiosity and satisfaction ratings. The procedure was based |lawsiblgt of Holtgrave

and Webe(1993) Participants were first shown a trivia question and asked to rate their
curiosity ona scale from .00, with 0 being ONot at all curiousO and 100 being OVery
curious.O Then, they were shown a series of 12 staterfiahis 4.1) describing factors
previous associated with curiosity ratings (Bee-experiment generation of factors
below).For each statement, they were asked to use a slider to make a rating from 0 to
100, with 0 meaning Ol do not agree at all/This statement does not apply at allO and 100
meaning Ol completely agree/This statement completely applies.O Participants were asked
to evaluate each statement independetttlgking about their personal attitude toward

the information, and to report the extent to which it applied to the current trivia question.
Then, participants were shown the same trivia question along with iteaidvey were

first asked to report how satisfied they were with the answer, again on a scalelfédn O



And they were then asked to think about their personal attitudes towards the answer to
the question and report the extent to which a separate setiestatements (Table 4.2)

applied to the current questiamdanswer pair.

Pre-experiment generation of factors. In a separate study, which was not discussed in
the preceding chapters but which also involved Likeetle curiosity and satisfaction
ratings, we asked participantd € 95; mean age = 21.384.64 years; 65 females, 30

males) to answer the following questions about their experience in the task:

1. When you were asked how curious you were to find out the answer, how did you
go about makingqur rating on the-I scale?

2. Thinking back to the questions you were most curious about, why were you
curious about them?

3. Turning to satisfaction, how did you rate how satisfied you were with the answer?

4. Thinking back to the answers you were most satsiith, what made you

satisfied?

We then collected the responsasd a research assistant identified factors that
occurred most frequently among participants. Factors associated with curiosity ratings
included beliefs that the information was fun, elpwr about a topic of general interest
and desires to share the information or to confirm guesses. Factors associated with

satisfaction ratings included feelings that the information was surprising, fun, or new.
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Using these factors, we created statesezgarding curiosityI{able A.1) and
satisfaction Table A.2) with which participants could agree or disagree and used these in
the current study.

Table A.1
Curiosityrelated statements

This question is about a general topic that interests me.

This guestion is related to other information | know.

It would be important for me to know the answer to this question.

It would be useful for me to know the answer to this question.

It would be fun for me to know the answer to this question.

Not knowing tke answer would be uncomfortable for me/would make me feel frustrg

| would like to share this information with a friend.

If | donOt find out the answer now, | will want to look it up later.

| am likely to remember this information in the future.

| think | know the answer or have a guess about the answer, and | want to know if |
right.

This information is new to me.

Table A.2
Satisfactionrelated statements

This answer/information is useful.

This answer/information is fun.

This answer/iformation is important.

This answer/information is surprising or unexpected.

This answer/information made me laugh or smile.

| would like to share this information with a friend.

| learned something new.

This answer confirmed what | thought/myess was correct.

This answer did not confirm what | thought/my guess was incorrect.

| am likely to remember this answer/information in the future.

This information is new to me.

Responses were eliminated if participants answered 0 or 10®tca# but one

of the response options.

To evaluate the factors predicting curiosity ratings, we diggiregated all of the

curiosity data and attempted to fit a regression model using curiosity rating as the
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response variable and a subset of therotiariables as explanatory variables. As this
analysis was exploratory in nature, we performed variable selection such that we
minimized SchwarzOs Bayesian Information Criterion (Bi@)ypcess thaends to favor

more parsimonious modeM/e also perfomed variable selection using stepwise

regression, a forward selection process, which enables previously included variables to be
dropped if they no longer improve the model fit. Using the variables determined by these
methods, we then raaregression modend reported the beta values for each variable in

the model. We then ran a similar set of analyses to evaluate the factors predicting

satisfaction ratings.

Out of the 387 participants, 44 were eliminated from the final results because
participants dichot complete the survey and 14 were eliminated because participants
skipped one or more of the questions in the survey, leaving 329 participants included in

the final results.

First looking at curiosity, ariable selection to minimize BIC revealed thatesal
models would be equally good fits, specifically those including the variables of OThis
question is about a general topic that interests me,O OThis question is related to other
information | know,O Olt would be fun for me to know the answer to #ssiquO OIf |
donOt find out the answer now, | will want to look it up later,© Ol am likely to remember
this information in the future,O and OThis information is new toFi@a®e(A.1). Of
note, this model has the same BIC as several other modelsditairedly include

variables such a®It would be useful for me to know the answer to this question,O Olt
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would be important for me to know the answer to this question,O Ol would like to share

this information with a friend,O and Ol think | know the anewkeave a guess about the

answer, and | want to know if IOm right.O
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Variable selection for curiosity factors.

Stepwise regression revealed the following as thefligsg model:! o= 18.96,
p<0.001;! Fun= 0.39,p<0.001;! Lookiup = 0.14 p<0.001;! Newinto= 0.11,p<0.001;
! generaropic= 0.25,p<0.001;! relatedinfe= -0.14,p<0.001;! Likelyremember 0.14,p<0.001;
I'knowanswer -0.05,p = 0.01;! share= -0.05,p = 0.04;! importani= 0.05,p = 0.07 Figure
A.2). Variance inflation factar for each variable were below 10, suggesting a lack of
multicollinearity among variables. Feeling that the information was new, important, and
fun was associated with higher ratings of curiosity. Similarly, feeling that the information

was about a generalpic of interest, that if they didnOt find out the answer theyOd be
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likely to look it up, and that theyOd be likely to remertieinformation in the future
wereassociated with higher curiosity ratings. In contrast, wanting to share the
information, wating to confirm an initial guess, and feeling that the information was
related to other information participants knew were all negatively associated with

curiosity atings.

Information is new

Important for me to know

I'd like to share info

| think | know info

Related to other info

It would be fun to know

A general topic of interest

I'm likely to remember info

I will want to look up info

-0.2 0.0 0.2 0.4

Regression Coefficients

Fig. A.2
Factors associated with curiosity ratings.

Turning to satisfactio, variable selection to minimize BIC revealed that several
models would be equally good fits, specifically those including the varjablgss
answer/information is useful,O OThis answer/information is fun,O OThis
answer/information is surprising or upected,O Ol learned something new,0 and Ol am

likely to remember this answer/information in the futuf@gure A.3).
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(Intercept) —
AnswerUseful —
AnswerFun —
Answerlmportant —
\nswerSurprising —
AnswerSmile —
AnswerShare —
AnswerLearned —
nswerConfirmed —
/erNotConfirmed —
AnswerLikely —

Fig. A.3
Variable selection for satisfaction factors.

Stepwise regression revealed that the-b#stg model was the following
I'o=35.25,p<0.001;! important= -0.06,p = 0.07;! notconfirmea= 0.01,p = 0.59;! smile=
-0.06,p<0.01;! share= -0.09,p<0.001;! confirmed= 0.12,p<0.001;! yseru= 0.16,p<0.001;

! surprising= -0.17,p<0.001;! | eamed= 0.23,p<0.001;! |jxety= 0.2, p<0.001;! gyn= 0.29,

p<0.001 Figure A.4). Variance inflation factors for each variable were below 10,
suggesting a lack of multicollinearity among variables. The belief that the information
was fun and useful and that it helped them to learn somatbingvas associated with

higher ratings of satisfaction. ParticipantsO feelings that they were likely to remember the

information or that the information confirmed their guesses were also positively
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associated with satisfaction ratings. Interestingly jrigehat the information was
surprising or that it made them laugh or smile or that theyQd like to share the information

with a friend were all negatively associated with satisfaction ratings.

Information is fun

Likely to remember info

Learned something new

Surprised

Information is useful

I'd like to share info

Info made me smile

My guess was right

-0.2 0.0 0.2 0.4

Regression Coefficients

Fig. A4
Factors associated with satisfaction ratings.

This is aninitial, exploratory study, and Jimately, the findings reinforce the
notion that curiosity and satisfaction are complicated constructs. We found a great deal of
consistency in curiosity and satisfaction ratings across our previous studieverdowe

these findings suggest that beneath this consistency may lie considerable variability.

In this study, we used a range of trivia quesaotanswer pairs, covering a
variety of topics. In Chapters 1 and 2, we demonstrated the importance of tlee\ailen
information, but valence is just one way in which information can be categorized. It is

likely that different types of informatioBfrom peculiar animal fact to historical trivia
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might inspire curiosity in different ways. Thus, an interesting aedar future research
would be to examine the ways in which curiosgigitisfaction, and behavior may differ,

depending on the type of information involved.

Further, there are likely considerable individual differencd®im people make
judgments of ariosity and satisfaction. Fexample, fosome, it may matter more that
information is important; for others, it may matter more that itOst fould, therefore,
be interesting to examine the ways in which these subjective valuations differ as a
function of individual difference variables, such as agmderculture, motivational

orientation, personality, etc.

Finally, these findings suggest an important role for metacognitive judgments in
curiosity and satisfactiofPeople reported higher curitygswhen the information was
about a general topic of interest and when it was new to. thieey reported higher
satisfaction when they had guessed correctly about the information and when they felt
they had learned something new. Selborted likelihoodf remembering information
was alsqositively associated with ratingf curiosity and satisfaction. Future studies
might explore these connections further, examining the ways in which metacognitive
judgments about oneOs previous knowledge may inform curiosity and the extent to which
having a guess might increase curiasitiiey might also further test the informatigap
theory, examining the extent to which curiosity and satisfaction may fluctuate as a

function of previouknowledge
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