Using a Model Checker to Determine Worst-case Execution Time
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Abstract—Hard real-time systems use worst-case execution time (WCET) estimates to ensure that timing requirements are met. The typical approach for obtaining WCET estimates is to employ static program analysis methods. While these approaches provide WCET bounds, they struggle to analyze programs with loops whose iteration counts depend on input data. Such programs mandate user-guided annotations. We propose a hybrid approach by augmenting static program analysis with model-checking to analyze such programs and derive the loop bounds automatically. In addition, we use model-checking to guarantee repeatable timing behaviors from segments of program code. Our target platform is a precision timed architecture: a SPARC-based architecture promising predictable and repeatable timing behaviors. We use CBMC and illustrate our approach on Euclidean’s greatest common divisor algorithm (for WCET analysis) and a VGA controller (for repeatable timing validation).
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I. INTRODUCTION

Software for hard real-time systems must satisfy strict timing constraints. This is typically done by determining the worst-case execution time (WCET) of programs through static program analysis methods. Such methods, however, have limitations. Due primarily to undecidability issues, only restricted forms of programs are statically analyzable. A large body of WCET research focuses on reducing the restrictions on programs, but we find that some striking restrictions still remain. One striking restriction: programs with dynamically changing loops bounds are not amenable to static program analysis because bounds for such programs cannot be automatically derived. Most WCET methods, therefore, require users to annotate the expected bounds [20].

In this paper, we address the issue of determining loop bounds automatically for programs with dynamically changing loop indexes. We present an automatic WCET analysis for the PRET architecture that uses a combination of static analysis for low-level analysis to extract execution time of basic blocks and model-checking to determine the dynamically changing loop bounds. We illustrate this method via a simple example with a complex data-dependent loop bound: Euclidean’s algorithm for computing the greatest common divisor (GCD). The PRET architecture is unique in that it allows programs to specify timing requirements explicitly through instruction-set extensions. For example, through the use of timing instructions, it is possible to specify a periodic rate of execution of a program segments. To guarantee the periodicity, we again use CBMC [11] to validate that program segments enclosed in timing instructions indeed enforce repeatable timing behaviors. We illustrate this with a VGA driver example.

A. An Example: GCD

Figure 1 illustrates our technique. Figure 1(a) is a C implementation of Euclid’s greatest common divisor (GCD) algorithm, which repeatedly subtracts the larger of two numbers from the other. While this is an uncommon algorithm to find in a real-time setting, it illustrates the challenges of calculating worst-case execution time when loops have complex behavior. Here, the values of the loop control variable \( b \) do not follow a simple pattern because they interact with the variable \( a \).

How many times the loop in GCD iterates is a complicated function of \( a \) and \( b \). In certain cases, the worst-case behavior is easy to see by inspection: if \( 1 \leq a, b \leq 100 \), the worst case (100 iterations) occurs when \( a = 1 \) and \( b = 100 \). However, when \( 10 \leq b \leq 28 \) and \( 70 \leq a \leq 94 \), the maximum number of iterations is less obvious: \( \leq 31 \), which occurs when \( a = 85 \) and \( b = 28 \).

Figure 1 shows how we transform the C source program into a form that the Carnegie Mellon Bounded Model Checker (CBMC) can analyze, which we use to calculate the WCET.

Our basic strategy is to add a variable to the program whose current value represents the number of clock cycles consumed by the program to reach that point and ask the model checker what values this variable may take. For example, if we know the variable may not exceed a certain value, that value is a bound on the WCET.

In the beginning of the WCET analysis, the input data range is written in the source code. In the GCD example, the input parameters, \( a \) and \( b \), are passed from arrays, of which values ranges from 1 to 100.

After that, we divide the program into basic blocks and add a statement at the beginning of each block that increases the time variable according to the number of cycles taken by

---

We found it by simply running the algorithm on every pair of numbers in the range.
the block. This is possible because we assume a predictable architecture whose statements do not interact temporally [5], [15]; the technique would be difficult to adapt for architectures with much more interaction.

Ultimately, it is the compiler that determines the instructions in each basic block, but the compiler does not modify the block structure itself. Taking advantage of this, we start by inserting an assembly comment at the beginning of each basic block (Figure 1(b)). The compiler passes these through unmodified, allowing us to locate the basic blocks in the assembly it generates (Figure 1(c)).

After counting instructions in each basic block in the assembly source, we back-annotate the original C source with instructions that update the time variable (Figure 1(d)) and hand the result to CBMC for analysis.

We call CBMC repeatedly to compute the WCET. We treat the model checker as a black-box that takes the program, an estimate of WCET, and the unrolling depth as inputs and may return one of three results. It may tell us that the unrolling depth is insufficient (i.e., the function is still running after the requested number of iterations), in which case we double the unrolling depth and try again.

Another possibility: the unrolling depth may be sufficient but the property may be false. For example, the WCET of this example is clearly not −1. In this case, CBMC provides a counterexample (i.e., a reachable state in which the execution time is greater than −1), we use it as the new estimate of WCET (i.e., change the assert in Figure 1(d)), and run the model checker again.

Finally, the unrolling depth may be sufficient and the property is true (i.e., the assert on the timing is always true). In this case, we terminate and report the WCET. We iterate this process until we run out of memory or patience.

B. The PRET Philosophy

It is no surprise that most abstractions in computing hide timing properties of software. This has the immediate advantage that computer architects can use clever techniques to improve the average-case performance through architectural optimizations such as speculative execution, deep pipelining, and complex memory hierarchies. This, however, comes at the expense of predictable and repeatable timing behaviors making the task of calculating accurate execution bounds of a sequence of instructions extremely difficult [6]. While this is acceptable for general purpose computing, the absence of time is severely detrimental to computing systems where timeliness is just as critical as correct functionality. Clearly, hard real-time embedded computing is such an example. As real-time embedded computing continues to borrow computer architectures, tools, and techniques from general purpose computing, we find that this results in computing systems that are unpredictable, non-repeatable, and brittle.

Consequently, the philosophy behind PRET [5] is to make temporal characteristics of real-time embedded computing just as predictable, and repeatable as function. In particular, PRET’s objective is to re-think many of the architectural features, and to judiciously select the ones that deliver performance enhancements, but without sacrificing predictable and repeatable timing behaviors. Our initial prototype [15] of the PRET architecture employs software-managed scratchpad memories [1], thread-interleaved pipelines without bypassing [12], time-triggered arbitration access to off-chip memory, explicit control over timing behaviors through ISA extensions [10], and high-level language extensions for specifying timing requirements [19].

By design, the PRET architecture makes predicting exe-
execution times of instructions on the processor straightforward. This is because every instruction is completely predictable allowing us to construct a simple yet a precise hardware architecture model to estimate the execution times of instructions. To control timing behaviors in software the PRET ISA provides deadline instructions [5], [15]. A deadline instruction sets cycle counters to a given value and continues decrementing while executing the instruction stream. If another instance of the deadline instruction is reached in the instruction stream before the counter is zero, the program’s execution is stalled until it is zero before reloading a new value and continuing the processing of the instruction stream. This guarantees that a certain segment of program code repeatably takes the same amount of execution time.

II. RELATED WORK

At present, integer linear programming (ILP) [14], and implicit path enumeration technique (IPET) [13] combined with value analysis [3] and pipeline, and cache analysis [20] are popular techniques used in estimating WCET [17], [8]. However, these methods raise several issues. For example, IPET analysis requires the users to annotate the loop bounds, and back-edges of a control flow graph to formulate an ILP. While value analysis combined with control flow analysis (CFA) [7] is often successful in providing loop bounds, it only supports a small subset of programs. This leaves a large number of data-dependent programs uncovered with this method. One such example program is the GCD algorithm, for which we devise a solution that uses model-checking.

The general concept of WCET analysis through model checking was proposed by Metzner in [18]. However, that proposed method requires manually annotating loop bounds, which we eliminate in our work by unrolling the loops using bounded model-checking combined with an iterative deepening search. Methods that use symbolic representation [16] need users to determine the loop bounds manually. For large programs, this can be an extremely difficult and error-prone task. In contrast to such symbolic methods, our approach does not require the user to provide the loop bounds at all, but instead, we simply take the original C program, and automatically translate it into a program with annotation rules. State of the art commercial tools such as AbsInt [20] provide almost fully automated usability with code annotation, value analysis and IPET analysis. However, aside from user-specified annotations, they do not provide an automated method for data-dependent loop bounds.

III. OUR TECHNIQUE

Our approach has four phases to it as shown in Figure 2. The first phase converts a C program with timing constructs [19] to a standard C program that is compilable with GCC. During this phase, deadline instructions are automatically inserted into the source code in place of the timing constructs. Phase two simply describes compiling the translated source code using the SPARC GCC toolchain. The resulting assembly code is used as input in phase 3 for the low-level analysis (lla) that determines execution time of each basic block. The translated source code from phase 1 is annotated with the execution times of basic blocks (ann). In addition, we add an assertion for the WCET of the program. The resulting source code with annotations (analyzable code) is sent to CBMC for assertion verification. Given that we get a counter-example, we repeat the process of updating the assertion with a new value for the WCET until we have exhaustively searched all feasible possible paths, and computed the WCET.

A. Source Code Features

Input to our WCET analysis are C programs compilable with the SPARC GCC toolchain. In addition, Patel et al [19] have proposed timing constructs as language extensions to specify temporal requirements in software. An example of a timing construct, DEADSEQ(), is shown in Figure 3, which specifies that the program code within the DEADSEQ() scope should always take N units of time to execute. These timing
constructs are realized into deadline instructions specific for the PRET architecture. We use an open-source front-end clang to translate the C programs with timing constructs into its equivalent representation with the appropriate deadline instructions. Currently, we have preliminary support for the automated translation, and our ongoing efforts are in making this more robust.

DEADSEQ( N )
{ 
  while( <expr> )
  {
    <stmt>
  }
}

DEADPLLLSEQ( N )
{ 
  while( <expr> )
  {
    <stmt>
  }
}

Fig. 3. Generating repeatable timing

There are two kinds of deadline timing constructs, as illustrated in Figure 3. Figure 3(a) is a deadline construct with thread clock synchronization. (cf. In PRET, 1 thread cycle is same as 6 CPU cycles [15].) The semantic is that the program code enclosed within the curly braces takes at least $N$ thread cycles to execute. If the while loop takes shorter than $N$ thread cycles, PRET stalls the execution until $N$ thread cycles elapse. On the other hand, if it takes longer, the program goes to the next instruction without stalling. Likewise, Figure 3(b) is a deadline construct with phase-locked loop (PLL) clock synchronization. Its semantic is exactly the same except that the given argument $N$, is synchronized by a PLL clock.

Before starting the timing analysis, we define the ranges of input data. In the GCD algorithm, we use arrays as the input parameters, thus ranging the values of them is straightforward: with array size of 100, we set each value of an array element from 1 to 100.

**B. Division into Basic Blocks**

The initial step of our timing analysis is dividing the source code into basic blocks with assembly labels. First, we identify locations in the program code that represent individual basic blocks, and insert an assembly label, ```__asm( "#BB_nr" );```. (cf. nr is a number that increases whenever a label is added.) The rules of inserting assembly labels are given in Figure 4. We describe the result for the GCD algorithm in Figure 1(b).

Next, we compile the labeled C code into assembly code, and extract an execution time for every basic block. Since instructions between the inserted assembly labels comprise a basic block, the running time of these instructions are the execution time of the basic block. In addition, all the instructions of the PRET processor are predictable, thus we use a simple table-driven assignment of the execution times to the basic blocks.

We illustrate this in Figure 1(c). The first basic block is from `#BB_0` to `#BB_1`: since it has only 3 non main-memory accessing instructions, the execution time of it is $3 \times 1$ thread clocks. (cf. in PRET, non main-memory accessing instructions take 1 thread clocks while main-memory accessing instructions take 15 thread clocks [15].)

**C. Adding Execution Time Annotations**

After dividing the source code into basic blocks with the assembly labels, we build our timing analyzable code with annotations. There are two kinds of annotations: inserting execution times into its basic blocks and adding assertion statements for the timing analysis. We annotate execution times of basic blocks as computed in section III-B and use assert statements as instructed in the CBMC manual. CBMC recognizes the assert statements and verifies the property inside it [11].

At first, we insert the execution times of all the basic blocks to the original code. The positions where assembly labels are inserted are also the places to add the execution times. Comparing Figure 1(b) and Figure 1(d), we can clearly notice this.

When we encounter timing constructs, we annotate the code as shown in Figure 5. Note the three comments, (1), (2) and (3). The annotations in these comments separate two different deadline scopes: ```DEADSEQ( N1 )``` scope and
DEADSEQ( N1 )
{
    int __time = 0; // (1)
    __time += T1;
    <stmt>
    __time += N2; // (2)
    DEADSEQ( N2 )
    {
        int __time = 0; // (3)
        __time += T2;
        <stmt>
        assert( __time < N2 );
    }
    __time += T3;
    assert( __time < N1 );
}
(a)

DEADSEQ( N2 )
{
    int __time = 0; // (1)
    __time += T1;
    <stmt>
    
}
(b)

Fig. 5. (a) Nested deadline constructs and (b) its annotated code

DEADSEQ( N2 ) scope. The outer DEADSEQ scope consider the execution time of the inner DEADSEQ scope as N2 as marked in (2); however, since the inner should ignore the execution time declared in (1), the annotation in (3) is inserted.

The assertion statements are added at their proper positions: at the end of the target function of the WCET analysis (Figure 6(a)), or at the end of the deadline timing construct (Figure 6(b) or Figure 6(c)). Also, as illustrated, for WCET analysis the asserted property compares __time with −1 (Figure 6(a)). However, for validating whether timing requirements are satisfied for the timing constructs, we use the deadline argument in the assertion (Figure 6(b) or Figure 6(c)).

Validating the PLL timing constructs, we have to consider that the given deadline argument is synchronized with the PLL clock, which can be different from the thread clock (or the CPU clock). In this case, the assertion property, the deadline instruction’s argument, is simply converted by multiplying the ratio of thread and PLL clocks. Suppose that the thread clock frequency is X and the PLL frequency is Y, as described in Figure 6(c). Since N is synchronized by the PLL clock, the assertion statement for the timing validation should be assert( __time <= N * X / Y );.

D. Running the Model Checker

After annotating the source code, we use the model checker, CBMC, to verify the property: the assert statements. For validation, we only have to model-check once, and if the property is verified, then the timing requirements are satisfied. On the other hand, for WCET analysis, we update the asserted property with the WCET revealed through the counter-example until the property is verified. The final annotated property is the WCET.

For model-checking, we use Carnegie-Mellon Bounded Model-Checker (CBMC) [11]. It effectively finds loop bounds and WCETs, and validates the deadline timing constructs. Since CBMC is a verification tool for ANSI-C/C++ programs, we can simply use the original PRET C source code to perform the timing analysis. Furthermore, we do not need to annotate loop bounds for our timing analysis. This is because the bounded model-checker [2], [4] verifies whether the loop bound is reached. Thus, the loop bound is determined via an iterative deepening search. Initially, we provide an arbitrary number of loop unwinds and run CBMC. If CBMC verifies that the loop terminates, then we have determined the loop bound. Otherwise, we increase the number of loop unwinding and run it again, and continue repeating these procedures until the loop bound is found.

To explain WCET analysis in detail, let’s see Figure 6(a). Initially, we do not know the WCET nor the loop bound. Therefore, we start with finding the WCET with a small number of loop unwinds. Provided verification fails due to insufficient loop unwinding, we increase this number and re-run CBMC (finding the loop bound). If CBMC provides a counter-example, we change the assertion statement while guessing the WCET as the counter-example, and re-run CBMC. We repeating these steps until CBMC yields successful verification whereby the candidate WCET is the WCET. When we find the WCET, loop bound is also found because the model checker has exhaustively searched all the feasible paths.

We illustrate this method to compute the WCET of the GCD algorithm. We first start the candidate WCET as −1 with 10 loop unwinds. Whenever verification fails due to insufficient loop unwind, we double the number of unwinds. For two arguments ranging from 1 to 100, the result WCET is 703 thread cycles.

Unlike the WCET analysis, which requires multiple invocations of CBMC, validating repeatable timing behaviors needs performing the verification only once because the assertion explicitly checks for the timing requirement. A sample code is shown in Figure 6(b). Notice that we only need to unwind the loop at most N times. This is under the conservative assumption that the loop takes one thread cycle to execute. So, if the enclosed program code does not meet its timing requirement of N thread cycles with N number of unwindings, then the timing requirement is violated. This goes to show that in order to validate that program segments have repeatable timing behavior, we do not need to determine the loop bounds. Instead, we can unwind N times to validate our timing requirement. For these reasons, we don’t have to precondition the loop termination for the timing validation.

Not only that, but the timing validation method is also particularly fast when the target code has nested deadline constructs and when the validation fails in an outer scope. Let’s see Figure 5. Note that __time variable of the inner DEADSEQ is invisible to the outer DEADSEQ scope and the outer __time ignores the inner. Thus, timing validations of two DEADSEQs work differently. Since timing properties of the inner DEADSEQ is ignored when assert in the outer DEADSEQ is verified, the execution time of the inner DEADSEQ is simply regarded as deadline_inner. The timing validation of the inner DEADSEQ is done only if that of the outer is passed; otherwise, the verification shortly finishes with failure. Thus, the repeatable timing validation of nested deadlines can be faster in a validation failure case.
IV. EXPERIMENTAL RESULTS

A. GCD Algorithm

<table>
<thead>
<tr>
<th>Stage</th>
<th>Unwind</th>
<th>Candidate WCET</th>
<th>Counterexample</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>50</td>
<td>59</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>59</td>
<td>Unwind Error</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>59</td>
<td>62</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>62</td>
<td>95</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>95</td>
<td>97</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>97</td>
<td>103</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>103</td>
<td>Unwind Error</td>
</tr>
<tr>
<td>11</td>
<td>40</td>
<td>103</td>
<td>125</td>
</tr>
<tr>
<td>12</td>
<td>40</td>
<td>125</td>
<td>237</td>
</tr>
<tr>
<td>13</td>
<td>40</td>
<td>237</td>
<td>283</td>
</tr>
<tr>
<td>14</td>
<td>40</td>
<td>283</td>
<td>Unwind Error</td>
</tr>
<tr>
<td>15</td>
<td>80</td>
<td>283</td>
<td>360</td>
</tr>
<tr>
<td>16</td>
<td>80</td>
<td>360</td>
<td>Unwind Error</td>
</tr>
<tr>
<td>17</td>
<td>160</td>
<td>360</td>
<td>492</td>
</tr>
<tr>
<td>18</td>
<td>160</td>
<td>492</td>
<td>505</td>
</tr>
<tr>
<td>19</td>
<td>160</td>
<td>505</td>
<td>507</td>
</tr>
<tr>
<td>20</td>
<td>160</td>
<td>507</td>
<td>540</td>
</tr>
<tr>
<td>21</td>
<td>160</td>
<td>540</td>
<td>610</td>
</tr>
<tr>
<td>22</td>
<td>160</td>
<td>610</td>
<td>682</td>
</tr>
<tr>
<td>23</td>
<td>160</td>
<td>682</td>
<td>701</td>
</tr>
<tr>
<td>24</td>
<td>160</td>
<td>701</td>
<td>703</td>
</tr>
<tr>
<td>25</td>
<td>160</td>
<td>703 (WCET)</td>
<td>Verification Success</td>
</tr>
</tbody>
</table>

Table I: Iterative deepening WCET analysis of the GCD algorithm

The WCET analysis result of the GCD algorithm is shown in Table I. The test starts with 10 unwinds, finding counterexamples. We double the number of unwinds whenever we encounter an unwind error, which means verification cannot complete with the given number of unwinds. We also substitute the candidate WCETs as the counter-example and the test continues until the verification succeeds. The WCET is 703 thread cycles for our GCD example, in which the input variables are ranging from 1 to 100.

B. VGA Driver

We use the VGA driver example presented in [15] to confirm our approach for validating timing requirements for the PRET architecture. The VGA driver sends four colors of pixel data to the VGA controller. The VGA timing requirements for 640 × 480 resolution with 60 Hz refresh rate must be met. There are blank timing and active timing requirements. The driver should send image data one by one according to the VGA clock, 25.175MHz, in active timings. To produce the VGA clock, we use the PLL clock, and to send image data, we load the data to a 32-bit hardware shift register.

The implemented VGA driver algorithm is a nesting of simple loops. The driver iterates every vertical timing, a frame drawing timing; a horizontal timing, a line drawing timing, iterates inside the frame timing while sending image data to the VGA controller. Each iteration must follow the VGA timing requirement that is synchronized by the PLL clock. Repeatable timing constructs are inserted for the iterations of vertical and horizontal timings.

Since the current PRET processor prototype is in the form of a simulator, we need to compute the CPU speed that allows correct operation of the VGA driver. In our VGA driver example, we calculate the minimum CPU speed manually, and then validate the driver code to determine whether any timing requirements are violated. As a result, the calculated minimum CPU speed is 188MHz. We use this frequency when we perform the validation, and verify that our timing requirements are satisfied. We also investigated reducing the frequency. This resulted in counter-examples, as we had expected.

V. Conclusion

This work presents a hybrid approach to WCET analysis. We leverage model-checking techniques to derive loop bounds and cover feasible program paths, and static program analysis to determine basic block execution times. By combining these two techniques, we are able to compute WCET of programs whose loop bounds are allowed to change dynamically. Note that we do require the user to provide the range of possible values that the loop arguments can take. Additionally, we validate that PRET’s timing constructs meet their timing requirements using this approach. Our future work involves extending the WCET analysis for timing constructs that provide time-based exceptions [9], synchronization instructions between threads, and employing this WCET analysis for scratchpad memory allocation schemes [19].
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