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ABSTRACT:
In this chapter, we outline the importance of data usage for improving policy-making (at the system level), management of educational institutions and pedagogical approaches in the classroom. We illustrate how traditional data analyses are becoming gradually substituted by more sophisticated forms of analytics, and we provide a classification for these recent movements (in particular learning analytics, academic analytics and educational data mining). After having illustrated some examples of recent applications, we warn against potential risks of inadequate analytics in education, and list a number of barriers that impede the widespread application of better data use. As implications, we call for a development of a more robust professional role of data scientists applied to education, with the aim of sustaining and reinforcing a positive data-driven approach to decision making in the educational field.
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1. Setting the stage: defining data mining, learning analytics and academic analytics in the educational field
The use of data for decision-making in educational institutions is neither a new topic nor an unknown practice. Indeed, since a growing awareness dating back to the 1990s, school principals, teachers, parents, stakeholders and policy-makers started looking at quantitative data as an indispensable source for making decisions, formulating diagnoses about strengths and weaknesses of institutions, and assessing the effects of initiatives and policies, etc. (Bowers, 2008; Mandinach, Honey, Light, & Brunner, 2008; Wayman, 2005; Wayman, Stringfield, & Yakimowski, 2004). The diffusion of organizations and initiatives such as Education for the Future (http://eff.csuchico.edu) in the USA, or the DELECA – Developing Leadership Capacity for data-informed school improvement project (http://www.deleca.org) in Europe, give testimony to a growing attention to the clever, intensive and informed use of data for improving schools’ activities and results. The commitment to engage with a stronger use of data became quite widespread across schools, sustained by the evidence that “(...) the use of data can make an enormous difference in school reform efforts, by helping schools see how to improve school processes and student learning” (Bernhardt, 2004; p. 3). On policy grounds, the movement for adopting more evidence-based educational policies and practices (Davies, 1999; Slavin, 2002) stems from the use of high-quality, originally developed data about academic results obtained through specific initiatives. The current debate of the present chapter is focused on the potential of so-called “big data” to transform education (Daniel, 2015; Cope & Kalantzis, 2016), as it is rapidly doing in several aspects of social life (Gandomi & Haider, 2015; Schutt & O'Neil, 2013).

Recently, one of the first developed areas of research that has worked to systematically use the power of quantitative analyses in the field of education has been the field of Educational Data Mining (EDM) (Baker & Yacef, 2009; Koedinger, D'Mello, McLaughlin, Pardos, & Rosé, 2015). The baseline idea was quite simple in origin: applying the techniques, methods and approaches of Data Mining and Business Intelligence to another sector, after having experimented with it in business, health care, genetics, etc. In this sense, EDM “(...) seeks to use data repositories to better understand learners and learning, and to develop...
computational approaches that combine data and theory to transform practice to benefit learners” (Romero & Ventura, 2010, p.601). In such a perspective, the first aim of an analyst who wants to apply data mining to education is to collect raw data about the educational activities and processes (at individual, organizational and the system level) that have no sense if read without a theoretical background as a lens (Bowers, Krumm, Feng, & Podkul, 2016). Such an effort has been traditionally very strong, because of the way that data are stored in the educational institutions – namely, following administrative rules and procedures, and with little use of technology (Cho & Wayman, 2015). Things are changing rapidly, and today many schooling datasets are huge, well-classified, readily available, and much diversified (Behrens & DiCerbo, 2014; Bowers, 2017; Bowers, Shoho, & Barnett, 2014; Feng, Krumm, Bowers, & Podkul, 2016; Koedinger et al., 2010). This evolution has been immediately caught by researchers, and applications of sophisticated data mining-style analyses to those datasets have generated a rich stream of academic papers, reports, and practical applications (Baker & Inventado, 2014). In a first stage, then, the research aimed at mainly finding important and frequent recurrences and patterns in available data, something that users of this information usually do not pursue (Bienkowski, Feng, & Means, 2012). However, opportunities offered by developments in statistics, operations research and information and communication technologies (ICT) are today further empowering the potential of data analysis, by moving towards more sophisticated approaches that are classified under the name of “analytics”. Using a definition of Chen et al. (2012, p.1174): “(…) Data analytics refers to the BI&A (Business Intelligence & Analytics) technologies that are grounded mostly in data mining and statistical analysis. As mentioned previously, most of these techniques rely on the mature commercial technologies (…)”. The same movement of analysing in more complex and structured ways a large amount of quantitative information has been a focus also of the public sector as a whole (Yiu, 2012; Agasisti et al., forthcoming), and social services, within which the educational sector is one of many, as well as health care (Raghupathi & Raghupathi, 2014), social care, etc.

Our contribution is focused on the more diffused uses of analytics in the field of education, among which “Learning Analytics” stands out as the recent main commonly adopted definition and approach (Baker & Inventado, 2014). As recalled by Ferguson (2012, p. 305), the application of analytics to the field of education can be defined as follows: “Learning Analytics is the measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimising learning and the environments in which it occurs”. In practical words, Learning Analytics (hereafter, LA) embraces the methodological and empirical efforts to collect data about the determinants of the educational (learning) process, to analyse it and understand its determinants (Gašević, Dawson, & Siemens, 2015). A specific attention of this stream of studies is focused on online learning; the amount of information stored in the knowledge management systems (KMS) that facilitate the interaction between the students and the teachers is helpful for analyses – and it permits going beyond the even larger availability of administrative datasets (Andres, Baker, Siemens, Gašević, & Spann, in press; Chung, 2014; Dawson, Gašević, Siemens, & Joksimovic, 2014). In this perspective, the promise of analytics evoked by Siemens (2010) can be more easily satisfied by online learning tools: “Learning analytics is the use of intelligent data, learner-produced data, and analysis models to discover information and social connections, and to predict and advise on learning”. It should be stressed here that the growing extensive use of digital learning tools and the wider development of approaches for analysing educational data are an intertwined phenomena. As explained by Siemens (2013; p. 1381) “(...) Through the use of mobile devices, learning management systems (LMS) and social media, a greater portion of the learning process generates digital trails. (...) and data trails offer an opportunity to explore learning from new and multiple angles”.

Therefore, as acknowledged by Siemens himself, the EDUCAUSE’s Next Generation learning initiative offers a broader and cleaner definition, which is “the use of data and models to predict student progress and performance, and the ability to act on that information”\(^2\). In the last definition, the explicit prevision of the “use” of (analysed and elaborated) information introduces another crucial feature of LA, which is the managerial and policy implication derived from the analysis – that is to say, school principals and policy makers put actions in practice based on their judgments about the results of the analyses (Bienkowski, et al., 2012; Bowers, 2017; Bowers, et al., 2014; Feng, et al., 2016). In such a perspective, scholars involved in LA tend to have a different approach from academic educational scientists that focus solely on the

\(^2\) See the citation of this definition in the blog EdTech Digest, May 10, 2012 (link available: https://edtechdigest.wordpress.com/2012/05/10/learning-analytics-the-future-is-now/)
results of studies (also suggesting implications) as LA researchers tend to show very practical uses of the findings for acting in the real life of school management, teaching practices, or policy decisions to be taken. Seen from an institutional perspective, one general characteristic of educational data analytics (and LA in particular) is that the effort traditionally made by individual teachers or specific groups of teachers, i.e. the use of data for improving educational experiences and results, is now made systematic at the organizational level (Bowers, 2017; Bowers, et al., 2016). In other terms, it is no more the single responsibility of individuals in schools to use quantitative evidence for rethinking and redesigning didactic activities and interventions (Cosner, 2014; Farley-Ripple & Buttram, 2015; Schildkamp, Poortman, & Handelzalts, 2016), as the recent research argues that data analytics is also an institution’s task – and, of course, the tools that an institution can use for this aim are much more powerful than those in the hands of volunteer teachers and assistants (Bowers, et al., 2014).

The instruments that can be used for analytics, as well as its objectives (i.e. the specific research and practical questions to be answered), can be substantively different. As a consequence, an attempt is recently emerging for conceptually defining different fields and communities of scholars and practitioners that engage with use of data for educational improvement. We propose here a distinction between three different approaches: educational data mining (EDM), learning analytics (LA) and Academic Analytics (AcAn). Such classification must be intended as provisional, indicative and not prescriptive, and is based on our critical reading of the current state-of-the-art of a literature that is still in its evolution. As a first approximation, the three approaches can be distinguished on the basis of their purpose:

- EDM uses data mining techniques applied to data about the learning process, with the aim of understanding patterns and recurrences (Romero & Ventura, 2007; Baker & Inventado, 2014). As defined by Scheuer & McLaren (2011, p. 1075): “[EDM aims at] developing, researching, and applying computerized methods to detect patterns in large collections of educational data – patterns that would otherwise be hard or impossible to analyse due to the enormous volume of data they exist within”.
- LA incorporates many of the models from EDM while focusing on the teaching and learning activity; in this sense, its main aim is to better inform teaching practices (Baker, 2013). Bach (2010) states: “Learning analytics is defined as the use of predictive modelling and other advanced analytic techniques to help target instructional, curricular and support resources to support the achievement of specific learning goals”. A feature of this definition is a major attention to the output of the process, i.e. the achievement goal – LA uses its tools to shed light on those factors that are determinants of learning outputs.
- AcAn, instead, focuses on organizational-level levers that can be activated to change (improve) educational activity and its results. Baepler & Murdoch (2010) conceive that “Academic analytics combines select institutional data, statistical analysis, and predictive modelling to create intelligence upon which students, instructors, or administrators can change academic behaviour.” Beyond the specific context of higher education, this type of focus in K-12 schools and districts has recently also been termed “Organization-level Data Analytics” (Bowers, 2017). As stressed by Campbell & Oblinger (2007, p. 42) in their seminal study on AcAn, this can be “(...) thought as the practice of mining institutional data to produce ‘actionable intelligence’”. Thus, here the role of school principals and managers – more than teachers – is at the heart of the use of results. In one meaning suggested by Goldstein (2005), Academic Analytics can also be intended as the systematic use of data for generating suggestions aimed at improving the internal efficiency of educational institutions’ operations and managerial processes (i.e. personnel management, procurement, etc).³

On practical grounds, the three approaches are hardly separable, as tools, research questions, policy, and managerial implications tend to be quite similar (as the definitions above suggest). A simplified version of this classification is the one proposed by Siemens & Long (2011), who defined two broad areas (LA and AcAn) on the basis of their different areas of focus: while LA considers only the learning process, AcAn applies techniques taken by business intelligence to education, with the aim of generating ‘value’ for the institutions’ managers and policy makers. In particular, they suggest a synthesis about how the various types of analytics can differ by level of application (departmental, course-level, institutional, etc.) and can benefit very different groups of interest, such as students, faculty, school managers, etc. This type of work is also analogous to recent writings on the application of “data science” to organizational improvement, where analysts work to translate data into

³ For additional details about the role of AcAn for facing administrative and operational concerns (especially in the HE field), see also Fritz (2011) and Goldstein & Katz (2005).
Table 1. Main differences between educational data mining, learning and academic analytics – a classification

<table>
<thead>
<tr>
<th>Type of analytics</th>
<th>Level or object of analysis</th>
<th>Who benefits?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational Data Mining</td>
<td><strong>Course:</strong> learners’ profiles&lt;br&gt;<strong>Institution:</strong> patterns and recurrences across courses</td>
<td>Researchers and analysts, faculty, tutors</td>
</tr>
<tr>
<td>Learning Analytics</td>
<td><strong>Course:</strong> social networks, conceptual development, discourse analysis, &quot;intelligent curriculum&quot;&lt;br&gt;<strong>Sub-organization (eg. Department):</strong> predictive modelling, patterns of success/failure</td>
<td>Learners, faculty, tutors</td>
</tr>
<tr>
<td>Academic Analytics</td>
<td><strong>Institution:</strong> learners’ profiles, performance of academics, knowledge flow, institutions’ results&lt;br&gt;<strong>Regional (state/provincial):</strong> comparison between systems (performances, profiles, observable/administrative differences), benchmarking of institutions within the system</td>
<td>Administrators, funders, marketing&lt;br&gt;Funders, administrators&lt;br&gt;Governments, educational authorities, researchers and analysts</td>
</tr>
</tbody>
</table>


knowledge and action through data mining and visualization, but also through interfacing with organizational leaders and stakeholders to inform evidence-based decisions (Bowers, 2017; Feng et al., 2016; Schutt & O'Neil, 2013). Recalling the classification presented above, EDM should not be regarded as an approach in itself, but instead as a method (technique) that can be indifferently used for LA or AcAn purposes. In our own classification and proposal used in this chapter (Table 1), however, EDM must be considered as a distinct area of research and practice, which is conceptually different from the use of analytics techniques, and is helpful solely for preliminary identification of patterns in data, that can be subsequently used after additional analysis (for teaching, in a LA perspective, or for organizational improvements, in a more AcAn-oriented approach).

A common feature of the three approaches is that they share the “loop of data” that is useful for using quantitative information for supporting the decision (Figure 1) (Bowers, et al., 2016; Mandinach, et al., 2008; Marsh, 2012; Schutt & O'Neil, 2013, Siemens, 2013). More specifically, the first step (Collection & Acquisition) consists of identifying the relevant datasets that are potentially useful for answering the questions posed by analysts and institutions’ managers. Then, through “Storage”, datasets are systematically inserted in the availability of official institutions’ registers. Experts in these institutions should then revise the structured and unstructured data, with the special purpose of creating new datasets that can be effectively used for subsequent analyses (“Cleaning”). Before starting with the empirical modelling, datasets are subjected to a process of “Integration”, which is characterized by the merging of different sources –indeed often the analysis for answering the question(s) necessitates various angles to study the phenomenon under scrutiny. The next step is that of the “Analysis”, where statistical, econometric and business intelligence techniques are applied to the relevant datasets, with the aim of detecting interesting patterns and results, and of commenting and interpreting the main findings. After this phase, such results should be synthesized and explained. This is the objective of the step “Representation and Visualization”, in which the experts that conducted the analyses should work closely with educational managers to understand the best way to illustrate the results, and to support the awareness of the new knowledge generation within the organization. As discussed in more detail below,
Figure 1. A data analytics model in education

(1) Collection and acquisition
(5) Analysis (Techniques and applications)
(6) Representation and Visualization
(7) Action(s) (Managerial and policy implications)
(2) Storage (Datasets available in the institutions’ registers)
(3) Cleaning (Preparing datasets for their use)

Source: Authors’ elaborations, originally inspired by Siemens (2013).

this is where we see the most value for developing the position of the data scientist who can work as a ‘bridge’ between data analysts and educational managers. Lastly, the evidence from empirical analysis can be used for realizing “Action(s)”, that is to say to design remedial interventions, developing new (or modified) curriculum, creating early warning systems and preventing phenomena that harm student achievement, stimulating the development of innovative educational strategies by (groups of) teachers, etc. Of course, the process is recursive, in the sense that new actions should be judged through new data, which in turn require new cleaning, integration, analysis and representation, and so on and so forth.

The debate about the use of analytics in the educational field is empowered by a set of policy and managerial reasons. First of all, the discourse about the efficiency of public spending (“produce more with less”), which is a focus of education systems globally, requires an understanding about the determinants of effective learning, through making use of all the tools and opportunities that new technologies allow. In one sense, the cost of education cannot be considered anymore as granted, and should be instead questioned by its efficiency (i.e. the ability of generating the highest possible level of output) (Ingle & Cramer, 2013; Levin et al., 2012). In this direction, stagnation in graduation rates for high schools and universities, as well as high levels of dropout from education, in both the US and Europe (Murnane, 2013; de Witte et al., 2013) represent a negative signal for productivity of educational activities (Balfanz, Herzog, & MacIver, 2007; Bowers, Sprott, & Taff, 2013; Riehl, 1999; Rumberger & Palardy, 2005), that then should be further explored with all the available instruments. Current global trends in education accountability then suggest that the policy makers’ perspective is to make managers of educational institutions more and more responsible for their results: performance-oriented legislations like the No Child Left Behind (NCLB) Act and Every Student Succeeds Act (ESSA) in the USA, and the recommendations by the European Commission about the efficiency of educational systems (European Commission, 2006) must be read in this light (Leithwood, 2013; Ni,
Bowers, & Essewein, 2016). Nevertheless, such policy levers are problematic if knowledge about the learning processes is not advanced. Indeed, this is the area where analytics can be decisive in the future.

As economists of education, education sociologists, and applied data miners and statisticians, we concur with the work of this community of scholars with a particular emphasis on advancing the application of analytics in this domain, towards a closer link between results obtained through analytics and the role of resources, managerial processes, and incentives. Said another way, our goal is to link the evidence from analytics with models of economic behaviour of individuals and organizations through building bridges in the research literature between these domains. In this sense, when possible, we rely on some results from the economics of education literature, to show how they could be integrated with current debates in the communities of learning and academic analytics. In a broader sense, we aim to make our contribution to move the debate from the technicalities behind modelling the learning process towards the theory and empirical. Specifically, we look to focus on econometric analyses of educational processes within the framework of educational production functions (EPFs), on the role of EPFs as a model for studying education used by economists, in the same spirit of Hanushek (1995). Therefore, the way for integrating analytics objectives and the tradition of education and economics studies is in the awareness that “In education, the value of analytics and big data can be found in (1) their role in guiding reform activities in (...) education, and (2) how they can assist educators in improving teaching and learning” (Siemens & Long, 2011: p. 38), as these are the ultimate goals of research in the field when empirical analysis is used for investigating the determinants of educational results (Coleman et al., 1966).

This chapter aims at proposing a concrete step further in the development of data analytics in education. Our feeling is that, despite the rapid growth of attention towards the role of data and quantitative information for exploring and analysing educational patterns and results, there is still a relevant separation between decision-makers (principals and middle managers at the institution level, politicians at the governmental level) and data analysts and researchers. In a certain sense, the former actors are aware of the great potential that resides in data, but consider their expertise as technically inadequate to use the analyses. The data analysts, on the other side, are satisfied with their empirical (academic) work, and do not enter the practical life and reality of school management and improvement.

The way we see as potentially innovative is to promote the diffusion, within schools, of a new professional profile, that of the educational data scientist, who owns the technical skills to collect, analyse and use quantitative data, and at the same time the managerial and communication skills to interact with decision-makers and managers at the school level to individuate good ways of using the information in the practical way of improving practices and initiatives.

The chapter is organized as follows. In the next section §2, we review the literature about the use of data for informing policy making (§2.1) and institution-level practices and teaching (§2.2). Section §3 aims at presenting some examples of recent tools used for data analyses and analytics, ranging from traditional statistical explorations to complex instruments of learning and academic analytics. Section §4 describes the main challenges that can constitute a barrier for the diffusion of analytics in supporting educational decision-making processes. Lastly section §5 concludes through the proposal of developing the educational data-scientist as a key profession in schools and universities.

2. Use of data analyses (and analytics) in the educational arena

2.1 Data use by policy-makers (for implementing, managing and evaluating policy interventions)

The interest of policy-makers in using quantitative information for guiding policy interventions in education is relatively recent (Jimerson & Childs, in press), and is based on the awareness that, in the words of Andreas Schleicher (Director of Education at OECD): “Data are crucial to understanding the effect policies have on education systems at a local level” (Schleicher, 2016). The basic idea is that data – when collected and analysed in a proper way – can be helpful for assessing if policies are effective or not, in other words whether they reach the objectives they pursued, and under which conditions this happens.

A specific set of studies argue for the use of international datasets for comparing differences in the educational policies across countries – see Hanushek & Woessmann (2010). The use of data taken from the most developed assessment of students’ achievement in an international fashion is particularly informative for policy-makers, as it allows an understanding of which practices and policies are working in different countries, holding other systemic differences constant.
Behind this approach, the main assumption is that “institutional structures” (like school autonomy and accountability, competition between schools, and assessment procedures) that are typically invariant at the country level are actually playing a role in shaping systematic differences in students' results across countries. Following this assumption, scholars and analysts have applied analytics to data for suggesting policies that can be adopted in various contexts to improve educational results, by learning from data compared across different contexts/settings. For example, Woessmann (2008) raises the issue of designing output-oriented policies, ranging from early childhood education and schools to higher education, to efficiency improvement and equity of results; Bishop (1997) assesses the effects of national curriculum and testing on student achievement; Brunello & Checchi (2007) find evidence of detrimental effects of early tracking – i.e. students in countries where early tracking is practiced obtain lower test scores, all else equal. A systematic review of policy evaluations that can be conducted – with qualitative and quantitative methods – taking advantage of international comparative assessments can be found in Strietholt et al. (2014). Economists, sociologists, and educational scientists moreover, have illustrated the power of data to inform policy-makers about the effects and prospective results of interventions at country level. There are several examples of studies that empirically assess the educational outputs of policies, through the available administrative datasets or surveys at the country level, and/or extracting country-specific data from the international assessments cited above (see, for example, Woessmann, 2008).

A trend that deserves specific attention is the growing confidence in the evidence-based approach, inspired by different disciplines (such as Medicine), and that consists of conducting rigorous “field experiments” (see Slavin, 2002; Mosteller & Boruch, 2002). The intention of this approach is to provide even more robust evidence about “what works” in education to improve students’ and schools’ performance, and this would be suggested as a gold standard to policy-makers before undertaking structural reforms (in a logic of “trial” before systemic application) (Schneider, Carnoy, Kilpatrick, Schmidt, & Shavelson, 2007). Honig & Coburn (2007) show that policy officers in a United States school district central office read empirical evidence-based analyses, but the interpretation of results as well as the actual use is shaped by the background and characteristics of the officers. Additionally, the “hard” information and evidence is complemented by officers using personal and local knowledge of educational activities and results. These elements remind us that the attitude of using data is not a purely technical one, but requires human interaction and proactivity for securing a meaningful policy-making process (Marsh, 2012). When considering the use of data by academic scholars, therefore, it should be kept in mind that the primary goal of academic research is not necessarily policy advice. As a consequence, there will also be a “gap” between evidence provided by academic research and implemented, subsequent policies – if any (Whitty 2006). Such a gap is normal, and in a certain sense is desirable as it helps in preserving research independence and ensuring the work is not influenced by policy-making.

A completely different story comes out when considering the influence that think-tanks, foundations or institutional entities exert on politicians and policy-makers by working with educational data. In Europe, for instance, two networks funded by the European Commission (European Expert Network on Economics of Education – EENEE, and Network of Experts on Social Aspects of Education and Training – NESET) are responsible for writing Reports for the Commission, that then go on to influence its official communications. OECD diffuses concise notes with policy suggestions based on data analyses of its Program for International Student Assessment (PISA), named *Pisa in Focus*. In the US, various institutions issue Reports that talk directly to policy actors, and aim at influencing their subsequent actions – see, for instance, the Reports from Brookings Institutions (e.g., Dynarski, 2016), Friedman Foundation for Educational Choice (Forster, 2016) and Cato Institute (Bedrick et al., 2016). All in all, the explicit aim of these Reports and activities is to stimulate policy debates and sustain political ideas; and policy-makers can selectively consider the results coming out from these studies to justify their positions, or to challenge political ideas sustained by their opponents. This is also a use of data that should be considered; and this attitude is important to be part of actors’ awareness – i.e. if data and evidence are presented clearly (and systematically) to policy actors, they reinforce their intentions with the “power of data” – on the complex nexus between data and governing educational systems and policies (see crucial debates in Grek & Ozga (2009) and Borer & Lawn (2013)).

2.2 Data use by the managers (for managerial purposes) and by the teachers (for purposes of improving teaching effectiveness)

Across the research literature on leadership and data use, much of the research has focused on data-driven decision making by leaders in elementary, middle and secondary
schools (Bowers et al., 2014; Cosner, 2014; Marsh & Farrell, 2015; Schilkamp, Karbautzki, & Vanhoof, 2014; Schilkamp, Poortman, Luyten, & Ebbeler, in press; Yoon, in press). In this literature, researchers work to understand the role of data in the everyday work of teachers and school principals, with a focus on the role of leaders to set the stage for productive data use. In their review of the relevant literature, Bouwma-Gearhart & Collins (2015) show how the educational institutions of all grades in both Europe and US are subjected to a greater emphasis on the “culture of evidence”, where the use of data can be instrumental to orient interventions. In this vein, the role of quantitative information and evaluation is becoming more and more critical. Reviews of studies about how institutions use data present two types of challenges: (i) organizational (how decision-makers and data producers are linked; which processes and incentives are established for facilitating data use, etc.) and (ii) technical (that deal with data integrity, validity, timeliness, etc.). On the practice side, recommendations stem from normative case studies of data use in practice, focusing on modified Plan-Do-Study-Act improvement cycles, and concrete action steps that leaders and teachers can take to use data as a means to build capacity through honest and trusting dialogue with and between teachers (Bambrick-Santoyo, 2010; Boudett et al., 2013; Piety, 2013). Much of this work is focused on helping school practitioners move from a culture of high inference and low evidence, to high evidence with low inference (Bowers et al., 2014), with a focus on the purposeful use of data and information feedback cycles (Mandinach, et al., 2006; Marsh, 2012). Indeed, research that delves deeply into the data use culture in schools has shown that successful use of data by management depends on teacher and leader data and assessment literacy (Datnow & Hubbard, 2015; Demski & Racherbäumer, 2015; Mandinach & Gummer, 2013).

However, while the research on data use articulates a logical evidence-based improvement cycle that moves from data, to information to knowledge, action and feedback to inform each step of the cycle (Mandinach et al., 2006; Marsh, 2012), much of this work devotes little attention to the difficult task of turning data into information and knowledge (Bowers, 2017; Bowers et al., 2016; 2014). To date, the research as well as the normative training literature for teachers and leaders has a strong focus on “data” that mostly includes aligning teacher interim assessments to state mandated standardized test scores (Bambrick-Santoyo, 2010; Boudett, et al., 2013; Coburn & Turner, 2011; Farley-Ripple & Buttram, 2014; Piety, 2013; Turner & Coburn, 2012). Additionally, analysis mostly focuses on descriptive statistics (Bowers et al., 2014; Rutledge & Gale Neal, 2013), that can lead to an over emphasis by school leaders on a deluge of bar graphs and tables that serve mostly to disengage teachers from data rather than create informative dialogue (Murray, 2013; Reeves & Burt, 2006).

To address this issue, recent research at the elementary, middle and secondary school levels has encouraged an increased role for data analytics in school decision making (Bowers et al., 2016). This work has been mainly focused in the U.S., and has articulated a stronger role of leaders in selecting broader definitions of data to help inform decisions (Bernhardt, 2013; Bowers, 2009), building teacher and leader capacity to create stronger data use systems through more valid and informative assessments (Gummer & Mandinach, 2015; Jacobs et al., 2009; Popham, 2010) and purposeful data collection systems (Wayman, et al., 2015; 2012; 2007). However, missing from much of this research is a discussion of how data are turned into information and knowledge to be used for evidence-based decision-making (Bowers et al., 2014; 2016). As discussed in the introduction to the present chapter, an emerging line of research has suggested that the fields of EDM and LA may help inform data use in schools (Bienkowski et al., 2012; Means et al., 2010). In this work, EDM and LA are categorized under the larger framework of data analytics in schools, as a means to bring a deeper understanding to the data beyond descriptive statistics, in which the data analytics process provides an opportunity to “make visible data that have heretofore gone unseen, unnoticed, and therefore unactionable” (Bienkowski et al., 2012: p. ix).

A last point that is worth illustrating in this section is the potential of technology in enhancing the understanding of the educational processes, and this can in turn be transformed by teachers as information to be used for improving teaching practices and results (for a theoretical and methodological essay on this point, see Laurillard, 2008). In practice, technology can help teachers to become ‘action researchers’ for their own teaching roles; by tracking the activities done by students in their courses, they can understand more about how students learn (Behrens & DiCerbo, 2014; Chung, 2014), and can revise their strategies for learning – also experimenting with new mixes of tools, from more traditional lectures to the introduction of videos, forums, blogs, online interactions, etc (Wayman, et al., 2004). It must be clear, here, that the systematic use of automated, collected information may never substitute the role of teachers in understanding which practices and strategies are better for their specific courses, but IT can complement this continuous effort for
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improvement by adding more evidence to the choices to be made (Gašević, Dawson, & Siemens, 2015). Williamson (2016) emphasizes this new set of opportunities offered by IT, and proposes the expression “digital education governance” where experts in collecting, managing, analysing and visualizing data have the power to influence decisions taken by various actors. Specifically, the author indicates a trend where “digital data-based (...) instruments are employed to perform a constant audit of students’ actions” (p. 138)\(^4\).

### 3. Tools for data analyses and analytics: some examples of existent experiences

#### 3.1 Examples of data analyses and analytics: different tools for different units of study

In this section, we critically discuss some examples of using data analyses and analytics for improving students’ results and success. For the sake of classification, we divide the examples into four categories:

- **Use of data analyses and analytics to inform policy-makers about phenomena that are affecting system-level educational results** (at territorial, regional and/or national or even international levels);
- **School-level information** that would help a school principal and middle management to understand the main patterns followed by students who are attending that specific institution;
- **Course-specific data**, that are useful for instructors, with the aim of receiving timely feedback on activities undertaken by students, the results, and can activate concrete actions for improving results given the features of the course itself;
- **Interfaces for managing data about individual students**. In this case, the LA tool has the main objective to propose the courses which students should choose or to provide predictions about prospective results based on individual characteristics, previous grades and/or other additional administrative information.

The choice of the experiences contained in this section has been based on two major criteria: (i) the reference to case studies that are published in international, peer-reviewed academic journals, and (ii) the application of experience for some years, as this allows the reporting of existing assessments of these experiences. By no means should these initiatives be considered the “best practices” in the academic and educational world, as they are neither the first implemented, nor the most complete. Nevertheless, these examples are among the most cited in the current, sparse literature that considers the role of data analyses more systematically, and thus we use these examples, to illustrate how the results provided by these tools can be used for managerial purposes.

The examples illustrated in this section are:

- For the analyses of system-level determinants of instructional results:
  - PIRLS (Progress in International Reading Literacy Study) and TIMSS (Trends in International Mathematics and Science Study) studies governed by the International Association for the Evaluation of Educational Achievement (IEA), as well as PISA (Programme for International Student Assessment) administered by Organisation for Economic Co-operation and Development (OECD) – with a specific focus on international analyses of the effectiveness of national educational systems.
  - A study for developing an early warning system at national level, based on the use of data for Florida public schools (a description is in Koon & Petscher, 2015).

- As an example of data analyses for supporting school-level interventions, we rely upon the experience developed within the Strategic Data Project at Harvard University (http://sdp.cepr.harvard.edu). In addition to this Project, we present some insights from best practices among British Schools reviewed for a Report written for the UK’s Government (Kirkup et al., 2005)\(^5\).

- For the LA applied to the course level, the tool Course Signal developed by Purdue University, which is based on an algorithm that considers personal characteristics and online activities to provide students with early warning on potential problems with passing their course (Arnold, 2010; Horn, 2015).

---

\(^4\) In particular, the author illustrates two major experiences. One is the “Learning Curve” developed by The Economist, at system level – i.e. more pertinent to describe the influence at policy level, as among the group of examples in the section 2.1. The second example is the activity realized by Pearson in its research about Digital Data, Analytics and Adaptive Learning for creating data anticipations and forecasts about individual students. Agasisti & Bowers (2017)

\(^5\) Another analogous experience, that can be of interest for readers is that of AltSchools, as described by Horn (2015)
Early applications date back to 2003.

- For the interfaces that provide information to single students (and their instructors), the instrument Degree Compass, a course recommendation system trialled at the Austin Peay State University, and then extended to a group of universities and community colleges in Tennessee.

An example of how the data can be used for analyses of educational results at the system-level is the discussion around the important international assessments of student achievement, such as conducted by IEA and OECD as defined above. These organizations release official Reports, every time that a new edition of these studies is available (usually every three years), and they form a baseline for policy discussions worldwide about how educational systems should be reformed or restructured to gain improvements in students’ experiences and results. The Reports themselves provide practical suggestions in this vein; for instance, the comments contained in the Report about TIMSS 2011 for mathematics indicates that: “Students with the highest mathematics achievement typically attend schools that emphasize academic success, as indicated by rigorous curricular goals, effective teachers, students that desire to do well, and parental support.” (IEA, 2012; p. 16). Some academic studies emphasize how politics have been influenced by that attention to these data (see Grek, 2009; Bieber & Martins, 2011; and Meyer & Benavot, 2013 among others). Lastly, several scholars conduct secondary analyses on these data, with the aim of exploring a plurality of educational aspects (and characteristics) that are likely to influence students’ results – with the specific intention of suggesting practices, reforms and policy interventions.

There are several examples of the systematic use of data for assessing students’ performance at a national level; virtually all Ministries and agencies that are responsible for standardized tests in single countries create reports in which the results are summarized and noted, by means of quantitative indicators, to stimulate reflections on the policies and interventions that improve academic results. Less frequent are the cases of employing articulated statistical methodologies to analyse those data. In this chapter, we propose one of these cases, which has been prepared for the Institute of Education Sciences (IES) by the Regional Educational Laboratory Southeast (REL-SE). Using data about Florida public school systems, Koon & Petscher (2015) illustrate how alternative statistical methods can be used to identify students who are likely to struggle in their educational outputs, and how developing an early warning system at the system level may be useful. Specially, the authors employ two approaches: a set of logistic regressions and classification trees (CART). In both cases, a dichotmous variable is used as the output of the educational process, and is based on a standardized test score (SAT-10), where scores at or above the 40th percentile were coded as 1 for “not at risk”, and scores below the 40th percentile were coded as 0 for “at risk”, and a battery of test scores are used to predict the student falling in one of the two categories. Then the two approaches (logistic regressions and CARTs) are used for estimating whether students “at risk” actually fail to meet the expected educational standard. Although the methods differ in their theoretical and conceptual backgrounds, the results provided are quite similar (indices of classification accuracy were used to assess differences in the results between the approaches). The authors concluded that: “The CART results were found to be comparable with those of logistic regression, with the results of both methods yielding negative predictive power greater than the recommended standard of .90.” (p. 19). In light of these similarities, the authors indicate their preference

---

6 A similar example that can be interesting for the reader is the tool “Check My Activity”, implemented by the University of Maryland (Fritz, 2010), which consists of a self-service diagnosis of each student’s activity within the environment of the LMS supporting teaching at the University, to be compared against the peers’ average. The initiative has been launched in 2008. Also, for a wider discussion of the existent dashboard applications that can support learners’ learning (in a LA framework), see Verbert et al. (2013).

7 There is a huge number of studies of this kind; among others, Hanushek & Woessmann (2010) maybe stand out as a clear example of an attempt to derive theoretical and empirical economic considerations using data analyses with these datasets. But also see these other interesting examples; Woessman & West (2006) on the role of class size; Agasisti (2013) for the potential effects of competition between schools; Schmidt et al. (2001) on the curriculum structure.

---

8 Another example of instruments which are available at system level for supplying quantitative information to parents and relevant stakeholders are the publicly accessible websites, that benchmark information about test scores and other administrative features of single schools/institutions. Instances of this kind are the website MySchool.Edu, administered by the national government of Australia (see Mockler, 2013) or the various privately-run websites in the US context, as for instance Greatschools.org which effects are being studied by Lovenheim & Walsh (2014). Although we do not describe these specific examples in further detail here, it is important to be aware of the role that such internet-based information providers are playing in affecting data use and analytics in the educational arena.
towards a more extensive use of the CART approach, by providing an interesting explanation on policy grounds that stems from a higher level of clarity of how results are used. In other words, while the tables containing the logistic regressions’ main findings are adequate only for technical readers, figures and tables produced from CARTs are easily interpretable also for stakeholders without a specific technical literacy on statistics. This is crucial in the area of data analyses and data-driven decision making. Indeed, the scope of analysts is not only that of developing robust (and often sophisticated) empirical models, but also to present the obtained results in an understandable way for policy-makers (in this case, at state/national level) so that they can be convinced to take actions (Bowers, 2017; Schutt & O’Neil, 2013). In our view, the area of elaborating methods for making the findings clearer for key political actors is one where the different competencies of analysts must develop, and when the role of economists of education should be questioned in terms of effectiveness.

Turning to the school level, the idea prompted by the Strategic Data Project (SDP) at Harvard University is of particular interest, given the explicit aim of training people with a given mix of competencies to help school decision-makers (and principals in particular) to make decisions that are informed by evidence and quantitative data (Hallgren, Pickens Jewell, Kamler, Hartog, & Gothro, 2013). As indicated in the Project’s website, “SDP was formed on two fundamental premises: (i) Policy and management decisions can directly influence schools’ and teachers’ ability to improve student achievement, and (ii) valid and reliable data analysis significantly improves the quality of decision making.” (http://sdp.cepr.harvard.edu) Of specific value is the experience of the fellowship program in that Project, that provides education for developing skills in three main areas: measurement and analysis, leadership/management and effective communication, and research findings in education policy. The Fellows trained in the project then have experience on real cases of use of data, and are invited to write reports summarizing the experience they have in schools with using data for making decisions. For instance, Holt et al. (2015) wrote a Capstone Report about their experience in Rochester schools, in which they described how they use a plurality of analytical methods (simple regressions, Lasso Regressions9, CART, etc.) to describe the patterns of students who do not succeed at Grade 3, by systematically using key information about pre-schooling and results at Grades 1 and 2. Based on their analysis, school district policy-makers and principals developed a dashboard that can now be used by the teachers in schools to monitor the progress of their students against a predicted pattern of educational results over time.

Kirkup et al. (2005) conducted a study for the National Foundation for Educational Research (NFER), commissioned by the Department for Education and Skills (DfES). The research aims at identifying how British primary and secondary schools use data for improving teaching and learning activities10. The main results of the study was that data usage is not useful per se; instead, “A recurrent theme was that data only becomes effective if it stimulates questions about the actual learning that is taking place and how it can be developed further.” The wider findings reported by the authors evidence that school leaders are not searching necessarily for a “tool” that helps them in using data, but instead a way of proceeding that can involve different actors at the school level (teachers, middle-management, etc.) in open dialogue about practices that can be adopted for the improving results, and how data can help in assessing the results of these practices.

Course Signal is one of the most famous examples of LA tools presented by academics and practitioners, and discussed in the scientific community. Course Signal is defined by its developers at Purdue University (where it was also used in experimental trials) as an “early intervention solution”: in simple words, its main objective is to data mine large amounts of data about students’ characteristics and their use of educational facilities to provide real-time feedback to them (see Arnold, 2010; Arnold & Pistilli, 2012). The target for the intervention is instructors more than students; indeed, the output of the predictions of academic success in a given course is provided to the former, not the latter. The system is based on the estimation (through data mining techniques) of a “risk level” for each student in each course. The algorithm that calculates such risk level is using four groups of variables: (i) current performance (points earned in a course until a precise moment); (ii) effort, that is monitored through the interactions of students in the Learning Management System; (iii) prior academic

9 For an understanding of the way in which LASSO regressions do work, see Tibshirani (1996).
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10 Also on the use of data for school improvement in the UK case, see Demie (2013). Earl & Katz (2006) debate how school leaders should use data in a more conceptual way; Yang et al. (1999) created a guide for communicating the results to school heads, while Wayman & Stringfield (2006) claim for data usage to bringing improvements. Marsh et al. (2006) illustrated how data-driven decision making can be beneficial for schools.
performance, through proxies like high school GPA, grades in previous exams, standardized test scores, etc. and (iv) students’ characteristics, such as residency, age, and other administrative information. Once the risk-level for the i-th student in the k-th course is produced, this is transmitted to the instructor; he/she at that point can define an intervention plan for critical cases, and such a plan can range from simple e-mail, to a help-desk, to designing individualized remedial lessons for the student. At a higher level of decision-making, results are also used to restructure curricula and the orientation programs. The results obtained in the first application of Course Signal, as indicated by Agasisti & Bowers (2017), strongly recommends those courses which are necessary for a student to graduate, core to the institution’s curriculum and their major, and in which the student is expected to succeed academically” (Denley, 2014; p. 64).

An add-on feature of the system is also the software called MyFuture, which provides information about degree pathways and the transition between higher education and the job market, by mining large datasets to obtain predictions about those courses that are more likely to be conducive to student success. Lastly, the characteristics of the system are periodically discussed with faculty, to obtain their suggestions about which elements should be included in the calculations and predictions made by the algorithm; through such interactions, a by-product is also to obtain higher levels of involvement of faculty members in the project.

Some preliminary results obtained with the use of Degree Compass at both Austin Peay State and Tennessee’s institutions, as reported by Denley (2014), seem encouraging. On one side, the average grade obtained by students after the implementation of the tool increased substantially (although it is not clear whether this could be due to grade inflation and/or through the steering of students towards ‘easier’ courses). This benefit for academic performance appears as uniformly distributed across student subpopulations including minorities and socioeconomically disadvantaged students; this is very important because informative gaps for these groups has been among the major motivations for the project. On the other side, the system is very accurate in predicting success – more than 80% of students who were predicted to pass a given exam, actually did so. Lastly, there is a significant gain in number of credits acquired by students who choose the suggested courses, as compared with their counterparts who did not choose them. Overall, the positive experience with the instrument contributed to its widespread and integrated use into the day-by-day academic planning and monitoring activity at the University. As students and their specific instructors are the main target of the information provided by the tool, one key aspect of the initiative’s success resides in the simple usage of the interface for both actors. Future developments of this experience refer to the ability of collecting more granular data about how to best communicate the information to students, and about how it actually influences students’ choices (see Denley, 2013). A last point to be illustrated here is the (indirect) positive effect of the initiative on the economic challenges faced by Austin Peay State University (APSU). Indeed, the State of Tennessee introduced a major change in the formula used for funding public colleges, by introducing graduation and success rates – replacing the previous input-based system. Given the substantial positive effect of Degree Compass in increasing passing rates across students, APSU received a substantial increase of institutional funding. This side-
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effect of the introduction of an effective LA tool highlights the potential synergy between the use of information for students’ utility and the positive impact on institutional management and performance.

3.2 Tools for Data Analyses and Analytics: summarizing considerations

The presentation of the experiences in the previous section highlight a couple of crucial points that are worth particular attention in depicting the state-of-the-art. First, most of the recent experiences of LA and academic analytics are US-based stories. Although there are potentially interesting cases also in Europe (see, for example, Kickmeier-Rust & Albert, 2013), it is evident that the practical use of tools for leveraging the value of data in education is much more developed in the North-American context. It is likely that European researchers in various fields (computer science, education, economics, sociology, etc.) will find a significant space to develop and stimulate real-usage of new available techniques and instruments for LA purposes. Therefore, diffusing good practices in formal and informal settings will also help a more systematic approach towards data-driven (evidence-based) decision making in European educational institutions. Second, many of the practical cases cited above are focused on higher education and, overall, on the use of informative dashboards by students and instructors. In our opinion, two developments are desirable here:

- larger amounts of data are becoming available also for primary and secondary education. As a consequence, researchers and practitioners should start developing new types of tools for supporting teachers in clarifying more the educational strategies that they use, and the results that they are able to obtain, by linking various sources of data about the experience of students that may result also in computer-based suggestions for choices in subsequent educational steps and grades;
- most of the potential use of data is still unexplored by the decision-makers (principals, deans, managers, presidents, etc.) who can instead establish and develop a real evidence-based approach for management of educational institutions, orientated towards greater efficiency and student success. Formative initiatives, benchmarking exercises and sharing of positive experiences can be instruments for developing awareness among decision-makers.

The emerging role of LA and AcAn as distinctive fields of exploration and research is providing support for spurring innovation and experiments in the discipline. For instance, data analytics applications in elementary, middle and secondary school research have most recently focused on the issue of early warning systems and indicators (EWS/EWI) for students at-risk of failure in school (Bowers et al., 2013; Mac Iver, 2013). The study by Knowles (2015) reports the case of a Wisconsin early warning indicator data mining study, which is a good example of how statistical modelling can be coupled with big administrative datasets for scaling an early warning system for high school completion to a state-wide longitudinal data system. Our intuition – that is based on cases presented, and on the recent patterns of the literature about the use of data for supporting decision-making in education – is that LA and AcAn are constituting the next step of evolution for the data analyses in the educational context. Although convinced by this dynamic, we are aware of the severe limitations that the use of analytics in education can encounter: the next section is devoted to describing the main issues among them.

4. Barriers and impediments to the use of analytics in education

The previous sections have introduced the motivation for a more extensive use of analyses based on quantitative data as improving performance of schools/HEIs (also with the introduction of more aggressive analytics). We next illustrate the potential drawbacks and obstacles that a strong use of evidence-based decision making can experience in the field of education.

The first problem is ethical, and resides in the intrusive use of data that can threaten privacy and the question about how the use of personal data should be limited (the so call ‘big brother’ risk) (Ifenthaler & Tracey, 2016; Slade & Prinsloo, 2013; Spector, 2016). Many tools that can help improve students’ performance are based on tracking previous test scores, and this is embedded in normal screening of student results. Therefore, for working in a more effective way (i.e. for being more predictive of future performance) the systems should also triangulate the information with personal students’ characteristics. The identification of individual students in the automated algorithms raise serious privacy concerns, even though the analytical tool is built in the students’ interest (see a discussion in Fritz, 2011 – presenting the specific case of a tool called Check My Activity).

In addition, the premise of the most recent, sophisticated tools for analytics is that the analysts should be able to collect together a massive amount of quantitative
information in their models, for coupling them with learning theories and derive practical information to support policy-making, institutional management and pedagogical initiatives. This approach requires use of data for purposes that are often different from the one for which they were collected – i.e. for research and analyses, rather than for administrative tasks. Also, there are general ethical issues surrounding how acceptable it is to collect and utilize personal information for researchers. Indeed, if the models are employed to trace “profiles” of students and instructors (Lawson, Beer, Rossi, Moore, & Fleming, 2016; Scholes, 2016; Willis, Slade, & Prinsloo, 2016), unintended consequences can arise – such as the building of automated algorithms to signal potential outcomes (i.e. dropout or ineffective teaching) and/or the definition of desirable learning patterns dependent upon personal characteristics. Overall, these problems underline that it is necessary to develop a series of guidelines that indicate how data analyses and analytics, originally intended for improving students’ satisfaction and results, do not result in a set of practices that harm students’ and faculty’s rights and privacy (see Willis et al., 2013). Williamson (2016) warns against the risk of a presumed “ techno-scientific objectivity”.

As one potential guideline in this domain, as has been argued recently across the “Open Access Science” domain in general (Fecher & Friesike, 2014; Masum et al., 2013; Molloy, 2011; Strasser, 2015), and in the machine learning domain specifically (Braun & Ong, 2014), we concur with recent authors that open access and open research standards must be used in educational processes, especially when machine learning algorithms are used to make high stakes decisions on students, teachers or schooling systems. As generally noted by Molloy (2011, p. 1), “open” in a research and practice context is defined as “The work shall be available as a whole and at no more than a reasonable reproduction cost, preferably downloading via the Internet without charge. The work must also be available in a convenient and modifiable form”. While open access data standards may not apply in education, due to issues of student, parent and school privacy (Willis, Slade, & Prinsloo, 2016), we argue here that open code and open access standards (Stodden, Guo, & Ma, 2013) must be used when data analytic or machine learning algorithms are used to inform evidence-based improvement cycles in schools, or to the extent that LA algorithms make recommendations for content and instruction for student learning. Fecher and Friesike (2014), describe five schools of thought in the discourse on open access including “The infrastructure school (which is concerned with the technological architecture), the public school (which is concerned with the accessibility of knowledge creation), the measurement school (which is concerned with alternative impact measurement), the democratic school (which is concerned with access to knowledge) and the pragmatic school (which is concerned with collaborative research)” [italics original] (p.17).

Additionally, as a matter of education system efficiency and ethical use of taxpayer resources, while student data should not be open, the algorithms used in schooling organizations should be published under open access standards so that any student, parent, or concerned citizen may examine the code that may recommend decisions on instruction for their children, teachers and schools across their community and context.

A second problem is more technical in nature, and is about the complexity of data and data integration. Since Bernhardt (2004) it has been clear how data analyses require an adequate system of support to organize data and use them properly; her call of extensive and sapient use of DataWareHouses\(^{11}\) must be read in this light. The issue is not only related to the informative system supporting data analyses (which, however, is always a major issue for single educational institutions) but also to the quality and scope of available data. To assure that data uses in the analysis effectively capture the phenomena to be evaluated, data and indicators themselves should have demonstrable robustness, clarity, and pertinence. In other words, even when moving from simple data analyses to more sophisticated analytics, the fundamental basic rules about performance indicators still hold, such as reliability, validity, accuracy and accessibility (Popham, 2010). A certain angle of this perspective is related to the problem of data veracity: it is without a doubt that maintaining data accuracy when collecting and integrating millions of data points from various sources is indeed very challenging.

Third, some authors underline how the creation of an adequate platform for classifying, analysing data, and creating support for decision-making is a costly investment (see Goldstein & Katz, 2005). Williamson (2016) explains

---

\(^{11}\) As indicated by the Business Dictionary online, a Data Warehouse is (...) “(...) a massive database (typically housed on a cluster of servers, or a mini or mainframe computer) serving as a centralized repository of all data generated by all departments and units of a large organization. Advanced data mining software is required to extract meaningful information from a data warehouse”.
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how the implementation of a sophisticated data analytics approach requires the establishment of a socio-technical data infrastructure, composed by experts and data scientists, as well as by modern hardware and software tools; this of course needs substantial investment. The huge impact of fixed costs for these tasks also explains why some big corporations (like Pearson) and important institutions (like OECD) are developing products and services that can be used by institutions and individual stakeholders. In the spirit of learning/academic analytics, such investments should be sustained by the institutional/central level, somehow taking advantage of scale effects. In the next phases of development of academic analytics, therefore, adopters should also be aware of the necessity to present evidence of cost/benefits for these investments. That is to say that the results favoured by analytics (for instance: higher graduation rates, higher grades, more satisfied students, etc.) must be big enough to justify the amount of money currently invested in creating the data infrastructure and expertise behind the work of analyses. Nevertheless, these issues are completely compatible with requirements for open access code. Not only is open access code publication ethical, especially when the research and development is paid for through taxpayer funds; further development is stimulated through the availability of the code globally. This allowed the development communities to work to standardize and share processes, replicate and extend innovations in multiple contexts, and work collaboratively to increase the usefulness and accuracy of data analytic tools.

Fourth and finally, it is necessary to verify whether the various institutions that are interested in developing sophisticated analyses actually have the necessary competences, in terms of technical (analytical) skills of the personnel or, at least, they create conditions for developing them. As indicated by Arnold et al. (2014), such skills deal with some major areas of competencies/abilities: data expertise (understanding how data are collected, stored and can be questioned and discussed), analytics expertise (to develop and validate statistical and operational modelling), evaluation competences (to assess how analytics is used, and which effects it produces) and teachers/learners’ support, with the aim of transferring the knowledge created using data to people engaged in the day-by-day educational practice. Recently Bowers (2017) has detailed specifics for training education research professionals in these skills and competencies within higher education schools of education. Among these capacities, a special place is reserved for the ability of communicating the results of the analyses in an effective manner both to upper management and administration as well as broadly to system stakeholders and participants, which is a determinant for being sure that outputs of analyses are used by decision-makers (see section §2). This is also important for building consensus in the educational community about the utility of diffusing analytics practices and tools. In this perspective, the methodological challenge is difficult: presenting the results without excessive simplification (providing an awareness of the complexities of the learning process) but with enough clarity to make the information understandable, and thus usable.

5. A way forward: systemic change and the role of educational data scientists

The objective of introducing a more systematic and substantial way to the daily use of quantitative information in school and university activities requires a decisive shift in the paradigm of operations that should be accompanied by the introduction of new professional figures. Among them, a key actor that we have in mind is the educational data scientist, whose work is to facilitate the communication between three worlds: (i) one of technical experts in data analyses and analytics, (ii) that of decision-makers at various levels (policy analysts, school principals, institutions’ managers) and (iii) the community of teachers, engaged in frontline instruction. The work of the educational data scientist would be extremely delicate, because it necessitates simultaneously the technical capacity for sophisticated data analysis and the sensibility for the specificities of the educational field –typically qualitative. Mirroring the emerging definitions of data science (Schutt & O'Neil, 2013), especially as applied to education (Bowers 2017; Bowers, et al., 2016), this work involves the data analytics process noted above in which data are first processed, which also then leads to descriptive statistics, but then current data analytic analyses are applied in an effort to understand and articulate significant and useful previously unidentified patterns in the data as the analyst works to communicate this new information to management.

Practically, such an approach implies a different set of skills to be developed for prospective teachers and school heads. Recently, Bowers (2017), in writing about the role of quantitative methods training for school and school system leaders, articulated four different interconnected roles for school system data leadership. First is the practicing administrator, who requires training in how to use data and analytics to solve problems and inform evidence-based improvement cycles. Second, is the
quantitative analyst, who in a school system focuses on efficient service management analytics, such as course scheduling, budgets, student transportation and cost-benefit analysis for new and current initiatives. Third, is the research specialist, who focuses on assessment construction and validation, surveys and program evaluation with an eye towards psychometrics, testing and inferential statistics. And fourth is the district data scientist, who integrates education data mining, LA, technology and instruction as well as design-based research (Coburn et al., 2013) into school system decision making cycles. Currently, there is a lack of training and capacity building in all four roles, as programs such as Harvard University’s recent Strategic Data Project (Hallgren et al., 2013) are relatively new. Complete formative experiences of this kind are virtually absent in Europe, although some universities are starting to work on the topic, more on the research and institutional side – see for instance, the investments made by the University of Edinburgh for using LA, and/or the project SHEILA (Supporting Higher Education Institutes with Learning Analytics) also developed at that University. All in all, training and developing this new expertise requires an adequate level of commitment and resources; this scope should suggest a way to prioritize funding allocations in the future.

To conclude, our opinion is that the development of the new figure of data scientists should be part of a wider effort to value the potential of data-driven decision making in education (see, in the same direction, Cope & Kalantzis, 2016). As predicted by MacFayden et al. (2014), the implementation and effective use of analytics at all levels of the organization requires a structural change of culture, as well as a systemic set of modifications in the way in which the various activities are conducted and assessed. In this perspective, there is not a one-size-fits-all solution, and each organization should find the set of data and processes that best fits its objectives and features. In this sense, it is also useless to conduct single steps of change, while a more coordinated group of actions (from data collection, storing, analyses and use for planning and feedback) seems more adequate for institutional purposes.
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