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1. Abstract

This study aims to investigate whether the frequency of natural disasters, or reported damages from disastrous events in rural areas, had an effect on internal migration in Mexico between 2010 and 2015. Spatial regression models are used to explain the associations between migration and explanatory factors. The results suggest that the frequency of natural disasters have a significant, spatial effect on internal migration. The models with the best fit for both in-migration and out-migration consider hazardous events as aggregates rather than individual events. This finding is similar to previous studies in emigration from 1990 and 2000 (Saldaña-Zorrilla et al., 2009). The data from reported damages of disastrous events in rural areas is not appropriate for spatial modeling, so no meaningful results were obtained in that regard.

2. Objective and justification

Mexico has a long-standing tradition on migration. Several authors argue that the presence of shocks influence migration (Adamo and de Sherbinin, 2011; Munshi, 2003; Massey, Axinn, et al., 2010; Hunter, Murray, et al., 2013; Nawrotzki, Riosmena, et al., 2013; Hunter, Luna et al., 2015). In Mexico specifically, empirical studies have shown that droughts and floods have influenced international migration; and the presence of natural disasters have contributed to Mexico’s social vulnerability (Rodriguez-Oreggia, de la Fuente et al., 2013). This study will build upon previous work conducted by Saldaña-Zorrilla and Sandberg (2009), with two main differences: 1) the methodology will be applied to understand internal migration, instead of international emigration; and 2) data from 2010-2015 will be used, instead of the 1990-2000 timeframe.
3. **Research questions**

This study will answer three questions:

1. Does the frequency of natural disasters have an effect on in-migration and out-migration rates within Mexico?
2. Are the same effects identified when data from reported damages (i.e., perception data) is used?
3. Are there any differences on how the frequency of natural disasters may affect the rates of in-migration and out-migration?

4. **Theoretical framework**

   Migration is a complex demographic process, in which underlying forces intervene at various scales and levels, and is dependent on contextual factors (Massey, Arango, et al., 1993; Renaud, Bogardi et al., 2007; Laczko, 2010; Warner, 2010; Black, Adger et al., 2011; Renaud, Dun et al., 2011; Black, Arnell et al., 2013; Hunter, Luna et al., 2015). The act of migrating may be personal though the decision to migrate may be household-based. Likewise, the motivation to migrate may be purely income-based, though issues related to families’ incomes may include labor demand at destination, institutional and legal mechanisms that allow the transfer of monetary resources from one place to the other, the ability to cope under foreign circumstances, among others. Hence, migration is not an easy process to model.

   Lee’s view of the migratory process involves an origin, a destination, and an intervening set of obstacles. Among the set of intervening obstacles, the distance of the move is included (Lee, 1965). At origin, there may be a set of negative factors that may
push individuals to relocate; at the same time, there may be a set of positive features that may pull individuals to move in (idem). In that sense, the interaction between push and pull factors may act as the underlying force on how people distribute across space. Though one important distinction is that features may have different effects on different individuals. Lee explains that what may constitute pull factors for some, may represent a push factor for others (idem). Costs of relocation and social ties with previous migrants may have significant effects on how far individuals may move.

4.1. Which factors could potentially act as pull/push factors to model migration?

Proponents of theories of (mostly international) migration have outlined the main theoretical lines of thought from which migration processes could be modeled and explained. Some of these include the neoclassical economic approach (at macro and micro levels), which takes into account wage differentials between urban and rural areas as the main driver for migration (Massey et. al., 1993; Todaro, 1969; Harris and Todaro, 1970). A second theory refers to the new economics of migration, which assumes not only income maximization at the individual level but also risk reductions at the household level (Stark and Bloom, 1985 in Massey et. al., 1993). The new economics of migration theory is based on the premise that income sources diversification and insurance provisions could act as poverty reduction strategies. A third one refers to the dual labor market theory in which Piore (1979) argues that international migration is caused by the permanent demand of labor (Piore, 1979 in Massey et. al., 1993), which in other words argues in favor of cheap labor, a common immigrants’ characteristic, at the

1 Wage differentials theory could be applied within urban-urban contexts as well.
place of destination\textsuperscript{2}. In all three cases, the expectation of better incomes (for any applicable purpose) among migrants is a common denominator. As Todaro (1969) and Harris and Todaro (1970) suggest, the higher the difference between the current and the expected income is, the higher the probability a person would migrate (Todaro, 1969; Harris and Todaro, 1970). Therefore, it is possible to use income as a positive predictor to explain migration.

Related to income is the expectation of employment at destination. Usually well-developed and diversified economies may provide more labor opportunities to migrants than closed economies. Places active in all economic sectors, probably with higher levels of urbanization, may attract more migrants than those with limited economic options. Hence, size and economic diversification may have an explanatory effect to migration as well.

Levy and Wadycki (1974) observed a two-fold effect with respect to education and migration. On one hand, a decreased probability to out-migrate was observed as educational levels increased. However, an increasing trend toward out-migration was also observed when ‘expected’ educational opportunities at the place of destination were higher than the ones at the place of origin (Levy and Wadycki, 1974). Interestingly, the propensity to move longer distances increased among the most educated, and decreased among the least educated. One potential explanation is that the costs of moving are more affordable among the most educated than the rest (idem). In that sense, average educational attainment at places of destination could provide useful insights on the ‘expected’ educational opportunities for migrants.

\textsuperscript{2} However, these labor opportunities are always better than the ones available at the place of origin.
Specifically, for the Mexican context, unfortunately, violence is one factor that may play a significant role in terms of people’s mobility. Between 2006 and 2011, 1.6 million Mexicans have left their homes due to the ongoing drug violence and threats (Fausset, 2013 in Chi, et al., 2013). Fausset estimates that most of these individuals have left behind 20 “ghost pueblos”, to relocate in cities where access to jobs or services is unknown (idem). Therefore, the level of violence can act as a push factor in Mexico.

4.2. Where does the migration-natural disasters nexus come from? Can natural disasters explain migration?

There is global consensus among experts that human migration is connected to environmental change (Moriniere and Hamza, 2012). Moreover, it has been argued that environmental factors in the form of natural disasters, environmental change or environmental degradation, have a multiplier effect over other drivers of migration (Adamo and de Sherbinin, 2011; Warner, Ehrhart et. al., 2009). Prolonged water-stress combined with high-temperature events such as in droughts, as well as floods from excess rainfall, tsunamis provoked by tectonic plates moving, or destructive winds from hurricanes or tornadoes are some examples of natural disasters associated to human migration.

Within the environmental migration literature, natural disasters are often referred to as ‘rapid onset hazards’ (Renaud, Dun, et al., 2011). Though depending on the hazard, the duration of these events may range from minutes (earthquakes) to weeks (frost events). The way in which natural hazards are often related with human migration is that

---

3 Droughts are usually considered a special case (though still a hazard), associated with long-term adverse effects on many fronts: depletion of aquifers, land degradation, loss of biodiversity, among other long-term environmental effects.
they may act as triggers: before prolonged droughts, rain-fed agriculture fails, and farmers are left with limited choices on how to move forward; migration may be explored as an alternative option and remittances are considered as a source of livelihood (Munshi, 2003; Massey, Axinn, et al., 2010; Hunter, Murray, et al., 2013; Nawrotzki, Riosmena, et al., 2013; Hunter, Luna et al., 2015). Alternatively, devastating events such as hurricanes and flooding may cause irreparable damages to crops, assets, or production equipment that may force people to relocate (Winsemius, Jongman, et al., 2015). Overall, there is a strong likelihood that extreme weather and climatic events intensify and augment in frequency by 2050 (IPCC, 2013). Specifically, in the case of Mexico City, the earthquake in 1985 had an important effect on people’s distribution, who were deterred of moving to the city for some time (Izazola, 2004). The same effect was observed after the earthquake in Haiti, in 2010 (UN OCHA, 2011).

Environmental migration is often perceived as an adaptive response to changes in the environment (Cerrutti and Massey, 2001; Munshi, 2003; Saldaña- Zorrila, 2008; Massey, Axinn et al., 2010; Warner, 2010; Nawrotzki, Riosmena et al., 2015). However, it has also been argued that migration can be the result of non-adaptive mechanisms to changes happening at the places of origin (Laczko, 2010; Warner, 2010). Poverty is commonly associated as an impediment to cope with stressors, including natural hazards or other environmental changes. Evidence from 52 countries demonstrates that the poor are overexposed to droughts and urban floods (Winsemius, Jongman, et al., 2015). The inability to resist and act upon impacts due to economic hardship adds another layer of complexity when trying to understand migration. These social layers will not be studied here, but will be proposed as future lines of research.
4.3. Why Mexico?

Mexico has a long, well-documented history of migratory processes that have shaped the way the country is today. Internal migration has been the main demographic determinant on the distribution of population in Mexico within the XX century (Partida Bush, 2001). Almost 1 out of 100 individuals have crossed state-level boundaries to change his/her place of residence, at least once in their lifetime (idem). Partida Bush has observed this phenomenon in Mexico since 1950. Urban decentralization policies, insecurity, and natural disasters (to name a few) have contributed to reversed migration from cities into the countryside, or from the capital city to other small cities, at least in three different points in time: within 1970s, after the earthquake in 1985, and within the 1990s (Izazola, 2004; Massey, Durand et al., 2009; Pelaez Herreros, 2013).

Moreover, there is a well-established, traditional corridor of international migration from Mexico (and other Latin American countries) to the United States, and Canada (Massey, 1990; Reuveny, 2007; Massey, Durand et al., 2009). Approximately ~12 million Mexicans lived abroad by 2010 (Zapponi, 2010). Ninety-eight percent of these emigrants lived in the United States (idem). Almost 11.6 million people have crossed the border between Mexico and the United States making it one of the busiest global migration corridors (idem).

In that sense, the Bracero Program (Mexican Farm Labor Agreement) may bring some insight to this phenomenon. Implemented in 1942⁴, the Bracero Program was supposed to cover for the shortage of farm labor in agricultural lands in the United States during the Second World War. At the end of the war subsequent program extensions

---

⁴ Previous bilateral agreements between Mexico and the United States started as early as 1909, between presidents Diaz and Taft (Durand, 2007).
provided temporary manual and farm labor opportunities to Mexican farmers until 1964. When the Bracero Program ended, social and economic impacts felt negatively within rural Mexico, and lasted for several years (Durand, 2007). In this sense, understanding the history behind the Bracero program provides sufficient grounds to understand illegal immigration, social networks, and labor rights today.

Another important event in the history of Mexico-United States immigration was the Agrarian Reform promulgated in 1992, which modified the Mexican Constitution to allow for the liberalization and free trade of communal agricultural lands in Mexico (Schwartz and Notini, 1994; Audley, Papademetriou et al., 2004). Part of the motivation for the Agrarian Reform was to attract foreign investment into Mexican lands at the onset of the North American Free-Trade Agreement (NAFTA) (Audley, Papademetriou et al., 2004). However, this move felt negatively among smallholders and subsistence farmers. Many smallholders became land-insecure; another portion ended leaving the countryside in search for better opportunities elsewhere (internally, among Mexican urban areas; or internationally, mainly the US) (idem).

### 4.4. Previous work on migration-environment nexus in Mexico.

Understanding migratory processes and the linkages with climatic and other hazardous events has significant policy implications. There is an interesting line of research led by the Population Program at the University of Colorado Boulder that has taken into understanding international migration between Mexico and the United States driven by both changes in rainfall and temperature. Significant connections between changes in rainfall patterns and increasing temperatures and international migration were
found repeatedly using various data sources, including: census data from the Mexican Statistics Office, INEGI; survey data from the Mexican Migration Project\(^5\); weather-station data; DesInventar dataset of natural disasters\(^6\); as well as satellite imagery. One of the main findings was that the lack of rains and increased temperatures intensified international migration (Nawrotzki, Riosmena et al., 2013; Riosmena, Nawrotzki et al., 2013; Runfola, Romero-Lankao et al., 2013; Nawrotzki, Hunter et al., 2015; Nawrotzki, Riosmena et al., 2015).

Qualitative work has also been conducted in this respect. Saldaña-Zorrilla investigated smallholders’ coping mechanisms to natural disasters in small rural communities in Chiapas (Saldaña-Zorrilla, 2008). Similar anecdotal work was also conducted in rural communities from Tlaxcala and Chiapas (Alscher 2010); and in Oaxaca (Cohen 2004). International migration (mainly to the US) and rural-urban migration was found as one frequent coping mechanism after hazardous episodes in all the three studies.

Later on Saldaña-Zorrilla and Sandberg (2009) estimated that weather-related disasters have accounted for 80% of economic losses in the agricultural sector in Mexico since 1994. The authors argue this is a relevant finding since 25% of the population’s livelihood depend on agriculture (Saldaña-Zorrilla and Sandberg, 2009). In that sense, Feng and others were able to quantify these losses and tie them up with estimates on international migration flow: for each 10% in expected crop losses, there is a 2% increase of migrants to the United States (Feng, Krueger et al., 2010). The socioeconomic impact that internal migration may have in cities or other rural areas is not known to the author.

\(^6\) See http://www.desinventar.net/index_www.html
Though Runfola and others (2015) inspected the exposure to disastrous events considering a scenario of no migration, and then comparing it to the next quinquennial data source to estimate the exposure contribution. Overall, the level of exposure decreased with migration, which means that people moving out of hazardous-prone areas made areas less exposed, which was expected. However, an intensified movement toward cities increased exposure to natural disasters at hazardous-prone urban destinations. Therefore, the selection of urban destinations may not have been based on the probability of floods or droughts, but based on other (presumably) economic reasons (Runfola, Romero-Lankao et al., 2013). Rodriguez-Oreggia and others found that the presence of natural disasters in Mexico increases social vulnerability (Rodriguez-Oreggia, de la Fuente et al., 2013).

The literature shows that migration is a complex and multidimensional issue to model. However, there are some aspects that may help explain migration. In this study the main motivation is to test whether the frequency of natural disasters has influenced internal migration in Mexico. Previous work on this regard has proved a significant relationship between internal migration and natural disasters. This study will build upon previous work conducted by Saldaña-Zorrilla and Sandberg (2009), with two main differences: 1) the authors’ methodology will be applied toward internal migration, instead of international migration; and 2) data from 2010-2015 will be used. The same methodological framework will be applied.
5. Model Specification

Spatial Lag and Spatial Error models\(^7\) are proposed to best understand both rates of in and out migration at the municipal level. As Lee pointed out in his paper “Theory of Migration”, distance is one of the intervening obstacles to migration (Lee, 1965). In this sense, it is possible to assume that Tobler’s first law of geography\(^8\), which is the underlying principle of spatial models through the presence of spatial dependency (i.e. autocorrelation), can apply to study migration rates and how it is affected by the incidence of natural hazards. The main assumption is that contextual characteristics among neighboring units will act as either push or pull factors, which may influence the different rates of migration across space.

A similar methodology was proposed by Saldaña-Zorrilla and Sandberg (2009) to study the effect of natural disasters on emigration in Mexico, between 1990 and 2000, from which this study builds upon.

5.1. Spatial Lag model

The spatial lag model assumes spatial dependency by adding a “spatially lag” dependent variable \(y\) on the right-hand side of the equation. This model is adequate when predicted values of \(y_i\) are influenced by the values of the neighbors of \(i\) (Ward and Gleditsch, 2008). Spatial lag models are appropriate for continuous dependent variables. Following the notation of Anselin (Anselin, 1998), the spatial lag model can be expressed as:

\[ W y_i = \beta x_i + \mu_i \]

\(^7\) Anselin (1998), Schabernberger and Gotway (2005), Viton (2010) among others, refer to the Spatial Lag model as Spatial Autoregressive model (SAR). But in this paper, it will be referred to as Spatial Lag.

\(^8\) Waldo Tobler’s First Law of Geography (1979): “Everything is related to everything else, but near things are more related than distant things” (Viton, 2010).
\[ Y = \rho Wy + X\beta + \epsilon, \]
\[ \epsilon \sim N(0, \sigma^2 I) \]

Where \( I \) represents an identity matrix, and the \( N(0, \sigma^2 I) \) indicates that the errors follow a normal distribution with mean equal to zero and constant variance. When \( \rho \) is zero, the lag-dependent term is cancelled out, leaving the model under the Ordinary Least Squares (OLS) form. Though when \( \rho \) is not zero, it means that spatial dependency exists, and that non-random spatial observable interactions are present (Ward and Gleditsch, 2008).

### 5.2. Spatial Error model

In the case of spatial error models, the spatial dependency is accounted for through the error term. Instead of letting neighboring values to affect the values of \( y_i \), the spatial error model assumes the errors of the model to be spatially correlated. The spatial error model can be modeled directly following geostatistical principles, or by utilizing a spatial autoregressive process for the error term (Anselin, 2002). In this paper, the former approach is used as defined in Ward and Gleditsch (2008), by dividing the error term into two pieces: one error term that assumes no spatial correlation and satisfies the normal assumption \( (\epsilon) \), and another component \( (\xi) \) that includes the spatial dependency. The parameter \( \lambda \) indicates the level of correlation between error components, incorporating also the relationship defined by the contiguity (or neighbors) matrix. The spatial error model can be therefore expressed as

\[ y = X\beta + \lambda W\xi + \epsilon, \]
\[ \epsilon \sim N(0, \sigma^2 I) \]
If there is no spatial correlation between error components, then the parameter $\lambda$ equals zero, and the model behaves as a regular OLS. Though, if the parameter $\lambda$ is not zero, then a pattern of spatial dependence between the errors of connected observations is present. Moreover, having $\lambda$ with a non-zero value could be the result of other processes happening such as misspecifications of the model, omitted variables that are spatially clustered too, or other unexplained effects (Ward and Gleditsch, 2008; Schabenberger and Gotway, 2005).

The main difference between Spatial Lag and Spatial Error models is that in the former case the spatial dependency has an effect on the predicted values; whereas in the spatial model the observations are related through unexplained factors (i.e. error term), which for some unknown reason, are correlated in space (Ward and Gleditsch, 2008). Since there is no effect on the coefficients, using OLS estimates in place of Spatial Error coefficients is inefficient, though not necessarily incorrect. However, using reported standard error terms from OLS is erroneous (Anselin, 2002; Ward and Gleditsch, 2008).

5.3. Spatial Neighbors

Both Spatial lag and Spatial error models take municipalities as the unit of analysis. Municipalities are areal units of unequal size with sharing borders. Choosing the neighboring criteria is the first step toward identifying spatial patterns (Bivand, et. al., 2008). Given the difference in sizes and non-constant number of neighboring units, a queen-style contiguity matrix was created to illustrate the association among observations. This style of contiguity is met when “at least one point on the boundary of one polygon is within the snap distance of at least one point of its neighbor” (idem). This
means that all potential points of contact for each unit will be considered as neighbors, regardless of the extent of that contact (i.e. if it is just a point, or the whole border-line). First-order contiguity neighbors (i.e. queen 1) matrix is used as the neighboring parameter for spatial modeling (see figure 1).

5.4. Spatial Weights

A row-standardized weighting scheme was preferred in this study. What this means is that the share of the weights depends on the number of neighboring units, per unit of analysis. Units with few neighbors will have higher standardized weights than units with many neighbors (Bivand et.al., 2008).

5.5. Spatial Autocorrelation

Spatial Autocorrelation can be defined as “the coincidence of value similarity with locational similarity” (Anselin and Bera, 1998 in Viton, 2010). Positive spatial autocorrelation means that values tend to cluster together, whereas negative spatial autocorrelation means that values are surrounded by significantly different values (idem). The assumption of spatial autocorrelation is the essence of spatial modeling. Therefore, suitable tests are needed in order to confirm these spatial patterns. Moran’s I was the preferred statistic to test for spatial autocorrelation following Anselin (2003), Bivand, et. Al. (2008), Ward and Gleditsch (2008); Viton (2010) examples.
5.6. Caveats and limitations

Spatial regression models inherit the same underlying assumptions as linear regression models. For instance, the assumption of no collinearity needs to be observed closely. Predictors need to be independent of each other, without inherent linear relationship among factors (e.g. regressing age against year of birth), or exceeding the convened number of dummy variables as predictors (Berry, 1993). In this sense, the variance inflation factor (VIF) will be calculated at a threshold value = 5 among all potential variables to test for collinearity (Agresti and Finlay, 2009).

In terms of the assumption of no correlation between the error term and each independent variable, there is one situation that Berry (1993) refers to as a potential factor that violates this assumption: reciprocal causation. Reciprocal causation happens when the dependent variable influences one or more of the independent variables (Berry, 1993). This assumption could be violated in this study. As stated before, migration is a complex, multi-dimensional process. In this sense, it is possible that the presence or absence of internal migrants may have an influence among contextual processes –for
example, highly educated in-migrants may contribute with the average income level of a given unit; at the same time, average income levels, as a proxy of expected average income, usually act as a pull factor (Harris and Todaro, 1970). Then the relationship between in-migration and average income can be reciprocal. In this paper, this issue is acknowledged and assumed to be minimal by studying migration as an aggregate phenomenon (i.e. at the municipal level) and by modeling rates of in and out migration, rather than migration volumes.

A third assumption is the fact that the selection of independent variables is correctly defined, and based on a sound theoretical framework (Berry, 1993). In this respect, the theory was followed to highlight the main social and economic dimensions to test against rates of in and out-migration. These dimensions were represented by proxy variables, available to the researcher by the time of this study. It is possible that other, more appropriate metrics exist and were either overlooked or not available for the time frame and/or aggregation level of the study. In this sense, this assumption could be violated, and could be a limitation of the study findings.

Another assumption of the linear regression is that the variance of the error term $\epsilon_i$ is constant among all observations. When the error terms present clustering or identifiable patterns, the assumption is violated; this is known as heteroskedasticity. Kaufman (2013) mentions three common situations where heteroskedasticity is commonly present: 1) when analyzing an aggregate dependent variable; 2) when making comparisons among social groups; 3) when the distribution of the dependent variable is far from the symmetric and bell-shaped distribution (Kaufman, 2013). This study uses aggregates as dependent variables; therefore, heteroskedasticity is possible, and is an
acknowledged limitation in this regard. To correct for #3, both in and out-migration rates (i.e. the dependent variables) have been log-transformed to normalize their distributions, though they do not resemble the normal curve, strictly speaking. Kaufman’s point #2 is not applicable in this study.

Stationarity is an underlying assumption among spatial autoregressive models. Stationarity means that the statistical processes are global and do not depend on individual locations (Schabenberger and Gotway, 2005). In that sense, under stationarity, it is expected that the mean and variance of a variable remains constant as locations change within the overall area of study. It also assumes that the correlation between any two locations depends only on the vector that separates them, and not on their exact locations in space (Krivoruchko, n.d.). When this assumption is violated, non-stationarity happens. Non-stationarity is a common feature of many spatial processes (Schabenberger and Gotway, 2005), and may be indicative of other, more efficient ways to model data – for example, using geographic weighted regressions (GWR), or other probabilistic models. In this study, the use of GWR was not explored, though will be proposed as an additional line of research.

Finally, the difference in sizes and the nature of boundaries among municipalities may constitute a limitation in regards to the Modifiable Areal Unit Problem (MAUP). The MAUP happens by the “imposition of artificial units of spatial reporting on continuous geographical phenomena resulting in the generation of artificial spatial patterns” (Heywood, 1988, in Ervin, 2016). MAUP constitutes another limitation when individual-level data is scaled-up toward municipal level aggregation.
6. Data sources and variable construction

A description of each variable, its data source, the acronym used during analysis, and its corresponding transformations are explained below.

2) $\text{ln}_{-}\text{INRATE}/ \text{ln}_{-}\text{OUTRATE}$- these two variables represent the dependent variables, and refer to log-transformations of both in-migration and out-migration rates in Mexico, for the period 2010-2015. Both migration rates were calculated using the question of place of residence 5-years ago from INEGI’s Encuesta Intercensal extended questionnaire in Mexico, in 2015$^9$. Using weighted factor values from micro-data, it was possible to calculate the internal migration matrix. This study followed the approach and methodology from the Centro Latinoamericano y Caribeño de Demografía CELADE’s Internal Migration in Latin America and the Caribbean (MIALC) database$^{10}$ to calculate the internal migration matrix and internal migration rates (CELADE, 2016). This methodology excludes people living abroad five years ago and currently living in Mexico (i.e. immigrants). Likewise, this methodology uses residents calculated from the matrix for both years as the denominator, instead of total populations figures. Equations to calculate number of residents in both years as well as those used to calculate in-migration and out-migration rates are presented below.

$$\text{Residents}_{2010} = \text{not migrants} + \text{out} - \text{migrants}_{2010-2015}$$

---

$^9$ This question excludes children under five years of age.

$^{10}$ For more information, see http://www.cepal.org/celade/migracion/migracion_interna/
Residents\textsubscript{2015} = not migrants + in – migrants\textsubscript{2010–2015}

\[
\text{In – migration rate} = \frac{\text{in – migrants}\textsubscript{2010–2015}/5}{(\text{residents}\textsubscript{2010} + \text{residents}\textsubscript{2015}/2)} \times 1000
\]

\[
\text{Out – migration rate} = \frac{\text{out – migrants}\textsubscript{2010–2015}/5}{(\text{residents}\textsubscript{2010} + \text{residents}\textsubscript{2015}/2)} \times 1000
\]

Not migrants represent the population who lived in the same place of residence 5 years ago during enumeration. Not migrants are the individuals placed at the ‘diagonal’ within the migration matrix. In-migrants \textsubscript{2010-2015} refer to the count of individuals who currently live at the place of enumeration, and did not live there 5 years ago. Out-migrants \textsubscript{2010-2015} refer to the count of individuals who left their residences 5 years ago, by place of origin. The calculation of out-migrants is possible because individuals who relocated within this 5-year period also replied to the question “in which municipality did you live 5 years ago?”.

The reason why the volume of in/ out-migrants is divided by five in the numerator is because both migration rates are calculated in an annual basis, which assumes a constant distribution of migrants among the five-year period. Likewise, the reason why the volume of residents in 2010 and 2015 is divided by two in the denominator is because it estimates the resident population as a middle point between both years.

Internal migration is modeled separately (as in and out-migration) because of theoretical purposes. The same contextual factors may affect both groups differently—for example, the incidence of flooding may act as a push factor for out-migrants whereas the
same phenomena may not have any effect on in-migration. In order to capture these
differences, these groups need to be differentiated and modeled separately.

2) \text{ln\_ECONEST} - this variable refers to the log-transformation of the total
number of economic establishments registered under INEGI’s National Inventory of
Economic Units (DENUE), 2011-2015. Economic establishments comprise primary,
secondary and tertiary economic activities between the period 2011-2015. This variable
was included following Lee’s hypothesis relating volumes of migration with the size of
the economy (Lee, 1965). A more appropriate measure could have been average GDP,
however this metric was not available at the municipal level.

3) \text{ln\_INCOME} - this variable refers to the log-transformation of the average
income in 2010, at the municipal level. This variable was downloaded from the National
Institute toward Federalism and Municipal Development (INAFED)’s website in March
2016, though the data was authored (probably because of some processing) by the United
Nations Development Programme (UNDP) to calculate the Human Development Index
(HDI) at the municipal level. This variable was included in this study as part of Harris
and Todaro’s assumption of \textit{expected income} as the pull factor for in-migrants (Harris

4) \text{EXPSCHOOLI} - this variable pertains to the \textit{expected} years of education in a
municipality, given the average age of the population in 2010. Similar to \textit{ln\_INCOME},
this variable is used as input for the HDI. The data was downloaded from INAFED’s
website too. This variable was not log-transformed because the distribution of the
original data was better than the log-transformed one.
5) ln_FLOODS, ln_FROST, ln_EQK, ln_RAIN, ln_HURR, ln_ALLHAZARDS-
these variables constitute the log-transformation of the count of disastrous events
classified as emergencies from the Sistema Nacional de Protección Civil from 2011 to
2015. The data was obtained from official records declaring state of emergency from
various disasters. The records are available at the municipal level, and can be accessed on
the Fondo Nacional de Desastres (FONDEN)’s website. These records were manually
entered in a spreadsheet for further processing and analysis.

• ln_FLOODS: log-transformation of flooding events
• ln_FROST: log-transformation of frost, hail and snow storm events
• ln_EQK: log-transformation of earthquakes and landslides events
• ln_RAIN: log-transformation of heavy rains, tropical storm events
• ln_HURR: log-transformation of hurricanes, strong wind events
• ln_ALLHAZARDS: log-transformation of the sum of all of the above

6) PDROUGHT, PFROST, PHURR, PEQK, PFLOOD-
these variables constitute a separate set of disaster-related variables, and refer to the percentage or rural
localities that presented any damages due to drought, frost, hurricanes, earthquakes, and
flooding (as listed respectively in the header) for any given municipality between the
period 2010 and 2015. This data was obtained as part of INEGI’s preliminary fieldwork
toward the 2015 Encuesta Intercensal in Mexico. A potential source of bias with this data
is that it represents the views or perception of key informants within rural localities.
Similarly, the fact that it only illustrates potential damages at rural locations limits the
analysis within rural municipalities only (n= 840 municipalities, 34.35%)

• PDROUGHT: % rural localities with damages from droughts between 2010-2015
• **PFROST**: % rural localities with damages from frost, hair or snow storms between 2010-2015

• **PHURR**: % rural localities with damages hurricanes between 2010-2015

• **PEQK**: % rural localities with damages from earthquakes between 2010-2015

• **PFLOOD**: % rural localities with damages from floods between 2010-2015

There were other variables considered during the analysis but eventually dismissed because they were not significant and affected the model negatively:

**ln_PINV** - log-transformation of the average public investment, in USD, in 2013. This data was obtained from Finanzas Publicas Municipales, INAFED, 2013.

**Ln_VDEATH** - log-transformation of the percentage of violent deaths respect to all deaths in 2013. Theoretically speaking, this variable was relevant because of the security issues that prevail in Mexico currently. Surprisingly, it had to be dismissed during the analyses due to its lack of significance.

**AVGSCHOOLI** - average number of years at school in the municipality. This variable was downloaded from INAFED’s website in March 2016, though the data was authored (probably because of some processing) by the United Nations Development Programme (UNDP) to calculate the Human Development Index (HDI) at the municipal level.

**PCURBAN** - percentage of the population living in urban areas. This data was obtained from INEGI’s Encuesta Intercensal extended questionnaire in Mexico (2015), was and calculated using tables depicting the distribution of the population by size of the settlement. INEGI’s definition of urban (settlements with population equal to or higher
than 2500 are considered urban) was used during this calculation. However, when integrated into the model it was not significant, and was therefore dismissed.

**AREA**—Using INEGI’s latest geo-statistical framework (2014) as shapefile, the areal extent in km2 was calculated using ArcMap 10.3. The inclusion of this variable was assumed to control for potential MAUP problems, or account for the differences in units’ sizes. Contrary to what was expected, this variable hindered the overall performance of the model; therefore, it was dismissed.

**6.1. Data descriptives**

The spatial distribution of in-migrants and out-migrants in Mexico depict identifiable patterns. In terms of in-migration, the areas concentrated on the South West and some on the central-north show less than average rates (<-.50 standard deviations); whereas municipalities concentrated along the border with the United States, along with Los Cabos, Cancun, and areas close to the main metropolitan areas: Mexico City, Monterrey and Guadalajara, depict higher than average in-migration rates. With respect to out-migration, the above-average rates are observed among the northern municipalities, and some along the east coast, including again areas close to the main metro areas. Below-average out-migration is mostly concentrated on the central areas, and within Tehuantepec’s isthmus. See figure 2.
Figure 2 In-migration rate (above) and out-migration rate (below) in Mexico, annual average between 2010 and 2015.

Figure 3 Histograms of log-transformed variables: in-migration rate (left) and out-migration rate (right) in Mexico.
After logarithmic transformations, the variables ln_OUTRATE, ln_INRATE, and ln_ECONEST depict ‘close-to’ normal bell-shaped distributions; which is what was expected and needed to run the model (see figure 3). EXPSCHOOLI’s histogram shows a some of the observations with values close to zero. The values not close to zero follow a bell- shape curve. In terms of ln_INCOME, some outliers with values close to zero can be identified, though most of the data observations lie between ln values 8 and 10. The least normal-shaped is the variable ln_ALLHAZARDS, with the majority of the observations equal to zero (see figure 4).

Logarithmic transformations of values equal to zero were not log-transformed; instead, were instantly assumed ‘zero’. This strategy was made in order to avoid transformed values equal to infinity, similar to what Saldaña-Zorrilla and Sandberg did (2009).

![Figure 4](image1.png)  
**Figure 4** Histograms of log-transformed variables: income, 2010 (left) and economic establishments 2010-2014 (right).

![Figure 5](image2.png)  
**Figure 5** Histograms of log-transformed variables: expected average schooling 2010 (left); and frequency of total hazards 2011-2015 (right).
There is an interesting difference to observe in terms of the spatial distribution of hazardous events. Municipalities colored in red represent actual hazardous instances classified as state of emergency by Mexican authorities between 2011 and 2015. Municipalities colored in green refer to the percentage of rural localities within municipalities, where damages from hazardous events were reported by key informants between 2010 and 2014. Even though the time frames are shifted for a year, the differences are comparable, and still significant. Interviews may be capturing all levels of the ‘damages’ spectrum, whereas data from Mexican authorities is focusing only on the events with the greatest impact, or highest intensity. Therefore, it would be interesting to test the same model with both types of variables, to see whether results can be validated. One important difference is the data based on interviews are only applicable to rural localities, potentially biasing results at municipalities within a mixture of urban and rural localities. In that sense, the interview data has an important limitation in that respect. See figures 6, 7, 8, 9 and 10 for all hazard-related maps.

**Figure 6** Frequency of earthquakes (left) from National System of Civil Protection 2011-2015; and percentage of localities with reported damages from earthquakes (right) from INEGI’s 2015 Inter-census survey 2010-2014.
Figure 7 Frequency of hurricanes (left) from National System of Civil Protection 2011-2015; and percentage of localities with reported damages from hurricanes (right) from INEGI’s 2015 Inter-census survey 2010-2014.

Figure 8 Frequency of flooding events (left) from National System of Civil Protection 2011-2015; and percentage of localities with reported damages from flooding events (right), from INEGI’s 2015 Inter-census survey 2010-2014.

Figure 9 Frequency of frost, hail and snow storm events (left) from National System of Civil Protection 2011-2015; and percentage of localities with reported damages from frost, hail and snow storm events (right), from INEGI’s 2015 Inter-census survey 2010-2014.
7. Methodology

The analysis starts with the log-transformation of the variables of interest, depending on the overall distribution. Subsequently, the Variance Inflation Factor (VIF) is calculated using Marcus Beck’s algorithm to estimate the VIF incorporating the stepwise function. This functionality allows re-calculating the VIF as variables are dropped out due to collinearity. A threshold value of 5 was used, and three different scenarios were tested:

1) Dependent variables + socio-economic variables + set of disastrous events, entered separately.

2) Dependent variables + socio-economic variables + sum of disastrous events.

3) Dependent variables + socio-economic variables + set of damages from disasters, based on perception.

Once the definitive, independent variables were identified—which are the same explained in the “Data sources and variable construction” section--, Ordinary Least Square (OLS) linear regressions were performed. The stepwise function for linear

---

11 For more information, see https://beckmw.wordpress.com/2013/02/05/collinearity-and-stepwise-vif-selection/
regression models in R was run to identify the variables that constituted best possible fit. In most cases, the stepwise function did not include the variables of interest (i.e. variables of disastrous events) as part of the final model. Since these are the variables to test in the analysis, these were manually included later on, so that the final models accounted for these variables, even if they did not contribute to the overall fitness—which in this case is treated as a result of the study. In this sense, six linear models resulted for further testing.

**In-migration OLS models:**

\[
\text{IN1} \rightarrow \quad \ln(I_{INRATE}) = \ln(I_{INCOME}) + \ln(ECONEST) + \text{EXPSCHOOLI} + \ln(FLOOD) + \ln(FROST) + \ln(HURR) + \ln(RAIN) + \ln(EQK)
\]

\[
\text{IN2} \rightarrow \quad \ln(I_{INRATE}) = \ln(I_{INCOME}) + \ln(ECONEST) + \text{EXPSCHOOLI} + \ln(_ALLHAZARDS)
\]

\[
\text{IN3*} \rightarrow \quad \ln(I_{INRATE}) = \ln(I_{INCOME}) + \ln(ECONEST) + \text{EXPSCHOOLI} + \text{PDROUGHT} + \text{PFROST}
+ \text{PHURR} + \text{PEQK} + \text{PFLOOD}
\]

* This model is only tested among 840 municipalities (34.35% of Mexican municipalities)

**Out-migration OLS models:**

\[
\text{OUT1} \rightarrow \quad \ln(I_{OUTRATE}) = \ln(I_{INCOME}) + \ln(ECONEST) + \text{EXPSCHOOLI} + \ln(RAIN) + \ln(FROST)
\]

\[
\text{OUT2} \rightarrow \quad \ln(I_{OUTRATE}) = \ln(I_{INCOME}) + \ln(ECONEST) + \text{EXPSCHOOLI} + \ln(_ALLHAZARDS)
\]

\[
\text{OUT3**} \rightarrow \quad \ln(I_{OUTRATE}) = \ln(I_{INCOME}) + \ln(ECONEST) + \text{EXPSCHOOLI} + \text{PDROUGHT} + \text{PFROST}
+ \text{PHURR} + \text{PEQK} + \text{PFLOOD}
\]

** This model is only tested among 840 municipalities (34.35% of Mexican municipalities)
Residual plots were conducted in order to identify potential patterns among residuals, as well as influential observations that could be biasing the results. Bonferroni’s outlier test was also conducted in order to identify potential outliers. As a result of this screening, the variable ln_PINV (originally considered) was excluded, and a total of 12 outlier observations were dismissed from the analysis. OLS modeling was run again under these new considerations (see final residual plots in Annex 1).

Studentized Breusch-Pagan (BP) tests were conducted in all six instances to test for heteroskedasticity. As it can be seen in tables 1 and 2, as well as with the residual plots in Annex 1, the BP test is highly significant, which confirms the strong presence of heteroskedasticity in all six models. The literature proposes various alternatives to correct for this, and running linear models with robust standard errors is one of them (Berry, 1993; Kaufman, 2013). However, part of the spatial modeling process wants to incorporate heteroskedastic residuals to see whether the spatial lag component can explain (some) the excess variance in the residuals; or to model these errors spatially. Therefore, heteroskedasticity was not corrected in OLS models.

The next step is to test for spatial autocorrelation through the Moran’s I statistic. As it can be seen in tables 1 and 2, models IN1, IN2, OUT1, and OUT2 present positive and significant spatial autocorrelation—and this what was expected. Unfortunately, models IN3 and OUT3 could not go further down the analysis given that a significant portion of the 840 rural municipalities do not share borders with any other unit –they are isolated units in space. Therefore, the contiguity matrix cannot be built, so spatial analysis cannot be conducted in these two cases.
After spatial autocorrelation is confirmed, all four Lagrange Multiplier tests (LM tests) were conducted, in order to select the adequate spatial model (either Spatial lag or Spatial error models), following Anselin’s (2003) methodology. Tables 1 and 2 provides the results in all four cases, as well as coefficient estimates, AIC values and the Studentized Breusch-Pagan tests values with residuals from spatial modeling.

8. Results

In-migration rates

When comparing all three OLS models, ln_INCOME, ln_ECONEST, and EXPSCHOOLI are all highly significant. The order of magnitude of these coefficients among all three models does not change drastically. Only ln_RAIN and ln_FROST were significant in IN1-OLS, and no disastrous variables were significant for IN2-OLS and IN3-OLS. All three OLS models are highly heteroskedastic (see table 1). IN1 and IN2 present significantly positive spatial autocorrelations with Moran’s I statistics of ~0.33 in both cases.

Moving on to the spatial models, IN1-spatial provides a better fit than IN1-OLS with an AIC = 4246 and log likelihood = -2112, compared to AIC = 4796; log likelihood = -2388 from IN1-OLS. Likewise, IN2-spatial provides a better fit than IN2-OLS with an AIC = 4240 and log likelihood = -2113, compared to an AIC = 4806 and log likelihood = -2397 from IN2-OLS. In both cases, the spatial model provided a better fit for the data than OLS.

Following the methodology from Anselin (2002) and Anselin (2003) in regards to model selection from LM testing, a spatial error model for IN1 and a spatial lag model for IN2 were conducted. In the case of IN1-spatial, the significant effect of lambda
responds to the clustering effect of errors in the model. However, the BP test conducted with residuals from IN1-spatial indicates the presence of other unexplained error patterns happening as well inside the model (BP test = 18.28).

In terms of the effects of the coefficients, the signs and levels of association were as expected in regards to the variables ln_INCOME and EXPSCHOOLI. For each logarithmic unit increase in average income as well as expected schooling years, the rate of in-migration increases as well\footnote{In this study I will not make reference of exact coefficients in the results because the interpretation is too convoluted. The interest is mostly to show association among proxy variables to relevant socio-economic dimensions related to in and out-migration, as well as with the presence of hazardous events.}. The decreasing effect of ln_ECONEST is contrary to what was expected. This variable was introduced as a proxy for size of local economy; therefore the expectation was a positive relationship. In this sense, it is possible that this metric is measuring other economic dimension related to the sectorization of economic establishments rather than the actual size of the economy in the municipality. In terms of hazardous variables, only ln_FROST was significant and with a negative sign, which is in agreement to what is expected in a risky scenario: for each logarithmic unit increase in frost, hail or snow storm event, the rate of in-migration decreases. The rest of the hazardous variables did not present significant effects.

In regards to IN2-spatial (spatial lag model), the significant positive effect of rho is indicative of a spatial dependence inherent in the data. A portion of the error term remains unexplained, as shown in the result from the BP test (BP test = 13.33). IN2-spatial provides a better explanatory fit than IN1-spatial, as shown in both AIC and log likelihood scores (see table 1). The effect of variables ln_INCOME, EXPSCHOOLI and ln_ECONEST are very similar to the ones from IN1-spatial. In addition, the variable ln_ALLHAZARDS presents a significant coefficient with a negative sign, which
corresponds to the expectation: for each logarithmic unit increase in any hazardous event classified as emergency, the rate of in-migration to that place decreases.

Table 1 Summary results for in-migration rate modeling

<table>
<thead>
<tr>
<th>Parameter</th>
<th>OLS</th>
<th>Spatial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IN1</td>
<td>IN2</td>
</tr>
<tr>
<td>Rho</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lambda</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Intercept</td>
<td>-6.520***</td>
<td>-6.313***</td>
</tr>
<tr>
<td>ln_INCOME</td>
<td>0.8662***</td>
<td>0.8269***</td>
</tr>
<tr>
<td>ln_ECONEST</td>
<td>-0.116***</td>
<td>-0.109***</td>
</tr>
<tr>
<td>Expschooli</td>
<td>0.1039***</td>
<td>0.1132***</td>
</tr>
<tr>
<td>ln_FLOOD</td>
<td>-0.1070</td>
<td>-</td>
</tr>
<tr>
<td>ln_FROST</td>
<td>-0.0847*</td>
<td>-</td>
</tr>
<tr>
<td>ln_RAIN</td>
<td>0.1202****</td>
<td>-</td>
</tr>
<tr>
<td>ln_HURR</td>
<td>0.1403</td>
<td>-</td>
</tr>
<tr>
<td>ln_EQK</td>
<td>0.2269</td>
<td>-</td>
</tr>
<tr>
<td>ln_ALLHAZARDS</td>
<td>-</td>
<td>0.02186</td>
</tr>
<tr>
<td>Pdrought</td>
<td>-</td>
<td>0.00070</td>
</tr>
<tr>
<td>Pflood</td>
<td>-</td>
<td>0.00070</td>
</tr>
<tr>
<td>Pfrost</td>
<td>-</td>
<td>0.00037</td>
</tr>
<tr>
<td>PHurr</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PEQK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Adj R²</td>
<td>0.3111</td>
<td>0.3069</td>
</tr>
<tr>
<td>F-statistic</td>
<td>139***</td>
<td>271.6***</td>
</tr>
<tr>
<td>LR test</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AIC</td>
<td>4796.1</td>
<td>4806.9</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-2388.061</td>
<td>-2397.466</td>
</tr>
<tr>
<td>Breusch-Pagan test</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moran’s I</td>
<td>0.3318***</td>
<td>0.3391*</td>
</tr>
<tr>
<td>Lagrange Multiplier</td>
<td>703.08***</td>
<td>725.99***</td>
</tr>
<tr>
<td>LM-lag</td>
<td>650.01***</td>
<td>656.73***</td>
</tr>
<tr>
<td>LM- Robust error</td>
<td>70.662***</td>
<td>81.966***</td>
</tr>
<tr>
<td>LM- Robust lag</td>
<td>17.6***</td>
<td>12.705***</td>
</tr>
</tbody>
</table>

+ P-value < 0.10, * P-value < 0.05, ** P-value < 0.01, *** P-value < 0.001
Table 2. Summary results for out-migration rate modeling

<table>
<thead>
<tr>
<th>Parameter</th>
<th>OLS</th>
<th>Spatial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OUT1</td>
<td>OUT2</td>
</tr>
<tr>
<td>Rho</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lambda</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Intercept</td>
<td>-2.488***</td>
<td>-2.491***</td>
</tr>
<tr>
<td>ln_INCOME</td>
<td>0.3967***</td>
<td>0.3950***</td>
</tr>
<tr>
<td>ln_ECONEST</td>
<td>-0.045***</td>
<td>-0.048***</td>
</tr>
<tr>
<td>EXPSCHOOLI</td>
<td>0.00841***</td>
<td>0.00847***</td>
</tr>
<tr>
<td>ln_FLOOD</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ln_FROST</td>
<td>0.1710***</td>
<td>-</td>
</tr>
<tr>
<td>ln_RAIN</td>
<td>0.1658***</td>
<td>-</td>
</tr>
<tr>
<td>ln_HURR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ln_EQK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ln_ALLHAZARDS</td>
<td>-</td>
<td>0.1917***</td>
</tr>
<tr>
<td>PDROUGHT</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PFLOOD</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PFROST</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PHURR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PEQK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Adj R²</td>
<td>0.1159</td>
<td>0.1258</td>
</tr>
<tr>
<td>F-statistic</td>
<td>65.07***</td>
<td>88.96***</td>
</tr>
<tr>
<td>LR test</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AIC</td>
<td>5262</td>
<td>5233.3</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-2623.978</td>
<td>-2610.636</td>
</tr>
<tr>
<td>Heteroskedasticity</td>
<td>77.219***</td>
<td>83.218***</td>
</tr>
<tr>
<td>Breusch-Pagan test</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moran’s I</td>
<td>0.2284***</td>
<td>0.2284***</td>
</tr>
<tr>
<td>Lagrange Multiplier</td>
<td>329.28***</td>
<td>304.55***</td>
</tr>
<tr>
<td>(LM) error</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LM-lag</td>
<td>327.96***</td>
<td>306.73***</td>
</tr>
<tr>
<td>LM- Robust error</td>
<td>6.7621***</td>
<td>5.1132*</td>
</tr>
<tr>
<td>LM- Robust lag</td>
<td>5.4447*</td>
<td>7.2912**</td>
</tr>
</tbody>
</table>

+ P-value < 0.10, * P-value < 0.05, ** P-value < 0.01, *** P-value < 0.001

Out-migration rates

When looking at all three OLS models, OUT1 and OUT2 present similar scores for ln_INCOME, ln_ECONEST, and EXPSCHOOLI. Interestingly, only ln_INCOME is significant in OUT3. Similar to IN1-OLS, only ln_RAIN and ln_FROST are significant in OUT1. However, the ln_ALLHAZARDS coefficient is highly significant in OUT2, and all variables related to potential (or perceived) damages from hazards are significant.
in OUT3, except for PEQK. Similar to OLS models for in-migration, all three OLS out-migration models are highly heteroskedastic (see table 2). OUT1 and OUT2 present significantly positive spatial autocorrelations with Moran’s I statistics of ~0.22 in both cases.

Moving on to the spatial models, the OUT1-spatial model provides a better fit than OUT1-OLS with better AIC and log likelihood scores. A similar situation can be depicted in OUT2-spatial compared to OUT2-OLS (see table 2). In both cases, the spatial modeling provided a better fit for the data, accounting for clustering patterns in the error term.

Following the same methodology mentioned for in-migration modeling (Anselin, 2002; Anselin, 2003), OUT1-spatial resulted in a spatial error model, and OUT2-spatial resulted in a spatial lag model.

Similar to coefficient results for in-migration modeling, the signs for ln_INCOME and EXPSCHOOLI are positive, as expected. And in this case, the decreasing effect of ln_ECONEST resulted as expected: for each logarithmic unit increase in the number of economic establishments, out-migration rate decreases. However, the effect —although not really clear given all the data transformations performed to fit in the model—is quite low. In terms of hazardous variables, the same ln_FROST and ln_RAIN are significant and with the expected signs (i.e. positive).

In regards to OUT2-spatial (spatial lag model), the significant positive effect of rho is indicative of a spatial clustering; this result is similar for IN2-spatial. However, the model is still heteroskedastic with a significant P-value in the BP-test (BP-test = 104.54). Similar effects as in OUT1-spatial for ln_INCOME, EXPSCHOOLI, and ln_ECONEST
are also found in OUT2-spatial. Moreover, the variable ln_ALLHAZARDS is also significant for OUT2-spatial.

The spatial lag model (i.e. IN2-spatial for in-migration, and OUT2-spatial for out-migration) with the ln_ALLHAZARDS variable proved to have better fit, overall.

Now, rigorously speaking, in the presence of significant P-values on BP tests (i.e. that is, in the presence of unexplained variances in the error term that are not accounted for in the spatial lag or spatial error term), one suggestion is to conduct alternative modeling such as Geographic Weighted Regressions (GWR) (Bivand, et al., 2008). However, as Bivand et al. (2008), Schabenberger, O. and Gotway (2005), Krivoruchko, K. (n.d.) and others have pointed out, GWR is an exploratory data analysis technique, not a regression model. Explorations on the application of GWR on this topic, although interesting, are outside of the scope of this study. In that sense, even though the resulted spatial models in all four cases present significant heteroskedasticity (and potentially non-stationarity), no further modeling will be conducted.

8.1. Comparing both in-migration and out-migration models

Table 3 shows a summary of the results from the best fitting models for in-migration and out-migration rates. It is interesting to see how income (ln_INCOME) has an important effect on in-migration, compared to estimates from out-migration model. This result is in line with what Harris and Todaro (1970), Lee (1965), Massey et al. (1993) refer to in terms of expected income as one of the main drivers for migration. Expected income acts as a pull factor for in-migrants in Mexico.
Table 3 Summary table of resulting spatial models, comparing the effects on in-migration and out-migration rates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IN2-spatial</th>
<th>OUT2-spatial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rho</td>
<td>0.58449*</td>
<td>0.40483*</td>
</tr>
<tr>
<td>Intercept</td>
<td>-6.2476***</td>
<td>-2.1008***</td>
</tr>
<tr>
<td>ln INCOME</td>
<td>0.92650***</td>
<td>0.27123***</td>
</tr>
<tr>
<td>ln ECONEST</td>
<td>-0.1062***</td>
<td>-0.0262*</td>
</tr>
<tr>
<td>EXPSCHOOLI</td>
<td>0.032381*</td>
<td>0.07353***</td>
</tr>
<tr>
<td>ln ALLHAZARDS</td>
<td>-0.05272+</td>
<td>0.12450***</td>
</tr>
<tr>
<td>RMSE (residuals)</td>
<td>0.5532589</td>
<td>0.6587318</td>
</tr>
</tbody>
</table>

+ P-value < 0.10,  * P-value < 0.05, ** P-value < 0.01, *** P-value < 0.001

The effect of ln ECONEST is inconclusive. The negative effect for out-migration is as expected, but the level of magnitude is less than with in-migration. Hence, this variable may be measuring an unexplained dimension other than size of the local economy, in the case of in-migration.

In terms of EXPSCHOOLI, the effect of the coefficient may be tricky. The variable refers to the average of expected years at school, which refers to a probable scenario, given the current age structure in the municipality. It does not refer to the actual average years at school\(^\text{13}\). A possible interpretation on model estimates is that the variable somehow depicts a proxy for age-structure, where places with prevailing youth population may be associated with higher levels of out-migration, and to a lesser extent, with in-migration.

Finally, the variable of interest, ln ALLHAZARDS, presents significant and consistent effects for both in-migration and out-migration rates modeling. The order of magnitude is higher for out-migration than it is for in-migration, which is expected.

---

\(^{13}\) This variable AVGSCHOOLI was included in the initial models testing, and was not significant.
9. Discussion

So what can we say about the incidence of natural hazards in relation to internal migration in Mexico? Internal migration in Mexico is a spatial problem. There is a significant, spatial association between the frequency of natural hazards and internal migration in Mexico. The models with the best fit for both in-migration and out-migration considered hazardous events as aggregates, rather than individual-type events. This finding is similar to Saldaña-Zorrilla and Sandberg’s for emigration rates in Mexico between 1990 and 2000 (Saldaña-Zorrilla et al., 2009). The effect of natural hazards is more significant for out-migration than for in-migration, which means that the frequent occurrence of state of emergency-type events has more significance as a push factor than as a negative pull factor. In this sense, these two findings answer the initial research questions #1 and #3.

In regards to the research question #2, the fact that the data from reported damages in rural areas could not be modeled using Spatial Lag or Spatial Error models does not mean that there is something wrong with the data. On the contrary, perception data on natural disasters brings in the important social component which tacit among official records, though not always identifiable. In that sense, as a future line of research, internal migration could be modeled from a social vulnerability perspective, using individual-level data. INEGI’s micro data for 2015 allows to tag the code of each rural locality with the individual. Therefore, it is possible to see if the perceived damages have a significant effect on internal migration, and to what extent. Modeling migration using micro data may also solve the issue of heteroskedasticity. However, it assumes that social groups may have homogenous error terms’ means and variances—and I suspect they may
not due to intrinsic differences on income and educational among in and out-migrants… but this may be part of another study. Likewise, other more appropriate techniques may be used, like for example GWR or probabilistic spatial methods.
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Annex 1. Residual Plots
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