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ABSTRACT 

Reducing the Societal Cost of Traumatic Brain Injury: Astrocyte-Based Therapeutics and 

Functional Injury Tolerance of the Living Brain 

Woo Hyeun Kang 

 

Approximately 1.7 million traumatic brain injuries (TBI) occur annually in the United 

States, with an annual estimated societal cost of at least $76.5 billion.  Addressing the growing 

TBI epidemic will require a multi-pronged approach: developing novel treatment strategies and 

enhancing existing preventative measures.  The specific aims of this thesis are: (1) to modulate 

astrocyte activation as a potential therapeutic strategy post-TBI, (2) to determine the relationship 

between tissue deformation and alterations in electrophysiological function in the living brain, 

and (3) to investigate underlying mechanisms of functional changes post-TBI by utilizing 

stretchable microelectrode arrays (SMEAs). 

In response to disease or injury, astrocytes become activated in a process called reactive 

astrogliosis.  Activated astrocytes generate harmful radicals that exacerbate brain damage and 

can hinder regeneration of damaged neural circuits by secreting neuro-developmental inhibitors 

and glycosaminoglycans (GAGs).  Since mechanically-activated astrocytes upregulate GAG 

production, delivery of GFP-TAT, a mock therapeutic protein conjugated to the cell-penetrating 

peptide TAT, increased significantly after activation.  A TAT-conjugated peptide JNK inhibitor 

was delivered to activated astrocytes and significantly reduced activation.  These results suggest 

a potentially new, targeted therapeutic utilizing TAT for preventing astrocyte activation with the 

possibility of limiting off-target, negative side effects. 



 

While modulating astrocyte activation is a promising treatment strategy for TBI, effective 

therapeutic treatments are still lacking. Preventing TBI, by developing more effective safety 

systems, remains crucial. We determined functional tolerance criteria for the hippocampus and 

cortex based on alterations in electrophysiological function in response to controlled mechanical 

stimuli.  Organotypic hippocampal and cortical slice cultures were mechanically injured at tissue 

strains and strain rates relevant to TBI, and changes in electrophysiological function were 

quantified.  Most changes in electrophysiological function were dependent on strain and strain 

rate in a complex, nonlinear manner.  Our results provide functional data that can be 

incorporated into finite element (FE) models to improve their biofidelity of accident and 

collision reconstructions. 

TBI causes alterations in macroscopic function and behavior, which can be characterized 

by alterations in electrophysiological function in vitro.  We utilized a novel in vitro platform for 

TBI research, the SMEA, to investigate the effects of TBI on pharmacologically-induced, long-

lasting network synchronization in the hippocampus.  Mechanical stimulation of organotypic 

hippocampal slice cultures significantly disrupted this network synchronization 24 hours after 

injury.  Our results suggest that the ability of the hippocampal neuronal network to develop and 

sustain network synchronization was disrupted after mechanical injury, while also demonstrating 

the utility of the SMEA for TBI research. 

Herein, we identified a novel therapeutic strategy for treating the deleterious effects of 

astrocyte activation post-TBI.  We also developed tolerance criteria relating mechanical injury 

parameters to electrophysiological function, an important step in developing more accurate 

computational simulations of TBI.  Equipping FE models with new information on the functional 

response of the living brain will enhance their biofidelity, potentially leading to improved safety 



 

systems while reducing development costs.  Finally, we utilized a novel in vitro TBI research 

platform, the SMEA, to investigate the effects of TBI on long-lasting network synchronization in 

the hippocampus.  Compared to more labor intensive in vivo approaches, the ability of the 

SMEA to efficiently test TBI hypotheses within a single organotypic slice culture over extended 

durations could increase the speed of drug discovery through high-content screening.  This multi-

pronged approach is necessary to address the growing public health concern of TBI. 
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1 Introduction  

Traumatic brain injury (TBI) is a growing, global public health concern, affecting nearly 

10 million people annually worldwide (Hyder et al., 2007, Gean and Fischbein, 2010).  In the 

United States alone, the incidence of TBI has risen from 1.4 million in 2002 (Langlois et al., 

2006, Elkin et al., 2011b) to an estimated 1.7 million in 2006 (Faul et al., 2010), with 

corresponding increases in emergency department visits (1.111 million to 1.365 million), 

hospitalizations (235,000 to 275,000), and deaths (50,000 to 52,000).  Additionally, the societal 

cost of TBI in the United States, including medical costs and lost productivity, is estimated to 

have risen from $60 billion in 2000 to $76.5 billion in 2006 (Finkelstein et al., 2006). Despite the 

worsening burden to society, treatment options for TBI remain relatively limited or ineffective 

(Exo et al., 2009, Kolias et al., 2013), while clinical trials for new therapies have been 

unsuccessful in mitigating the devastating secondary effects of TBI (Maas et al., 1999, Maas et 

al., 2010).  The National Institute of Neurological Disorders and Stroke (NINDS) stressed the 

need to identify meaningful pathophysiological mechanisms of TBI, and more importantly, to 

generate drug candidates capable of specifically targeting these mechanisms (Narayan et al., 

2002).  Due to their emerging role in the harmful secondary effects of TBI, astrocytes may be a 

promising therapeutic target, with the potential for fewer side effects compared to targeting 

neurons directly (Hamby and Sofroniew, 2010, Kimelberg and Nedergaard, 2010).  New 

treatment and delivery strategies centered on glial-based targets could potentially lead to 

modulation of the cellular pathways involved in the secondary injury cascade of TBI. 

However, in light of the struggles to develop effective drug therapeutics for TBI, efforts 

to prevent TBI remain central to reducing its societal costs (Hillary et al., 2001, Nirula et al., 
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2004, Moss et al., 2014).  Finite element (FE) models are useful tools in testing safety systems 

for the prevention of TBI (Aare et al., 2004).  Combined with FE models of automobiles or 

safety equipment, FE models of the brain have the potential to significantly reduce the cost of 

safety systems engineering by simulating and optimizing the injury-reducing performance of 

new designs before expensive prototypes need to be produced.  The performance of new designs 

can be tested under a wide range of impact and loading scenarios before costly crash tests are 

performed, reducing the number of crash tests necessary.  Ultimately, the optimized development 

and testing process could lead to safer cars and protective equipment, with shorter development 

cycles at reduced cost. 

Currently, the outputs of FE models are capable of describing the mechanical events that 

occur during a TBI in human brain (Kleiven and Hardy, 2002, Takhounts et al., 2003, Roth et 

al., 2010), as well as in pig (Coats et al., 2012) and rat brain (Lamy et al., 2013, Mao et al., 

2013).  However, developing effective and accurate FE models requires a fundamental 

understanding of injury mechanisms to translate the effects of mechanical stimuli to biologically 

relevant responses.  For example, neuronal cell death is a major contributor to the devastating 

effects of TBI (Rink et al., 1995, Clark et al., 2000, Sato et al., 2001, Stoica and Faden, 2010).  

Anatomical, region-specific tolerance criteria relating mechanical parameters of strain and strain 

rate to the biological outcome of cell death have been developed previously for TBI (Cater et al., 

2006, Elkin and Morrison, 2007).  Adding cell death tolerance criteria data to existing FE models 

is the first step in making the models more biofidelic.  However, loss of neuronal or glial cells 

alone cannot adequately describe the dysfunctional behavior of the brain after TBI (Lyeth et al., 

1990, D'Ambrosio et al., 1998, Santhakumar et al., 2000).  The synaptic function of neurons 

within the electrophysiological circuitry of the brain continues to operate among the surviving 
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injured and dysfunctional neurons.  Because functional changes based on electrophysiology 

cannot be explained solely by the post-traumatic death of neurons, quantification of functional 

deficits has the potential to provide unique information about the post-traumatic effects of 

mechanical injury. 

 

1.1 Astrocyte Activation 

In the healthy central nervous system (CNS), astrocytes contribute essential support for 

proper neuronal function (Falsig et al., 2004, Sofroniew, 2005).  When subjected to CNS insults, 

such as ischemia (Panickar and Norenberg, 2005, Barreto et al., 2011), neurodegenerative 

disease (Eng and Ghirnikar, 1994, Maragakis and Rothstein, 2006), or trauma (Cullen et al., 

2007, Kim et al., 2012), astrocytes become activated and undergo a phenotypic change 

characterized by proliferation, altered morphology, and increased gene expression, particularly 

for glial fibrillary acidic protein (GFAP) and vimentin (Fawcett and Asher, 1999, Pekny and 

Nilsson, 2005).  Activated astrocytes are the principal component of the glial scar, a cellular 

barrier formed after CNS injury with both beneficial and detrimental effects (Ridet et al., 1997, 

Rolls et al., 2009).  The glial scar is important for removing dead and damaged tissue, generating 

a barrier across the injured area to prevent the spread of damage, and shielding the damaged area 

from infectious agents (Stichel and Muller, 1998, Roitbak and Sykova, 1999, Silver and Miller, 

2004).  However, activated astrocytes within the glial scar also hinder regeneration and 

remyelination by increasing production of extracellular matrix (ECM) proteoglycans (Smith-

Thomas et al., 1994, Zhang et al., 2006, Properzi et al., 2008) and secreting harmful neuro-

developmental inhibitors (Wada et al., 1998a, Wanner et al., 2008, Jones and Bouvier, 2014), 
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which negatively impact regeneration by preventing growth cone extension (McKeon et al., 

1991, McKeon et al., 1995, Toy and Namgung, 2013).  In addition, activated astrocytes generate 

radicals with the potential to damage neural cells, including superoxide, peroxides, and nitric 

oxide (NO), via upregulation of inducible nitric oxide synthase (iNOS) (Salvemini et al., 1992, 

Molina et al., 1998, Johnstone et al., 1999) through activation of the mitogen-activated protein 

kinases (MAPKs) c-Jun N-terminal kinase (JNK), p38 MAPK and extracellular signal-regulated 

kinase (ERK) (Hua et al., 2002). 

 

1.2 Role of MAPK Signaling Pathways in Astrocyte Activation 

Regulation of the MAPKs JNK, p38, and ERK may play a central role in astrocyte 

activation (Otani et al., 2002, Guan et al., 2006b, Hsiao et al., 2007).  These MAPKs are 

activated by a variety of stimuli, such as mechanical trauma (Mandell et al., 2001, Raghupathi et 

al., 2003), spinal cord injury (Crown et al., 2006, Stirling et al., 2008), ischemia and reperfusion 

(Namura et al., 2001, Guan et al., 2006a), and cytokine (Waetzig et al., 2005, Munoz et al., 

2007) and lipopolysaccharide (LPS) stimulation (Bhat et al., 1998, Nakajima et al., 2004).  

Inhibition of MAPK cascades by the small molecule inhibitors of p38 (Piao et al., 2003, Yoo et 

al., 2008), JNK (Hua et al., 2002, Guan et al., 2006a), and ERK (Mandell et al., 2001, Maddahi 

and Edvinsson, 2010) decreased the stimulated upregulation of iNOS in vitro. 

Although specific inhibitors for p38, JNK, and ERK exist, they may act on downstream 

or upstream targets along the pathways, or act on other, non-target signaling pathways, with 

unknown consequences to astrocytes or unwanted off-target effects on other cell types within the 

brain.  SB203580, commonly utilized as a specific inhibitor of p38-MAPK, is highly selective 



5 

 

not only for the p38 homologs p38Ŭ (Young et al., 1997) and p38ɓ (Kumar et al., 1997), but also 

at least two non-p38 kinases as well: c-RAF and JNK2ɓ1 (de Laszlo et al., 1998).  In terms of 

cell type specificity, SB203580 has been shown to regulate tumor necrosis factor-alpha (TNF-Ŭ), 

an inflammatory cytokine produced by astrocytes after injury, in different ways in human 

microglia and human astrocytes (Lee et al., 2000).  SP600125, a specific inhibitor of JNK, is 

highly selective for JNK1, -2, and -3 isoforms with >20-fold selectivity compared to a range of 

other kinases (Bennett et al., 2001).  However, SP600125 is not specific for any single JNK 

isoform, particularly JNK1, which has been implicated as the major mediator of iNOS induction 

in glial cells (Pawate and Bhat, 2006).  In addition, SP600125 has also been found to partially 

inhibit p38-MAPK (Bennett et al., 2001).  U0126 blocks the activation of ERK by selectively 

inhibiting the upstream MAP kinase kinases MEK1 and MEK2 (Favata et al., 1998), but does 

not act directly on ERK.  The non-specificity and potential for off-target effects limit the utility 

of small molecule inhibitors of p38, JNK, and ERK as effective therapeutics in mitigating the 

harmful effects of astrocyte activation. 

 

1.3 Glycosaminoglycans and TAT Transduction 

Much of the negative effects of astrocyte activation are associated with the increased 

production of glycosaminoglycans (GAG) and NO, among other changes in their physiology.  

Increased production of extracellular GAG is known to be inhibitory to neurite outgrowth (Verna 

et al., 1989, Fernaud-Espinosa et al., 1994).  GAGs form a significant component of the glial 

scar and cause growth cone collapse, preventing regeneration (Dou and Levine, 1995).  Increased 

expression of iNOS (Lee et al., 1995), and the subsequent over-production of NO (Wada et al., 



6 

 

1998a, Wada et al., 1998b), can cause cell death due to subsequent nitrosylation of proteins 

(Wada et al., 1998b).  Preventing significant increases in GAG and NO levels as a result of 

astrocyte activation after TBI, or downregulating harmful levels of GAG and NO back to pre-

injury levels after TBI, may be beneficial in controlling the detrimental consequences of 

astrocyte activation after TBI.  Small molecule inhibitors of the MAPK signaling pathways 

implicated in astrocyte activation are not effective as therapies for the reasons stated above.  

Therefore, a targeted therapeutic, specific for only activated astrocytes, may be necessary for 

successful clinical translation. 

The cell-penetrating peptide (CPP) from the transactivator of transcription (TAT) protein 

of human immunodeficiency virus (HIV-1) is known to cross cell plasma membranes (Frankel 

and Pabo, 1988, Green and Loewenstein, 1988).  Whereas the 86 amino acid, full length HIV-1 

TAT has been implicated in neurodegeneration and neuroinflammation (Williams et al., 2009), 

the CPP TAT (hereafter referred to as TAT-peptide) is an 11 amino acid peptide which is non-

toxic, non-inflammatory, and capable of cellular transduction (Vives et al., 1997).  The TAT-

peptide is believed to transduce across cell plasma membranes via an electrostatic interaction 

with cell surface proteoglycans (Tyagi et al., 2001, Brooks et al., 2005).  Previously, we reported 

that the transduction efficiency of TAT-peptide is dependent on cellular GAG content (Simon et 

al., 2009).  By taking advantage of increased GAG levels due to astrocyte activation after TBI, it 

may be possible to deliver a TAT-conjugated therapeutic cargo to modulate astrocyte activation 

after TBI.  This delivery strategy also has the potential of specificity for activated astrocytes, 

limiting unwanted off-target effects of less specific therapeutics. 

1.4 Functional Tolerance Criteria 
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The development of improved preventative measures against TBI first requires 

identification of tolerance criteria, or the maximum safe stress or strain for a given tissue (Zhang 

et al., 2004, Yao et al., 2007).  Because brain tissue is a viscoelastic material, its biological 

response to mechanical trauma may be dependent on the dynamic properties of the applied 

mechanical stimulus, e.g. strain and strain rate (Arbogast and Margulies, 1998, Thibault and 

Margulies, 1998, Darvish and Crandall, 2001, Prange and Margulies, 2002).  Previous studies 

suggest that TBI is the result of brain tissue deformation in excess of 10% strain at strain rates 

greater than 10 s
-1
 (Margulies et al., 1990, Margulies and Thibault, 1992, Meaney et al., 1995, 

Morrison et al., 1998, Morrison et al., 2003).  Work performed previously in our group 

supported these hypotheses by assessing cell death criteria for the hippocampus (Cater et al., 

2006) and cortex (Elkin and Morrison, 2007).  These previous studies demonstrated that cell 

response was dependent on the specific parameters of the applied mechanical stimulus. 

Although TBI is known to cause cell death within specific brain regions (Hicks et al., 

1993, Raghupathi et al., 2002), cell death does not always correlate with functional deficits and 

vice versa (Gurkoff et al., 2006, Browne et al., 2011, Khuman et al., 2011).  Because functional 

alterations based on electrophysiological function cannot be explained solely by the post-

traumatic death of neurons, quantification of functional deficits has the potential to provide 

unique information about the post-traumatic effects of mechanical injury.  TBI has been shown 

to cause alterations in intracellular signaling cascades (Dash et al., 2002, Mori et al., 2002, 

Atkins et al., 2007a, Atkins et al., 2009, Dash et al., 2011), receptor subunit expression (Kumar 

et al., 2002, Osteen et al., 2004, Giza et al., 2006, Kharlamov et al., 2011), receptor function 

(Zhang et al., 1996, Tavalin et al., 1997, Lea et al., 2002), and neuron morphology (Saatman et 

al., 1998, Posmantur et al., 2000, Schwarzbach et al., 2006, Gao and Chen, 2011, Gao et al., 
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2011), all of which affect function of neurons in the absence of significant cell death.  The 

cumulative effect of these more subtle changes can be measured and quantified by 

electrophysiological measures of neuronal network function. 

Once functional tolerance criteria of living brain are determined, predictive mathematical 

functions describing the region-specific electrophysiological response of brain tissue to precisely 

controlled mechanical stimuli can be generated to equip next-generation FE models of TBI 

(Takhounts et al., 2008).  Currently, FE models of the head exist that can predict tissue 

deformation in response to traumatic mechanical loads (Willinger et al., 1999, Zhang et al., 

2001a, Zhang et al., 2001b, Kleiven and Hardy, 2002, Mao et al., 2006), but are not equipped to 

predict the tissueôs biological response, i.e. brain tissue function as it relates to 

electrophysiological function.  Equipping FE models with data sets of functional information, in 

addition to existing data sets of material properties and cell death, will enhance the predictive 

capability of existing FE models. 

 

1.5 Microelectrode Arrays 

The interface between electronic circuitry and neural tissue or cells is most often 

achieved through a matrix or array of electrodes.  By recording from many electrodes 

simultaneously, the information content of the neural signal is greatly increased over that of 

single electrodes (Mehring et al., 2003, Cohen and Nicolelis, 2004, Carmena et al., 2005).  

Given the distributed processing and storage of information in the brain, recording from an 

extended network of interacting neurons may be more effective at capturing the dynamics of 

large neuronal populations and functional assemblies of neurons that are activated in a 
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coordinated manner than single electrode interfaces (Engel et al., 2001, Harris et al., 2003).  

Unlike single electrode recordings, the long-range connectivity of neural networks can be studied 

with these electrode arrays due to their ability to simultaneously record from multiple sites, 

providing insight into neuronal information processing and function (Kralik et al., 2001, Diogo 

et al., 2003).  Contemporary multielectrode arrays (MEAs) allow for simultaneous recording 

from up to 256 discrete locations with recording bandwidths of up to 30 kHz (Charvet et al., 

2010).  Higher order behaviors are likely to depend on this type of ensemble network behavior 

rather than the activity of individual neurons (Deadwyler and Hampson, 1995, Doetsch, 2000). 

To facilitate coupling of MEAs to neural tissue and the study of neuronal networks, a 

multitude of MEA concepts and designs have been  applied to in vivo neural tissue, in vitro cell 

culture, and brain slice electrophysiology.  Electrodes have been fabricated from many materials 

including gold, platinum, iridium, titanium nitride, silicon, carbon, and conductive polymers 

(Nisch et al., 1994, Thiebaud et al., 1999, Yu et al., 2007).  Planar electrodes patterned on flat, 

most often rigid substrates are designed for extracellular stimulation and recording in vitro of 

various types of tissues or cells (Oka et al., 1999, Yu and Morrison, 2010). 

 

Material  Youngôs Modulus (E) 

Brain 3 kPa (Elkin et al., 2011a, Elkin et al., 2011b) 

Peripheral Nerve 575 kPa (Borschel et al., 2003) 

Spinal Cord 650 kPa (Bilston and Thibault, 1996) 

Polydimethylsiloxane (PDMS) 1 MPa (Walker et al., 2004) 

Polyimide 2.8 GPa (McClain et al., 2011) 
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Parylene C 4.8 GPa (Shih et al., 2004) 

Bone 16 GPa (Rho et al., 1993) 

Thin-film Gold 55 GPa (Espinosa and Prorok, 2003) 

Glass 76 GPa (Chen et al., 1995) 

Platinum 165 GPa (Merker et al., 2001) 

Silicon 170 GPa (Hopcroft et al., 2010) 

Table 1.1 Typical Youngôs modulus (E) for SMEA materials and neural tissues. 

 

Less rigid arrays for in vivo implantation that integrate stiff components on flexible 

polymer substrates such as polyimide have been developed but with Youngôs modulus (E) of 

approximately 3 GPa (Cheung et al., 2007).  Small flexion of these flexible MEAs can be 

achieved without altering their functionality (Suo et al., 1999).  However, even these flexible 

MEAs are much stiffer than neural tissues and cannot withstand mechanical strains in excess of 

1-2% (Pashley, 1960, Chiu et al., 1994, Spaepen, 2000, Lacour et al., 2010).  Flexible MEAs are 

not compliant enough to tolerate the large mechanical deformations necessary to induce TBI 

(Morrison et al., 1998, Cater et al., 2006, Elkin and Morrison, 2007, Hyder et al., 2007).  The 

modulus mismatch between rigid MEAs (E of tens to hundreds of GPa), flexible MEAs (E on the 

order of GPa) (McClain et al., 2011), and brain tissue (E of approximately 3 kPa) (Elkin et al., 

2011a, Elkin et al., 2011b) poses many acute and chronic problems, stemming from implantation 

trauma, interfacial strains, and micromotion damage (Biran et al., 2005, Polikov et al., 2005, 

Subbaroyan et al., 2005, Cheung et al., 2007) (Table 1.1). 
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1.6 Stretchable Microelectrode Arrays as an In Vitro Platform for TBI Research 

Stretchable MEAs (SMEAs) have utility for in vitro studies to understand 

mechanotransduction, the cellular pathways by which mechanical stimuli are transduced into 

intracellular signaling cascades.  Many of these in vitro systems apply mechanical stimulation by 

deformation (stretch) of an elastic substrate on which the cells or tissue grow.  Such systems 

have found utility in the study of TBI (Morrison et al., 1998, Hyder et al., 2007), which is caused 

by rapid deformation of the brain, including stretch, compression, and shear strain (Cater et al., 

2006, Elkin and Morrison, 2007).  As described above, most contemporary MEAs are rigid and 

therefore not compatible with these injury models, making it difficult to study the effects of 

mechanical injury on electrophysiological function of the neuronal network.  While it is possible 

to injure neural tissue after removing it from an MEA, recording from the same locations and the 

same population of neurons after injury would be challenging.  An SMEA embedded in the 

elastic substrate lifts these limitations because the tissue remains adhered to the SMEA before, 

during, and after stretch injury (Yu et al., 2009a).  In addition, long-term studies involving 

multiple electrophysiological recordings within the same tissue slice is made possible due to the 

ability to maintain culture sterility. 

 

1.7 Significance 

Traumatic brain injury (TBI) is a growing, global public health concern, affecting nearly 

10 million people annually worldwide (Hyder et al., 2007, Gean and Fischbein, 2010).  In the 

United States alone, the incidence of TBI continues to rise, from 1.4 million in 2002 (Langlois et 

al., 2006, Elkin et al., 2011b) to 1.7 million in 2006 (Faul et al., 2010), with corresponding 
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increases in emergency department visits (1.111 million to 1.365 million), hospitalizations 

(235,000 to 275,000), and deaths (50,000 to 52,000).  The societal cost of TBI in the United 

States, including medical costs and loss of productivity, continues to rise as well, from $60 

billion in 2000 to $76.5 billion in 2006 (Finkelstein et al., 2006). 

Despite the rising incidence and worsening burden to society of TBI, drug treatment 

options remain limited or ineffective, with all drug candidates failing in clinical trials (Reinert 

and Bullock, 1999, Georgiou and Manara, 2013, Li  et al., 2014).  A major challenge of small 

molecule therapeutics for TBI remains the lack of specificity to particular neural cell types, while 

novel protein-based therapeutics suffer from the inability to overcome the barrier of the cellular 

membrane.  Additionally, the National Institute of Neurological Disorders and Stroke (NINDS) 

stressed the need to identify meaningful pathophysiological mechanisms of TBI, and more 

importantly, to generate drug candidates capable of specifically targeting these mechanisms 

(Narayan et al., 2002).  Delivering drugs that act on specific intracellular signaling pathways, 

with reduced side effects, could be an effective strategy to ameliorate the deleterious secondary 

effects of TBI.  As astrocytes have emerged as more than just neuronal support cells, they may 

be a promising therapeutic target due to the potential for fewer side effects compared to targeting 

neurons directly (Choo et al., 2013). 

Due to the paucity of effective drug therapeutics for TBI, improving safety measures and 

protective equipment will be paramount to reducing the frequency and severity of TBI.  In 

combination with FE models of automobiles or safety equipment, FE models of the brain have 

the potential to significantly reduce the cost of safety systems engineering by enabling the 

simulation and optimization of new safety designs before expensive prototypes need to be 

produced.  The injury reducing performance of new safety designs under a wide range of impact 
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and loading scenarios can be computationally modeled and assessed before expensive crash tests 

are performed, reducing the number of crash tests necessary.  Quantifying alterations in the 

electrophysiology of brain tissue after mechanical injury, and developing mathematical equations 

capable of predicting this behavior, will equip FE models of the brain with new information on 

the functional response of the living brain to precise injury parameters, in addition to existing 

data on material properties and cell death.  The functional data will enhance the accuracy of FE 

models, potentially leading to improved safety systems at reduced cost. 

TBI results in brain dysfunction, a consequence of brain tissue deformation.  Brain tissue 

strain and strain rate are significant predictors of injury in the brain after TBI (Cater et al., 2006, 

Elkin and Morrison, 2007).  Thus, a research platform that can combine mechanical injury with 

functional outcomes will be helpful in elucidating TBI pathology.  SMEAs have potential as a 

new in vitro platform for TBI research within a single package.  SMEAs represent the 

convergence of multiple paradigms of neurophysiology relevant to TBI: electrophysiology, 

mechanical stimulation, pharmacological intervention, and temporal development.  The ability to 

perform robust experiments involving multiple research paradigms within the same tissue slice 

will enable the investigation of TBI mechanisms and pathologies that have previously been 

difficult, potentially boosting the rate of novel drug therapeutic screening and discovery. 
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2 Attenuation of Astrocyte Activation by TAT-Mediated 

Delivery of a Peptide JNK Inhibitor
1
 

2.1 Introduction 

In the healthy central nervous system (CNS), astrocytes contribute essential support for 

proper neuronal function (Falsig et al., 2004, Sofroniew, 2005).  When subjected to insults, such 

as ischemia, neurodegenerative disease, or trauma, astrocytes become activated and undergo a 

phenotypic change characterized by proliferation (Dong and Benveniste, 2001, Sofroniew, 

2005), altered morphology (Laird et al., 2008), and increased gene expression, particularly for 

glial fibrillary acidic protein (GFAP) and vimentin (Pekny and Nilsson, 2005).  Activated 

astrocytes are important for removing dead and damaged tissue, generating a barrier across the 

injured area to prevent the spread of damage, and shielding the dam
1
aged area from infectious 

agents (Stichel and Muller, 1998, Silver and Miller, 2004, Sofroniew, 2005).  However, activated 

astrocytes also hinder regeneration and remyelination by increasing production of extracellular 

matrix (ECM) proteoglycans to form a glial scar (Smith-Thomas et al., 1994, Zhang et al., 2006, 

Properzi et al., 2008) and secreting harmful neuro-developmental inhibitors (Chung and 

Benveniste, 1990, Aloisi et al., 1992, Wada et al., 1998a, Zhang et al., 2006, Wanner et al., 

2008), which negatively impact regeneration by preventing growth cone extension (McKeon et 

al., 1991, Smith-Thomas et al., 1994, McKeon et al., 1995).  In addition, activated astrocytes 

generate radicals with the potential to damage neural cells, including superoxide, peroxides, and 

nitric oxide (NO), via upregulation of inducible nitric oxide synthase (iNOS) (Salvemini et al., 

                                                 
1 A modified version of this chapter previously appeared in print: Kang, W.H., Simon, M.J., Gao, S., Banta, S. and 

Morrison, B. (2011).  Attenuation of Astrocyte Activation by TAT-Mediated Delivery of a Peptide JNK Inhibitor.  J 

Neurotrauma 28, 1219-1228.  Reprinted with permission by Mary Ann Liebert, Inc. 
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1992, Molina et al., 1998, Johnstone et al., 1999, Laird et al., 2008) through activation of the 

mitogen-activated protein kinases (MAPKs) c-Jun N-terminal kinase (JNK), p38 MAPK and 

extracellular signal-regulated kinase (ERK) (Hua et al., 2002). 

We hypothesized that activated astrocytes could be targeted by the cell-penetrating 

peptide (CPP) from the transactivator of transcription (TAT) protein from the human 

immunodeficiency virus (HIV-1) through their increased expression of glycosaminoglycans 

(GAGs), since the first step in TAT transduction is an electrostatic interaction with the cell 

surface (Tyagi et al., 2001, Brooks et al., 2005).  The CPP TAT is non-toxic and non-

inflammatory (Vives et al., 1997) unlike the full-length TAT protein (Williams et al., 2009).  

Cultured astrocytes were activated with a well-characterized in vitro mechanical stretch injury 

model (Morrison et al., 2003), the proinflammatory cytokine interleukin (IL)-1ɓ, or 

lipopolysaccharide (LPS).  Activation was measured via functional changes, specifically 

production of nitrite, the oxidation product of NO (Murphy et al., 1993) and GAG content.  We 

observed significant increases of nitrite and GAG content in mechanically and chemically 

stimulated astrocytes and an increase in green fluorescence protein (GFP)-TAT transduction.  

Inhibition of JNK, p38 MAPK, or ERK pathways by small molecule inhibitors significantly 

reduced activation and significantly decreased GFP-TAT transduction.  TAT-mediated delivery 

of a JNK peptide inhibitor to mechanically or chemically stimulated astrocytes significantly 

prevented activation.  Our results highlight the potential of TAT-mediated cargo delivery to 

target activated astrocytes, to deliver a biologically active cargo, and to directly modify the 

gliotic response to activating stimuli.  Such a strategy could hold therapeutic benefit for multiple 

CNS diseases and injury. 
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2.2 Materials and Methods 

2.2.1 Cell Culture 

All protocols involving animals were approved by the Columbia University IACUC.   

Purified astrocyte cultures were prepared as previously reported (Simon et al., 2009).  Briefly, 

cortices of 8- to 10-day old Sprague-Dawley rat pups were digested with papain, triturated, and 

plated into T75 tissue culture flasks.  After 1 h incubation, the flasks were vigorously shaken to 

remove non-adherent cells, and the media was discarded.  The enriched astrocytes (> 90%) were 

grown in DMEM (Sigma-Aldrich, St. Louis, MO) with 10% heat-inactivated newborn calf 

serum, 1 mM glutamine, 10mM HEPES and 10 mg/mL gentamicin for 2 weeks as previously 

described (Simon et al., 2009, Li  et al., 2010a).  The astrocytes were then treated with 

trypsin/EDTA (Sigma/Aldrich, St. Louis, MO) for 5 min and replated onto either uncoated, 

tissue culture 24-well plates at a density of 30,000 cells per well or onto highly stretchable, 

silicone membranes (Specialty Manufacturing Inc., Saginaw, MI) coated with laminin, poly-D-

lysine, and gelatin attached to custom-made stainless steel wells at a density of 5,000 cells per 

cm
2
 (Morrison et al., 2003).  The astrocytes were then cultured for an additional 2 days before 

experimentation. 

 

2.2.2 Mechanical Stretch Injury of Astrocytes 

Astrocytes on silicone membranes were subjected to a single 30% equi-biaxial stretch 

injury at a strain rate of 20 s
-1
 using a well-characterized stretch injury device (Morrison et al., 

2003).  These injury parameters were chosen to induce a moderate level of injury (Cater et al., 

2006).  Strain and strain rate were verified with high speed video analysis (Cater et al., 2006).  
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The cells were analyzed for nitrite, GAG, DNA or GFP-TAT transduction 48 h following injury 

(vide infra). 

 

2.2.3 Chemical Stimulation of Astrocytes 

Astrocytes were stimulated with 20 ng/mL murine IL-1ɓ (Invitrogen, Carlsbad, CA) or 2 

ɛg/mL LPS (Sigma-Aldrich, St. Louis, MO) for 48 h.  Cells were analyzed for nitrite, GAG, 

DNA or GFP-TAT transduction. 

 

2.2.4 Inhibition of Mechanical Activation 

To verify the involvement of MAPK pathways in astrocyte activation in response to 

mechanical stretch injury, astrocytes were pretreated for 1 h (Hua et al., 2002) with either 20 ɛM 

(Nakajima et al., 2004, Yoo et al., 2008) SB203580 (Sigma), SP600125 (Sigma), or U0126 

(Sigma) to inhibit specific MAPK according to previously published methods (Hua et al., 2002, 

Nakajima et al., 2004, Yoo et al., 2008).  A pretreatment paradigm was utilized to confirm 

involvement of specific pathways and not to demonstrate therapeutic potential.  For the TAT-

JNK inhibitor delivery studies, astrocytes were treated with either 3 ɛM TAT-JNK inhibitor 

(Axxora, San Diego, CA), L-TAT control peptide (Axxora, San Diego, CA), GFP-TAT, or  the 

TAT peptide utilized in our previous study (Gao et al., 2009) (hereafter referred to as mTAT) 

immediately following mechanical injury to more closely model a post-injury treatment 

paradigm.  The half maximal inhibitory concentration (IC50) of the TAT-JNK inhibitor is 1 ɛM 

as previously determined from JNK inhibition assays in vitro (Borsello et al., 2003).  The 
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concentration of the TAT-JNK inhibitor necessary for sufficient intracellular inhibition was 

based on previous delivery studies of GFP-TAT (Gao et al., 2009, Simon et al., 2009).  The 

inhibitors then remained within the medium until nitrite, GAG, DNA or GFP-TAT transduction 

was quantified at 48 h. 

 

2.2.5 Inhibition of Chemical Activation 

To verify the involvement of the MAPK pathways in astrocyte activation in response to 

chemical stimuli, astrocytes were pretreated for 1 h (Hua et al., 2002) with either 20 ɛM 

(Nakajima et al., 2004, Yoo et al., 2008) SB203580 (Sigma), SP600125 (Sigma), or U0126 

(Sigma) to inhibit specific MAPK before chemical stimulation with either 20 ng/mL murine IL-

1ɓ (Kim et al., 2006) (Invitrogen, Carlsbad, CA) or 2 ɛg/mL LPS (Nakajima et al., 2004) 

(Sigma-Aldrich, St. Louis, MO).  These pretreatment paradigms have been used before to verify 

the involvement of MAPK cascades in chemically mediated astrocyte activation (Hua et al., 

2002, Nakajima et al., 2004, Kim et al., 2006, Yoo et al., 2008).  For the TAT-JNK inhibitor 

delivery studies, astrocytes were chemically stimulated as above and either 3 ɛM TAT-JNK 

inhibitor (Axxora, San Diego, CA), L-TAT control peptide (Axxora, San Diego, CA), GFP-TAT 

or mTAT was added concurrently.  The chemical stimulators and inhibitors then remained within 

the medium until nitrite, GAG, DNA or GFP-TAT transduction was quantified at 48 h. 

 

2.2.6 Quantification of Nitrite 
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Nitrite production was chosen as a functional measure of astrocyte activation, specifically 

as a surrogate marker of NO overproduction as a result of iNOS expression, which is known to 

exacerbate brain injury (Wada et al., 1998b).  Nitrite content was quantified 48 h after astrocyte 

activation because previous studies have shown that iNOS expression, NO production and hence 

nitrite content are robustly increased at this time point (Yoo et al., 2008).  Nitrite content was 

measured in triplicate for each well using the Griess reagent (Invitrogen).  Equal volumes of N-

(1-naphthyl)ethylenediamine and sulfanilic acid were mixed together to form the Griess reagent.  

150 ɛL of cell supernatant or NaNO2 standard was mixed with 130 ɛL of deionized water and 20 

ɛL of Griess reagent in a 96-well plate.  After 30 min incubation in the dark at room temperature, 

sample absorbance was measured in a spectrophotometric microplate reader (Molecular Devices) 

at 548 nm and converted to nitrite content with the standards.  Nitrite content was normalized to 

total DNA content using the Quant-iT Picogreen dsDNA assay (Invitrogen).  For the inhibitor 

studies, the average ɛmol nitrite/ng DNA was normalized to the average ɛmol nitrite/ng DNA in 

uninjured or unstimulated, control cells to account for any basal effects of inhibitors on 

unactivated cells. 

 

2.2.7 Quantification of GAG 

Cellular GAG content was quantified 48 h after astrocyte activation as previous studies 

have shown that GAG production is consistently increased at this time point after activation in 

vitro (Smith-Thomas et al., 1994, Zhang et al., 2006, Properzi et al., 2008).  Increased GAG 

production as a result of injury has been shown to be inhibitory to neurite outgrowth and 

recovery (Smith-Thomas et al., 1994).  To determine cellular GAG content, cells were incubated 
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in 500 ɛL of lysis buffer (0.1 M sodium acetate buffer, pH 5, containing 5 mM EDTA, 5 mM 

cysteine HCl, and 0.6 U papain/mL) overnight at 37°C.  Cells were sonicated and analyzed using 

the 1,9-dimethylmethylene blue (DMMB, Sigma) dye-binding assay and compared to prepared 

GAG standards (Farndale et al., 1986).  GAG content was normalized to total DNA content 

using the Quant-iT Picogreen dsDNA assay (Invitrogen).  For the inhibitor studies, the average 

ɛg GAG/ng DNA was normalized to the average ɛg GAG/ng DNA in uninjured, unstimulated, 

control cells to account for basal effects of MAPK inhibitors on unactivated cells. 

 

2.2.8 Quantification of Protein Transduction into Primary Astrocytes 

The GFP-TAT construct has been described previously and consisted of an 11 amino acid 

peptide flanked by glycines (GYGRKKRRQRRRG) fused to the C-terminus of the GFP protein 

(Simon et al., 2009).  Protein transduction of GFP or GFP-TAT was quantified in triplicate as 

previously reported (Gao et al., 2009, Simon et al., 2009).  Briefly, astrocyte cultures were 

incubated with either 3 ɛM GFP or GFP-TAT for 4 h, as our previous studies have demonstrated 

that this duration and concentration yielded maximal uptake of the constructs (Gao et al., 2009).  

Cells were washed in PBS and treated with trypsin/EDTA (Sigma) for 5 min to remove protein 

bound to the surface of the cells, centrifuged, and resuspended in 250 ɛL PBS.  Protein 

transduction was quantified with a FACSCanto II flow cytometer (Becton Dickinson) by 

calculating the percent increase in geometric mean fluorescence (excitation 488 nm, emission 

530/30 nm) above that of cells treated with GFP only, to account for GFP and background 

autofluorescence.  For the inhibitor studies, the average fold change of each injured or 

stimulated, experimental group was normalized to the average fold change of uninjured or 
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unstimulated groups to account for any basal effects of inhibitors on unactivated cells.  A total of 

10,000 events per sample were counted. 

 

2.3 Results 

2.3.1 Mechanical Activation of Astrocytes 

Mechanical stretch significantly increased nitrite content after injury compared to 

uninjured controls (Figure 2.1A).  GAG content increased significantly after injury compared to 

uninjured controls (Figure 2.1B).  Mechanical injury increased GFP-TAT transduction more than 

twofold compared to uninjured controls (Figure 2.1C).  These results indicate that our in vitro 

model of stretch injury activated astrocytes, and that GFP-TAT preferentially transduced 

activated astrocytes. 
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Figure 2.1 Effects of mechanical stretch injury.  (A) Nitrite content, normalized to DNA content, 

increased significantly in stretch-injured astrocytes compared to uninjured controls (n Ó 26).  (B) GAG 

content, normalized to DNA content, increased significantly in injured astrocytes compared to uninjured 

controls (n Ó 26).  (C) GFP-TAT transduction increased significantly in stretch-injured astrocytes 

compared to uninjured controls (n Ó 10; *p < 0.05; mean ± standard error of the mean; GFP-TAT, green 

fluorescence protein-transactivator of transcription; GAG, glycosaminoglycans).  
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2.3.2 IL-1ɓ and LPS Activation of Astrocytes 

Both IL-1ɓ and LPS treatment significantly increased nitrite content of astrocyte cultures 

compared to untreated controls (Figure 2.2A).  GAG content increased significantly in IL-1ɓ and 

LPS treated astrocytes compared to untreated controls (Figure 2.2B).  In both IL-1ɓ and LPS 

stimulated astrocytes, GFP-TAT transduction increased significantly compared to untreated 

controls (Figure 2.2C) indicating that GFP-TAT preferentially transduced activated astrocytes. 
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Figure 2.2 Cytokine and LPS-mediated activation of astrocytes.  (A) Both IL-1ɓ and LPS treatment 

significantly increased nitrite content, normalized to DNA content (n Ó 31).  (B) GAG content increased 

significantly after IL-1ɓ and LPS stimulation (n Ó 30).  (C) GFP-TAT transduction increased significantly 

after IL-1ɓ or LPS treatment (n Ó 18; *p < 0.05 compared to vehicle-treated, unstimulated cultures; mean 

± standard error of the mean; IL-1ɓ, interleukin IL-1ɓ; LPS, lipopolysaccharide; GAG, 

glycosaminoglycans; GFP-TAT, green fluorescence protein-transactivator of transcription).  
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2.3.3 Inhibition of Mechanical Activation via MAPK Antagonism 

Pretreatment of astrocytes with either 20 ɛM of SB203580, SP600125 or U0126 for 1 h 

before mechanical injury significantly attenuated nitrite production (Figure 2.3A).  GAG content 

in injured astrocytes was also decreased significantly after pretreatment with either SB203580, 

SP600125 or U0126 (Figure 2.3B).  GFP-TAT transduction was significantly reduced in injured 

astrocytes pretreated with MAPK inhibitors compared to untreated, injured astrocytes (Figure 

2.3C). 
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Figure 2.3 Effect of MAPK inhibition on mechanical activation.  (A) The post-traumatic increase of 

nitrite content was significantly attenuated by MAPK inhibition (n Ó 3).  (B) The post-traumatic increase 

of GAG content was significantly attenuated by MAPK inhibition (n Ó 3).  (C) The increase in post-

traumatic GFP-TAT transduction was attenuated by MAPK inhibition (n Ó 4; *p < 0.05 compared to 
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injured, vehicle-treated cultures; mean ± standard error of the mean; MAPK, mitogen-activated protein 

kinase; GAG, glycosaminoglycans; GFP-TAT, green fluorescence protein-transactivator of transcription). 

 

2.3.4 Inhibition of IL-1ɓ and LPS Activation via MAPK Antagonism 

After IL-1ɓ or LPS stimulation, nitrite content was significantly decreased by MAPK 

inhibition with either SB203580, SP600125, or U0126 compared to stimulated cultures receiving 

vehicle (Figure 2.4A, D).  GAG content was significantly reduced in chemically stimulated 

cultures pretreated with either SB203580, SP600125, or U0126 compared to vehicle treated 

cultures (Figure 2.4B, E).  GFP-TAT transduction was significantly decreased in IL-1ɓ and LPS 

stimulated astrocytes pretreated with either SB203580, SP600125, or U0126 (Figure 2.4C, F). 
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Figure 2.4 Effect of MAPK inhibition on IL-1ɓ- and LPS-mediated activation.  (A) The IL-1ɓ-stimulated 

increase of nitrite content was significantly attenuated by MAPK inhibition (n Ó 3).  (B) The IL-1ɓ-

stimulated increase of GAG content was significantly attenuated by MAPK inhibition (n Ó 4).  (C) The 

IL-1ɓ-stimulated increase in GFP-TAT transduction was significantly attenuated by MAPK inhibition (n 

Ó 3).  (D) The LPS-stimulated increase of nitrite content was significantly attenuated by MAPK inhibition 

(n Ó 3).  (E) The LPS-stimulated increase of GAG content was significantly attenuated by MAPK 

inhibition (n Ó 3).  (F) The LPS-stimulated increase in GFP-TAT transduction was significantly 
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attenuated by MAPK inhibition (n Ó 3; *p < 0.05 compared to IL-1ɓ + vehicle; #p < 0.05 compared to 

LPS + vehicle; mean ± standard error of the mean; MAPK, mitogen-activated protein kinase; IL-1ɓ, 

interleukin IL-1ɓ; LPS, lipopolysaccharide; GFP-TAT, green fluorescence protein-transactivator of 

transcription; GAG, glycosaminoglycans). 

 

2.3.5 Inhibition of Activation via a TAT-JNK Peptide Inhibitor 

Treating cultures with the TAT-JNK peptide inhibitor immediately after mechanical 

stretch injury significantly prevented the injury-induced increase of nitrite (Figure 2.5A) and 

GAG (Figure 2.5B) content measured 48 h after injury.  GFP-TAT, L-TAT control peptide, and 

mTAT had no effect on nitrite (Figure 2.5A) or GAG (Figure 2.5B) production after mechanical 

stretch injury.  Treating cultures with the TAT-JNK inhibitor also prevented the IL-1ɓ and LPS 

induced increase of nitrite (Figure 2.5C, E) and GAG (Figure 2.5D, F) content measured 48 h 

after stimulation.  GFP-TAT, L-TAT control peptide, and mTAT did not significantly alter nitrite 

(Figure 2.5C, E) or GAG (Figure 2.5D, F) production after IL-1ɓ or LPS stimulation. 
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Figure 2.5 Effect of TAT-mediated delivery of a peptide JNK inhibitor on activation  (A) The injury-

induced increase of nitrite content was significantly attenuated by the TAT-JNK inhibitor (n Ó 3).  (B) 

The injury-induced increase of GAG content was significantly attenuated by the TAT-JNK inhibitor (n Ó 

3).  (C) The increase of nitrite content after IL-1ɓ stimulation was significantly attenuated by the TAT-

JNK inhibitor (n Ó 9).  (D) The increase of GAG content after IL-1ɓ stimulation was significantly 

attenuated by the TAT-JNK inhibitor (n Ó 5).  (E) Increases in nitrite production after LPS stimulation 
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were attenuated by the TAT-JNK inhibitor (n Ó 6).  (F) Increases in GAG production after LPS 

stimulation were attenuated by the TAT-JNK inhibitor (n Ó 5).  GFP-TAT, L-TAT control peptide, and 

mTAT did not significantly affect nitrite or GAG production after mechanical stretch injury, IL-1ɓ, or 

LPS stimulation (*p < 0.05 compared to injured, vehicle-treated cultures; #p < 0.05 compared to IL-1ɓ + 

vehicle; ##p < 0.05 compared to LPS + vehicle; mean ± standard error of the mean; IL-1ɓ, interleukin IL-

1ɓ; LPS, lipopolysaccharide; GAG, glycosaminoglycans; TAT-JNK, transactivator of transcription-c-Jun 

N-terminal kinase; GFP-TAT, green fluorescence protein-transactivator of transcription). 

 

2.4 Discussion 

Astrocytes have been implicated to have both beneficial and harmful effects in the 

developing pathobiology after CNS insults (Morganti-Kossmann et al., 2002, Sofroniew, 2005).  

Much of their negative effects are associated with the process of reactive gliosis or astrocyte 

activation in which astrocytes increase production of GAG and NO, among other changes in 

their physiology.  In our study, NO and GAG production were chosen as functional measures of 

astrocyte activation because of their potential to detrimentally affect surrounding cells (Wada et 

al., 1998b, Silver and Miller, 2004).  Although GFAP is often used as a histological marker of 

activation (Pekny and Nilsson, 2005), whether it plays a functional role in the injury cascade is 

unclear.  However, it is well established that increased expression of iNOS (Lee et al., 1995) and 

the subsequent over production of NO (Wada et al., 1998a, Wada et al., 1998b) can cause cell 

death due to subsequent nitrosylation of proteins (Wada et al., 1998b).  Furthermore, increased 

production of extracellular GAG is known to be inhibitory to neurite outgrowth (Smith-Thomas 

et al., 1994).  GAGs form a significant component of the glial scar and cause growth cone 

collapse, preventing regeneration.  Therefore, we chose to focus on these more relevant, 
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functional measures of activation.  In the present study, astrocytes were activated by very 

different factors including mechanical stimulation with a well-characterized stretch injury model 

developed previously in our laboratory (Morrison et al., 2003), cytokine treatment (Kim et al., 

2006) or LPS (Bhat et al., 1998) to determine if the activation process could be controlled by the 

intracellular delivery of a peptide TAT-JNK inhibitor. 

Utilization of TAT to target activated astrocytes via their increased GAG content could 

be of significant therapeutic value.  Whereas the 86 amino acid, full length HIV-1 TAT has been 

implicated in neurodegeneration and neuroinflammation (Williams et al., 2009), the CPP TAT is 

an 11 amino acid peptide which is non-toxic, non-inflammatory, and capable of cellular 

transduction (Vives et al., 1997).  Through TAT-mediated delivery of an appropriate therapeutic 

cargo, it may be possible to limit GAG production and iNOS activity in activated astrocytes, 

thereby limiting detrimental effects. 

Regulation of the MAPKs p38, ERK and JNK may play a central role in astrocyte 

activation (Otani et al., 2002, Guan et al., 2006b, Hsiao et al., 2007).  These MAPKs are 

activated by a variety of stimuli, such as mechanical trauma (Mandell et al., 2001), spinal cord 

injury (Stirling et al., 2008), ischemia and reperfusion (Namura et al., 2001, Guan et al., 2006a) 

and cytokine (Waetzig et al., 2005, Hsiao et al., 2007) and LPS stimulation (Bhat et al., 1998, 

Nakajima et al., 2004).  Inhibition of MAPK cascades by the small molecule inhibitors of p38 

(Piao et al., 2003, Yoo et al., 2008), JNK (Hua et al., 2002, Guan et al., 2006a) and ERK 

(Mandell et al., 2001) decreased the stimulated upregulation of iNOS in vitro.  In the present 

study, small molecule inhibitors of p38 MAPK (SB203580), JNK (SP600125) and ERK (U0126) 

verified the essential role of the MAPK cascade in each of the different activation paradigms 
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employed.  Taken together, these results suggest that therapeutic modulation of astrocyte 

activation may be possible via the MAPK pathways.   

However, a significant limitation of existing small molecule inhibitors is that they cannot 

be targeted to a specific cell population, in this case activated astrocytes.  In our study we chose 

to focus on JNK as a possible therapeutic target because, while the roles of p38 and ERK in 

astrogliosis are still controversial (Cole-Edwards et al., 2006), the role of JNK in 

neurodegeneration after CNS insults has been well-established (Cole-Edwards et al., 2006, Guan 

et al., 2006a).  Peptide inhibitors for JNK are commercially available (Axxora) and the TAT-

JNK inhibitor has been well-characterized (Bonny et al., 2001, Borsello et al., 2003).  In 

contrast, the peptide inhibitor of p38 has only recently been reported in literature (Fu et al., 

2008). 

An alternative strategy to enhance repair is to target the glial scar directly.  Degradation 

of the glial scar with chondroitinase ABC or attenuating its formation through the use of a GAG 

synthesis inhibitor have been shown to promote axonal regrowth (Moon et al., 2001, Bradbury et 

al., 2002, Silver and Miller, 2004).  Unfortunately, the use of chondroitinase ABC as a 

therapeutic is not ideal as cleaving the GAG side chains leaves behind debris that remains 

inhibitory to neurite outgrowth (Ughrin et al., 2003, Silver and Miller, 2004).  Similarly, general 

inhibition of GAG production may have unwanted side effects as certain GAGs, such as heparan 

sulphate GAGs, are important in guiding axonal growth, promoting neurite outgrowth and 

facilitating synapse formation (Properzi et al., 2008). 

Successful glial-specific therapies will likely need to strike a fine balance between 

inhibiting negative consequences of astrocyte activation while maintaining their homeostatic 
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functions. Inhibiting their supporting function could exacerbate the pathology given their roles in 

the normal function of the brain.  For example, reactive astrocytes were selectively ablated after 

spinal cord injury in mice expressing a GFAP-herpes simplex virus-thymidine kinase transgene 

with ganciclovir (Faulkner et al., 2004).  In that study, the ablation of all reactive astrocytes after 

injury resulted in the failure of blood-brain barrier repair, leukocyte infiltration, local tissue 

disruption, severe demyelination, neuronal and oligodendrocyte death, and pronounced motor 

deficits.  Therefore a more subtle modulation of activation may be required for improved 

outcome.  In our study, we aimed to preserve homeostatic astrocytic processes by down-

regulating activated astrocytes rather than eliminating them altogether.  This strategy may prove 

more beneficial for ameliorating the detrimental effects of activated astrocytes by maintaining 

their presence in the injury site.  However further in vivo studies are necessary to clarify the 

relationship between modification of astrocyte activation and wound healing.  Astrocytes grown 

in serum-containing medium have been used as models of reactive gliosis due to their 

proliferative nature (Audouy et al., 1999).  However, in vitro studies involving astrocyte cultures 

lack critical input regarding systemic effects and environmental cues which could potentially 

impact the results reported here, highlighting the need for additional in vivo work. 

Reactive astrocytes play a key role in the formation of the glial scar that is inhibitory to 

axon growth (Wanner et al., 2008) due to injury-induced up-regulation of GAG production 

(McKeon et al., 1995).  We hypothesized that the increase in GAG content of activated 

astrocytes could be exploited to deliver a therapeutic molecule since intracellular delivery of 

GFP by TAT was increased after activation induced by different stimulation paradigms (Figure 

2.1C, Figure 2.2C).  In confirmation of our hypothesis, a TAT-JNK peptide inhibitor 

significantly prevented the functional consequences of astrocyte activation after stretch-induced 
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injury, cytokine, or LPS stimulation, as measured by reduced nitrite and GAG production (Figure 

2.5).  Our study is the first to report direct modulation of astrocyte activation with a peptide JNK 

inhibitor.  By exploiting this characteristic of activated astrocytes, our delivery strategy may be 

highly specific for activated astrocytes.   

Previous studies have attempted to reduce astrogliosis after injury (Yu et al., 1991, 1993, 

Ghirnikar et al., 1994, Zhu et al., 2007, Spigolon et al., 2010).  GFAP synthesis was inhibited in 

primary astrocytes after scratch injury by antisense RNA (Yu et al., 1991).  However, the 

inhibitory effect lasted only 3-5 days after injury due to the limited stability of the antisense 

RNA, resulting in only a delay in reactive astrogliosis.  Utilization of the CDK inhibitor 

olomoucine arrested the developmental astrocytic cell cycle and reduced astrocyte activation 

after hypoxia, scratch-wound, and ischemia (Zhu et al., 2007).  Newly proliferating astrocytes 

have been implicated in the astrogliotic scar (Kernie et al., 2001), however previously existing 

astrocytes may contribute significantly to the inhibitory effects of the glial scar as well.  

Systemic injections of kainic acid into the adult rat hippocampus induced marked increases of 

GFAP (Spigolon et al., 2010).  Administration of D-JNKI-1, the protease-resistant all-D-

retroinverso form of the peptide inhibitor used in our study, significantly attenuated neuronal cell 

death and partially prevented increased GFAP expression, although not significantly.  Although 

suggestive, a direct effect of the peptide inhibitor on astrocytes could not be distinguished from 

an indirect effect on astrocyte activation due to the significantly reduced neuronal death.  The 

results of our study demonstrate that the TAT-JNK peptide inhibitor exerts a direct effect on 

astrocyte activation in response to multiple stimuli.   

IL-1ɓ- and LPS-mediated inflammation and neurotoxicity have been used to model a 

broad array of neurodegenerative diseases such as bacterial meningitis (Quagliarello et al., 
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1991), Alzheimerôs disease (Lee et al., 2008) and Parkinsonôs disease (Yang et al., 2008).  

Utilizi ng a peptide construct to deliver a JNK inhibitor to a specific population of cells to reduce 

the effects of IL-1ɓ- and LPS-mediated activation and subsequent neurotoxicity could potentially 

be a targeted therapeutic for these and other neurodegenerative disorders.  The ability to deliver a 

therapeutic cargo via TAT transduction to a specific cell population could be of practical use 

considering the wide range of cell types involved in these complex neuropathologies. 
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3 Functional Tolerance to Mechanical Deformation Developed 

from Organotypic Hippocampal Slice Cultures
2
 

3.1 Introduction 

Despite the rising incidence and societal cost of TBI (Finkelstein et al., 2006, Langlois et 

al., 2006, Faul et al., 2010), treatment options remain limited or ineffective (Exo et al., 2009, 

Kolias et al., 2013), with drug candidates failing in clinical trials (Narayan et al., 2002, Maas et 

al., 2008).  In light of the struggles to develop effective drug therapeutics for TBI, efforts to 

prevent TBI remain central to reducing its societal costs.  However, developing more effective 

safety systems requires a fundamental understanding of injury mechanisms to translate the 

effects of mechanical stimuli to biologically relevant responses. 

TBI is the result of brain tissue deformation, with tissue strain and strain rate identified as 

significant predictors of injury in the brain after TBI (Margulies and Thibault, 1992, Bain and 

Meaney, 2000, Cater et al., 2006, Kleiven, 2006, Elkin and Morrison, 2007).  TBI can alter 

intracellular signaling cascades (Atkins et al., 2007b, Dash et al., 2011), neurotransmitter 

receptor subunit expression (Giza et al., 2006, Gibson et al., 2010, Kharlamov et al., 2011), 

neurotransmitter receptor function (Lea et al., 2002), and neuron morphology (Gao et al., 2011).  

The cumulative effect of these numerous changes can ultimately affect the electrophysiological 

activity of neuronal networks within the brain.  Electrophysiological activity has been quantified 

in response to deformation/strain in guinea pig optic nerve (Bain and Meaney, 2000), giant squid 

axon (Galbraith et al., 1993), and in cultured cortical neurons (Zhang et al., 1996, Goforth et al., 

                                                 
2 A modified version of this chapter previously appeared in print: Kang, W.H. and Morrison, B. (2014).  Functional 

Tolerance to Mechanical Deformation Developed from Organotypic Hippocampal Slice Cultures.  Biomech Model 

Mechanobiol.  Reprinted with permission by Springer. 
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2004, Kao et al., 2004).  Bain and Meaney measured visual evoked potentials after stretching 

guinea pig optic nerve, but did not investigate the effect of strain rate on electrophysiological 

activity (Bain and Meaney, 2000).  In contrast, Galbraith et al. measured electrical response to 

elongation of giant squid axon at varying strain rates, but only for a few minutes after injury  

(Galbraith et al., 1993).  AMPA, GABAA, and NMDA currents were recorded after stretching 

cortical neurons on an elastic membrane, but the injury model prevented quantification of 

Lagrangian strain (Zhang et al., 1996, Goforth et al., 2004, Kao et al., 2004). 

In this study, organotypic hippocampal slice cultures were mechanically injured using our 

well-characterized, in vitro model of TBI (Morrison et al., 2003, Cater et al., 2006, Morrison et 

al., 2006, Elkin and Morrison, 2007) to investigate alterations in electrophysiological function 

following mechanical injuries at varying tissue strains and strain rates relevant to TBI.  Changes 

in electrophysiological function were correlated to mechanical injury parameters in the form of 

mathematical equations describing the region-specific changes in electrophysiological function 

of the hippocampus after precisely controlled mechanical stimuli. 

One of the applications of these equations is for interpreting the mechanical outputs of 

finite element (FE) models of TBI.   Currently, FE models are capable of describing the 

mechanical events that occur during a TBI for the human brain (Kleiven and Hardy, 2002, 

Takhounts et al., 2003, El Sayed et al., 2008), as well as pig (Coats et al., 2012) and rat brain 

(Lamy et al., 2013, Mao et al., 2013).  However, developing accurate FE models requires a 

fundamental understanding of biological injury mechanisms to translate the effects of 

mechanical stimuli to biologically relevant responses.  Our functional data can be incorporated 

into FE models to enhance their biofidelity of accident and collision reconstructions. 



39 

 

Combined with FE simulations of automobiles or safety equipment, FE models of the 

brain have the potential to significantly reduce the cost of safety systems engineering by 

optimizing the performance of new designs before expensive prototypes need to be produced 

(Nirula et al., 2004, Moss et al., 2014). 

 

3.2 Materials and Methods 

3.2.1 Organotypic Slice Cultures of the Rat Hippocampus 

All animal procedures were reviewed and approved by the Columbia University 

Institutional Animal Care and Use Committee (IACUC).  The brains of post-natal day 8-11 rat 

pups were aseptically removed and the hippocampus cut into 400 ɛm thick slices using a 

McIlwain tissue chopper (Harvard Apparatus, Holliston, MA, USA) according to published 

methods (Morrison et al., 2006).  Hippocampal slices were then transferred onto 

polydimethylsiloxane (PDMS) membranes (Specialty Manufacturing Inc., Saginaw, MI, USA) 

pre-coated with 80 ɛg/mL laminin (Life Technologies, Carlsbad, CA, USA) and 320 ɛg/mL 

poly-L-lysine (Sigma-Aldrich, St. Louis, MO, USA) and incubated in a standard cell-culture 

incubator (37°C, 5% CO2) with Neurobasal medium (Life Technologies; supplemented with 1 

mM Glutamax, 50X B27, 4.5 mg/mL D-glucose, and 10 mM HEPES) for the first 2-3 days.  

Slice cultures were then fed every 2-3 days with conditioned full-serum medium (Sigma-Aldrich; 

50% minimum essential media, 25% Hankôs balanced salt solution, 25% heat inactivated horse 

serum, 1 mM Glutamax, 4.5 mg/mL D-glucose, and 10 mM HEPES) and maintained in a 

standard cell-culture incubator (37°C, 5% CO2) for 14-20 days total, including post-injury 

incubation.  The fluorescent dye propidium iodide (Life Technologies) was used prior to injury 
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to stain for dead or injured cells to verify slice culture health.  Unhealthy slice cultures were not 

included in the study (Effgen et al., 2012). 

 

3.2.2 Controlled Mechanical Deformation of Hippocampal Slice Cultures 

The in vitro mechanical stretch injury device has been characterized previously in detail 

(Morrison et al., 2003, Cater et al., 2006, Morrison et al., 2006).  Briefly, after 10-14 days in 

vitro, media was removed from the culture well, and the hippocampal slice cultures were 

mechanically stretched by pulling the PDMS culture substrate over a rigid, tubular indenter 

under feedback control to precisely control the applied mechanical stimulus.  Slice cultures were 

then returned to the incubator until electrophysiological function was assessed 4-6 days post-

injury.  The time after injury was selected based on previous studies that demonstrated maximum 

cell death by 4 days post-injury (Cater et al., 2006, Yu and Morrison, 2010).  The purpose of 

assessing electrophysiological function 4-6 days post-injury was to quantify altered function 

before neuronal repair and regeneration processes had begun.  The induced tissue strain and 

strain rate were verified with high-speed video analysis of the dynamic stretch event.  

Lagrangian strain was determined by calculating the deformation gradient tensor by locating 

fiducial markers on the tissue slice before and at maximal stretch (Morrison et al., 2003). 

In total, 135 hippocampal slice cultures from 45 rat pups across 15 different litters were injured 

at strains (up to 0.44) and strain rates (up to 30 s
-1
) relevant to TBI, with 12 uninjured slice 

cultures generated continuously throughout the entire course of experiments as negative controls.  

Uninjured slice cultures were age-matched to injured slice cultures to account for developmental 

changes in vitro.  Uninjured slice cultures underwent identical procedures as injured slice 
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cultures, including being placed on the mechanical stretch injury device, only without device 

fi ring.   

 

3.2.3 Assessment of Electrophysiological Function 

Prior to electrophysiological assessment, 60-electrode microelectrode arrays (MEA, 

Multichannel Systems, Reutlingen, Germany) were made hydrophilic with gas plasma treatment 

and coated with nitrocellulose (Thermo Fisher Scientific, Waltham, MA, USA) for slice culture 

adhesion (Egert and Meyer, 2005).  At the desired time point after injury, slice cultures were 

transferred to Biopore CM membranes (BGCM00010, EMD Millipore, Billerica, MA, USA), 

inverted onto pre-coated MEAs, and perfused with artificial cerebrospinal fluid (Sigma-Aldrich; 

125 mM NaCl, 3.5 mM KCl, 26 mM NaHCO3, 1.2 mM KH2PO4, 1.3 mM MgCl2, 2.4 mM 

CaCl2, 10 mM D-glucose, pH = 7.4) at 37°C, and aerated with 95% O2/5% CO2, as previously 

described (Yu and Morrison, 2010). 

Spontaneous neural activity was measured by recording unstimulated neural signals 

continuously for 3 minutes at a sampling rate of 20 kHz.  Raw data was low pass filtered with a 6 

kHz analog, anti-aliasing filter and then passed through a 60 Hz comb filter using custom 

MATLAB scripts (version R2012a, MathWorks, Natick, MA, USA).  Neural event activity was 

detected based on the Teager energy operator (Choi et al., 2006).  Spontaneous neural event 

firing rate, neural event duration, and neural event magnitude were calculated for all electrodes 

for each slice culture. 

To evoke neuronal responses, a programmable stimulator (STG2004, Multichannel 

Systems) generated constant current, biphasic stimuli (a positive phase for 100 ɛs followed by a 
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negative phase for 100 ɛs) at the indicated currents.  Neural signals were recorded at a sampling 

rate of 20 kHz and low pass filtered with a 6 kHz analog, anti-aliasing filter.  Before analysis and 

fitting, raw recording data was filtered through a digital, 8
th
 order Butterworth filter with a low 

pass frequency of 1000 Hz and a digital, 4
th
 order Butterworth filter with a high pass frequency 

of 0.2 Hz in MATLAB (MathWorks). 

Stimulus-response (S/R) curves were generated for each culture as previously described 

(Yu and Morrison, 2010).  Bipolar, biphasic stimuli of varying magnitudes (0 ɛA ï 200 ɛA in 10 

ɛA steps) were applied to each slice culture through electrodes in the mossy fiber (MF) or 

Schaffer collateral (SC) regions of the hippocampal slice.  Tissue response was recorded from all 

other channels simultaneously, and the amplitude of the field potential response was quantified 

as the peak to peak response.  The response at each electrode was plotted versus stimulus current 

and then fit to a sigmoid function: 

 

ὙὛ
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Equation 3.1 Stimulus-response (S/R) equation for evoked response electrophysiology. 

 

where Rmax was the maximum peak to peak response, I50 was the current which produced a half-

maximal peak to peak response, S was the current of the applied stimulus, and m was 

proportional to the slope of the linear region of the sigmoid curve.  A representative S/R curve is 

plotted in Figure 3.1, illustrating the S/R parameters. 
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Figure 3.1 Representative stimulus-response (S/R) curve generated from fitting Equation 1 (green line) to 

raw electrophysiological data (blue).  Rmax was the maximum peak to peak response, I50 was the stimulus 

current which produced a half-maximal peak to peak response, and m was proportional to the slope of the 

linear portion of the sigmoid curve. 

 

For paired-pulse recordings, paired-pulse responses were generated by delivering two 

successive stimuli of the same current (100 A˃) at interstimulus intervals (ISI) of 40, 60, 80, 100, 

140, 180, 220, 260, 300, 400, 500, 1000, 1500, and 2000 ms.  The paired-pulse ratio (PPR) of 

peak to peak amplitudes was defined as the ratio of the amplitude of the second response to the 

amplitude of the first response.  A PPR greater than 1 indicated paired-pulse facilitation, while a 

PPR less than 1 indicated paired-pulse depression (Fueta et al., 1998).  ISIs were assigned to four 

bins that are biologically relevant to short-term synaptic plasticity: Short Term ISIs (< 50 ms) 

elicit enhanced paired pulse depression mediated by the neurotransmitter ɔ-aminobutyric acid 

(GABA), specifically the GABAA class of GABA receptors (Stanford et al., 1995, Margineanu 

and Wulfert, 2000); Early-Mid ISIs (50 ï 100 ms) elicit a rebound in excitation thought to be 

caused by GABAA mediated disinhibition and activation of N-methyl-D-aspartate (NMDA) 
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receptors (Joy and Albertson, 1993, Stanford et al., 1995); Late-Mid ISIs (140 ï 500 ms) elicit 

late phase paired pulse depression mediated by GABAB receptors (DiScenna and Teyler, 1994, 

Stanford et al., 1995); and Long Term ISIs (> 500 ms), where an effect of paired stimulation is 

not expected (Zucker, 1989, Commins et al., 1998). 

Spontaneous network synchronization was quantified for each spontaneous recording 

using previously published methods based on correlation matrix analysis and surrogate 

resampling for significance testing (Li  et al., 2007a, Li  et al., 2010b, Patel et al., 2012).  

Correlation of neural events were computed to determine an event synchronization measure, 

called the synchronization index, for each electrode pair (Li  et al., 2007a).  For two electrodes x 

and y, and neural event-timing ὸ and ὸ (i = 1, é, mx; j = 1, é, my), the event correlation 

matrix was calculated by: 
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Equation 3.2 Neural event correlation matrix equation for spontaneous electrophysiology. 

 

where ̱ was the time interval in which two events were considered synchronous (1.5 ms), mx and 

my were the total number of events to be compared, and ὐ was a measure of correlation of two 

particular electrodes. 
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The event synchronization index for each electrode comparison, ranging in value from 0 

(completely uncorrelated) to 1 (perfectly correlated), was calculated by: 
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Equation 3.3 Neural event synchronization index equation for spontaneous electrophysiology. 

 

To identify clusters of synchronized electrodes, first, the participation index (PI) was 

calculated for each electrode a that contributed to a cluster b: 

 

ὖὍ ‗’  

Equation 3.4 Participation index equation for spontaneous electrophysiology. 

 

where ɜab was the a
th
 element of eigenvector ɜb and ɚb was the corresponding eigenvalue.  PIab 

indicated the contribution of electrode a to the synchronized cluster b, with ’ defined as the 

weight with which electrode a contributed to cluster b. 

Next, randomized surrogate time-series data without any correlated electrode pairs were 

generated with an event rate equal to the instantaneous event rate of the experimental recordings, 

and the eigenvalues of the surrogate correlation matrix were calculated (Li  et al., 2010b).  The 

surrogate randomization was repeated 50 times and the mean (‗Ӷ) and standard deviation (SDk) 
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of surrogate eigenvalues were calculated (k = 1, é, M, where M was the number of electrodes).  

We identified the number of synchronized clusters that were significantly different from the 

randomized, asynchronous surrogates by: 
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Equation 3.5 Synchronized cluster equation. 

 

where sgn was a sign function, ˂k was the eigenvalue of each electrode of the experimental data, 

and K was a constant (K = 3, for 99% confidence level, for a given number of electrodes). 

Finally, a global synchronization index (GSI), ranging from 0 (completely random, 

uncorrelated activity) to 1 (perfectly synchronous, correlated activity), was calculated for the 

cluster with the highest degree of synchronization: 
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Equation 3.6 Global synchronization index (GSI) equation. 
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where ‗Ӷ was the mean of the highest eigenvalues calculated across all surrogates, ‗  was the 

maximal eigenvalue of the correlation matrix from the experimental data, and M was the number 

of electrodes. 

To account for differences in the number of electrodes in each hippocampal region, the 

percentage of electrodes from each region in the cluster with the highest synchrony was 

calculated by dividing the number of electrodes in each region in the cluster with the highest 

synchrony by the total number of electrodes within a region in the entire hippocampal slice.  The 

percentage of electrodes in each region in that cluster was multiplied by the GSI to obtain a 

normalized GSI for each region. 

 

3.2.4 Statistical Analysis 

To capture the dependence of changes in spontaneous (neural event firing rate, neural 

event duration, neural event magnitude), S/R (Rmax, I50, and m), and paired-pulse (PPR for Short 

Term ISIs, Early-Mid ISIs, Late-Mid ISIs, and Long Term ISIs) electrophysiological parameters 

to injury (strain and strain rate), nonlinear regression was performed and empirical functions 

were fit for the hippocampus using the MATLAB function nlinfit.m, and 95% confidence 

intervals were computed using the function nlparci.m (MathWorks).  Data sets were also 

partitioned and fit separately for each hippocampal region (CA1, CA3, and DG).  For S/R and 

paired-pulse data only, the data sets were further partitioned and fit separately for each 

stimulation site (MF and SC). 

The functional forms of the fit equations were chosen based on the general shape of the 

data set, its gradients, and degree of non-linearity with respect to the independent variables.  To 
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determine the best fit for each data partition, with an optimal number of terms to preserve 

parsimony, we performed k-fold cross validation, choosing to replicate 10-fold cross validation, 

10 times.  In k-fold cross validation, a data set consisting of n samples is randomly split into k 

subsets (or k folds), with each subset consisting of approximately n/k samples.  Each of the k 

subsets is used as a test set, with the remaining k ï 1 folds serving as training sets.  The candidate 

equations are fit to the training set, then applied to the test set and the sum of squared errors 

(SSE) is calculated (Guo et al., 2008).  This procedure is repeated for k different test folds and 

the SSE is averaged over k.  To account for random resampling variance, k-fold cross validation 

is generally iterated with different random permutations of training and test folds (Ounpraseuth 

et al., 2012).  A widely accepted choice of k is 10, and 10 to 30 iterations of 10-fold cross 

validation have been shown to minimize random resampling variance (Molinaro et al., 2005).  

For R iterations of k-fold cross validation for a data set with n samples, the mean squared error 

(MSE) is calculated and the fit equation with the minimum value of MSE is chosen as the best fit 

equation for each data partition: 
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Equation 3.7 Equation for k-fold cross validation for electrophysiology best fit equations. 

 

where ei is the actual experimental value of the i
th
 sample and êijl  is the predicted value of the i

th
 

sample of the j
th
 data fold of the l

th
 iteration. 
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To test the significance of partitioning the data set according to hippocampal region 

and/or stimulation site, the F-test was applied, a method used to compare statistical models by 

testing whether the addition of terms significantly improves the goodness of fit (Allen, 1997, 

Finan et al., 2012).  The results of the F-test are summarized in Table 3.1 and Table 3.2.  Finally, 

to test significance of cross-validated coefficients, a linear hypothesis test was performed for 

each coefficient in the best fit equations using the MATLAB function coefTest.m (MathWorks).  

Significance was set at p < 0.05. 

 

Comparison Hippocampus vs. Regions 

Parameter F p 

Neural Event Firing Rate 0.020 1 

Neural Event Duration -2.112 1 

Neural Event Magnitude 1.017 0.433 
Table 3.1 Results from the F-test to compare model parsimony between data partitions for spontaneous 

electrophysiological parameters. 
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Comparison MF+SC vs. 

MF and SC 

MF+SC 

Hippocampus 

vs. Regions 

MF Hippocampus 

vs. Regions 

SC Hippocampus 

vs. Regions 

MF+SC Hippocampus 

vs. MF and SC Regions 

MF and SC Hippocampus 

vs. MF and SC Regions 

MF+SC Regions 

vs. MF and SC 

Regions 

MF+SC Regions 

vs. MF and SC 

Hippocampus 

Parameter F p F p F p F p F p F p F p F p 

Rmax -0.429 1 6.073 *  -2.461 1 6.602 *  0.716 1 1.011 0.437 -1.040 1 -2.544 1 

I50 1.168 *  -3.182 1 -9.228 1 -3.000 1 -1.634 1 -1.884 1 -0.889 1 -4.624 1 

m 7.726 *  -3.157 1 -1.991 1 -2.097 1 -0.018 1 -1.848 1 1.029 0.343 -44.972 1 

Short Term 

PPR 

1.497 *  -0.116 1 -0.561 1 0.282 1 0.082 1 -0.179 1 0.332 1 -0.748 1 

Early-Mid 

PPR 

1.143 *  -0.350 1 0.117 1 -0.067 1 0.080 1 0.018 1 0.292 1 -0.646 1 

Late-Mid 

PPR 

1.840 *  5.267 *  1.177 *  1.349 *  1.380 *  1.276 *  0.053 1 1.017 0.407 

Long Term 

PPR 

3.369 *  4.628 *  4.435 *  3.108 *  3.619 *  3.677 *  2.284 *  6.384 *  

Table 3.2 Results from the F-test to compare model parsimony between data partitions for stimulus-response and paired-pulse electrophysiological 

parameters.  *indicates p < 0.05; MF, mossy fiber stimulation; SC, Schaffer collateral stimulation. 
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Parameter Data Partition K R Constant Strain Strain2 Strain3 Rate (s) Rate2 (s3) Rate3 (s3) Strain*Rate 

(s) 

Strain2*Rate 

(s) 

Strain*Rate2 

(s2) 

Strain2*Rate2 

(s2) 

Strain3*Rate 

(s) 

Strain*Rate3 

(s3) 

Neural Event 

Firing Rate 

Hippocampus 3 0.18 0.08 (s-1) 

±0.01 

 0.41 

±0.24 

   -0.0000041 

±0.0000026 

      

Neural Event 

Duration 

Hippocampus 5 0.29 5.18 (s) 

±0.59 

   0.42 

±0.23 

-0.019 

±0.017 

  -4.36 

±2.72 

0.079 

±0.060 

   

Neural Event 

Magnitude 

Hippocampus 4 0.27 27 (ɛV) 

±1 

   -0.73 

±0.62 

0.10 

±0.06 

-0.0026 

±0.0015 

      

Rmax MF+SC CA1 3 0.17 508 (ɛV) 

±48 

     -0.017 

±0.015 

    283 

±198 

 

MF+SC CA3 4 0.25 774 (ɛV) 

±88 

-532 

±478 

   -0.64 

±0.34 

     468 

±225 

 

MF+SC DG 5 0.23 601 (ɛV) 

±64 

   -36 

±24 

  486 

±449 

-2224 

±2110 

  3132 

±2888 

 

I50 MF 

Hippocampus 

3 0.30 26 (ɛA) 

±3 

74 

±25 

 -370 

±171 

         

SC 

Hippocampus 

5 0.32 29 (ɛA) 

±2 

 252 

±190 

-690 

±475 

   4.78 

±2.87 

 -0.17 

±0.11 

   

m MF 

Hippocampus 

6 0.33 0.16 (ɛV/ɛA) 

±0.02 

-0.26 

±0.11 

     -0.05 

±0.03 

0.43 

±0.17 

 -0.027 

±0.009 

 0.00024 

±0.00008 

SC 

Hippocampus 

4 0.26 0.14 (ɛV/ɛA) 

±0.02 

-0.07 

±0.06 

  -0.0057 

±0.0029 

0.00030 

±0.00012 

       

Short Term 

PPR 

MF 

Hippocampus 

6 0.29 0.93 

±0.04 

 5.20 

±3.20 

-11.46 

±8.84 

0.012 

±0.005 

   -0.60 

±0.25 

  1.25 

±0.64 

 

SC 

Hippocampus 

6 0.31 0.89 

±0.03 

  2.54 

±1.91 

   0.30 

±0.12 

-0.81 

±0.37 

-0.012 

±0.005 

0.031 

±0.015 

  

Early-Mid 

PPR 

MF 

Hippocampus 

6 0.26 0.95 

±0.03 

 3.41 

±2.42 

-7.31 

±6.67 

0.0084 

±0.0034 

   -0.39 

±0.19 

  0.81 

±0.48 

 

SC 

Hippocampus 

4 0.28 0.92 

±0.03 

 0.56 

±0.33 

 0.014 

±0.006 

-0.00053 

±0.00025 

       

Late-Mid 

PPR 

MF 

Hippocampus 

1 0.13 0.95 

±0.01 

            

SC 

Hippocampus 

6 0.25 0.94 

±0.02 

 0.53 

±0.36 

 0.013 

±0.005 

 0.000026 

±0.000013 

-0.081 

±0.037 

 0.0035 

±0.0016 

   

Long Term 

PPR 

MF CA1 1 0.08 0.99 

±0.02 

            

MF CA3 1 0.18 1.01 

±0.01 

            

MF DG 1 0.10 1.01 

±0.01 

            

SC CA1 5 0.28 0.98 

±0.02 

   0.006 

±0.004 

 -0.00001200 

±0.00001197 

-0.040 

±0.029 

 0.0018 

±0.0015 

   

SC CA3 6 0.35 1.01 

±0.02 

 0.76 

±0.51 

  0.0013 

±0.0007 

-0.000059 

±0.000035 

-0.095 

±0.051 

 0.0040 

±0.0023 

   

SC DG 5 0.29 0.96 

±0.02 

   0.008 

±0.005 

 -0.000012 

±0.000011 

-0.025 

±0.022 

  0.0030 

±0.0025 

  

Table 3.3 Fit equations for each electrophysiological parameter.  Coefficient values are presented as ±95% confidence interval.
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3.3 Results 

For all electrophysiological parameters, at most, six parameters were necessary to 

optimally fit the raw data (Table 3.3).  Changes in spontaneous activity after mechanical injury 

were best described by fit functions independent of hippocampal region (Figure 3.2).  Neural 

event firing rate (Figure 3.2A) and duration (Figure 3.2B) were influenced by strain and strain 

rate in a complex fashion, while neural event magnitude (Figure 3.2C) was dependent on strain 

rate only.  Neural event firing rate increased as strain increased and strain rate decreased (Figure 

3.2A).  Neural event duration peaked at moderate strain severity (approximately 0.2 strain) and 

high strain rate (30 s
-1
) and generally increased with increasing strain rate (Figure 3.2B).  Neural 

event magnitude exhibited a biphasic response to injury; magnitude generally increased as strain 

rate increased until peaking at approximately 20 s
-1
, before decreasing back to uninjured levels 

between 20 and 30 s
-1
 (Figure 3.2C). 
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Figure 3.2 Alterations in spontaneous electrical activity of the hippocampus in response to mechanical 

injury parameters defined as tissue strain and strain rate.  Raw data points are plotted above (green) and 

below (red) the surface representing the best fit equation.  A 2D contour plot was included for 

visualization purposes.  (A) Neural event firing rate was dependent on both strain and strain rate and 

increased as strain increased and strain rate decreased. (B) Neural event duration was dependent on both 

strain and strain in a complex fashion.  Duration peaked at moderate strain severity (approximately 0.2 

strain) and high strain rate (30 s-1) and generally increased with increasing strain rate.  (C) Neural event 
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magnitude was independent of strain and exhibited a biphasic response to injury; magnitude generally 

increased as strain rate increased until a peak value at approximately 20 s-1. 

 

Changes in Rmax after mechanical injury were best described by separate fit functions for 

each hippocampal region, independent of stimulation site (Figure 3.3A, B, C).  In contrast, 

changes in I50 (Figure 3.3D, E) and m (Figure 3.3F, G) were best described by separate fit 

functions for each stimulation site, but independent of hippocampal region.  Rmax in all regions 

peaked as strain rate increased at high strain (Figure 3.3A, B, C), although to varying 

magnitudes, with CA3 increasing the most in response to high strain and high strain rate injuries 

(Figure 3.3B).  Changes in I50 in response to mossy fiber stimulation were independent of strain 

rate (Figure 3.3D), while I50 in response to Schaffer collateral stimulation exhibited minor 

dependence on strain rate (Figure 3.3E).  I50 in response to mossy fiber and Schaffer collateral 

stimulation peaked at strains between 0.2 and 0.3, regardless of strain rate.  Changes in m in 

response to mossy fiber stimulation were dependent on strain and strain rate in a complex 

fashion, with the greatest dependence on changes in strain and strain rate of any 

electrophysiological parameter (Figure 3.3F).  Between 0.1 and 0.2 strain at high strain rates 

(>25 s
-1

), a sharp increase in m was predicted by the fit equation, despite no raw data in that 

domain.  In response to Schaffer collateral stimulation, m increased with increasing strain rate, 

with minimal effect of strain (Figure 3.3G). 
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Figure 3.3 Alterations in S/R electrophysiology of the hippocampus in response to mechanical injury 

parameters defined as tissue strain and strain rate.  Raw data points are plotted above (green) and below 

(red) the surface representing the best fit equation.  A 2D contour plot was included for visualization 

purposes.  Rmax (A ï C) was dependent on hippocampal region, but not stimulation site.  I50 (D, E) and m 

(F, G) were both only dependent on stimulation site.  Rmax in CA1 (A), CA3 (B), and DG (C) peaked as 

strain rate increased at high strain, although to varying magnitudes.  Rmax decreased in all regions as strain 

rate increased at low strain.  (D) I50 in response to mossy fiber stimulation was dependent only on strain 

and was independent of strain rate.  (E) I50 in response to Schaffer collateral stimulation was dependent on 

strain and strain rate in a complex fashion.  (F) m in response to mossy fiber stimulation was dependent 

on strain and strain rate in a complex fashion, peaking at high strain rate.  (G) m in response to Schaffer 

collateral stimulation was dependent only on strain and was independent of strain rate.  m generally 

increased with increasing strain rate.  
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Changes in PPR for Short Term ISIs (Figure 4a and 4b), Early-Mid ISIs (Figure 3.4C, D), 

and Late-Mid ISIs (Figure 3.4E, F) were best described by separate fit functions for each 

stimulation site, independent of hippocampal region.  The only significant changes in PPR for 

Short Term ISIs and Early-Mid ISIs in response to mossy fiber stimulation occurred as strain rate 

increased at strains less than 0.1 (Figure 3.4A, C).  PPR values approached 1.2, indicating 

paired-pulse facilitation at these injury values.  In contrast, PPR for Short Term ISIs, Early-Mid 

ISIs, and Late-Mid ISIs in response to Schaffer collateral stimulation decreased as strain rate 

increased at strains less than 0.1 (Figure 3.4B, D, F), indicating paired-pulse depression.  Upon 

closer inspection, all non-constant term coefficients of the fit functions for mossy fiber 

stimulation for Late-Mid ISIs did not significantly differ from zero, indicating that the best fit 

function was a horizontal plane at the value of the constant term coefficient, at approximately 1 

(Figure 3.4E).  Changes in PPR for Long Term ISIs were best described by separate fit functions 

for stimulation site and hippocampal region (data not shown).  However, similar to mossy fiber 

stimulation for Late-Mid ISIs (Figure 3.4E), all non-constant term coefficients of the fit 

functions for mossy fiber stimulation for all hippocampal regions for Long Term ISIs did not 

significantly differ from zero, indicating that the best fit functions were horizontal planes at the 

values of the constant term coefficient, again at approximately 1 (data not shown).  Best fit 

functions for changes in PPR for Long Term ISIs for Schaffer collateral stimulation were 

determined to be complex equations, but were essentially horizontal planes at the values of the 

constant term coefficient (data not shown). 
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Figure 3.4 Alterations in PPR for the hippocampus in response to mechanical injury parameters defined as 

tissue strain and strain rate.  Raw data points are plotted above (green) and below (red) the surface 

representing the best fit equation.  A 2D contour plot was included for visualization purposes.  PPR for 

Short Term ISIs (A, B), Early-Mid ISIs (C, D), and Late-Mid ISIs (E, F) were dependent on stimulation 

site, but independent of hippocampal region.  PPR for all ISIs were dependent on both strain and strain 

rate.  PPR for Short Term ISIs (A) and Early-Mid ISIs (C) in response to mossy fiber stimulation (left) 

increased with increasing strain rate at low strain values.  In contrast, PPR for Short Term ISIs (B), Early-

Mid ISIs (D), and Late-Mid ISIs (F) in response to Schaffer collateral stimulation (right) decreased with 

increasing strain rate at low strain values.  PPR for Late-Mid ISIs (E) in response to mossy fiber 

stimulation were not significantly different from a horizontal plane at approximately PPR = 1. 
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In the hippocampus, only two parameters were necessary to optimally fit the raw data in 

all regions (Table 3.4).  The normalized GSI was dependent only on strain rate in a monotonic 

manner (Figure 3.5).  As strain rate increased, the normalized GSI increased.  This is in contrast 

to previous studies of tolerance criteria based on cell death, which determined that cell death was 

dependent on tissue strain but not strain rate in the hippocampus (Cater et al., 2006). 

 

Region K Constant Rate (s) Rate2 (s2) Rate3 (s3) 

Hippocampus DG 2 0.044 

±0.017 

 0.00010 

±0.00007 

 

Hippocampus CA3 2 0.041 

±0.018 

0.0019 

±0.0016 

  

Hippocampus CA1 2 0.046 

±0.016 

  0.0000035 

±0.0000031 

Table 3.4 Fit equations for the normalized GSI.  Values are prsented as ±95% confidence interval. 
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Figure 3.5 Alterations in network synchronization for the hippocampus in response to mechanical injury 

parameters defined as tissue strain and strain rate.  Raw data points are plotted above (green) and below 

(red) the surface representing the best fit equation.  A 2D contour plot was included for visualization 

purposes.  In DG (A), CA3 (B), and CA1 (C), the normalized GSI was dependent only on strain rate and 

increased as strain rate increased. 

 

Our functional results were compared to previous functional tolerance criteria determined 

by Bain and Meaney (Bain and Meaney, 2000).  Using their best overall threshold for strain of 

0.21 and an estimated value for strain rate of 30 s
-1
, we compared the predicted changes in S/R 
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and paired-pulse electrophysiological function using the mathematical functions determined in 

this study (Figure 3.6). 

 

 

Figure 3.6 Changes in S/R and PPR generated from fit equations due to a particular combination of tissue 

strain and strain rate from Bain and Meaney.  Tissue strain (0.21) and strain rate (30 s-1) from uniaxial 

stretch of the optic nerve by Bain and Meaney were used as inputs to fit equations for Rmax, I50, and m to 

output S/R curves, and PPR for Short Term, Early-Mid, Late-Mid, and Long Term ISIs for paired-pulse 

data (mean ±SD). 
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To illustrate the utility of our data set for improving FE models of TBI, an example is 

given of how the data set can be applied.  Data from physical injury reconstructions and FE 

modeling of a specific helmet-to-helmet collision of professional football players reported a 

strain of 0.15 and strain rate of 26 s
-1 

in the hippocampal and parahippocampal regions of the 

struck player (Viano et al., 2005).  We predicted the alterations in electrophysiological function 

of the hippocampus of the struck player by inputting the strain (0.15) and strain rate (26 s
-1
) into 

the equations for Rmax, I50, m, and PPR for Short-Term, Early-Mid, Late-Mid, and Long-Term 

ISIs.   The resulting values for these electrophysiological parameters were then compared with 

the expected electrophysiological function of the hippocampus of an uninjured player (Figure 

3.7). 
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Figure 3.7 Changes in S/R and PPR generated from fit equations due to a particular combination of tissue 

strain and strain rate from Viano et al.  Tissue strain (0.15) and strain rate (26 s-1) from a helmet-to-helmet 

collision determined by Viano et al. were used as inputs to fit equations for Rmax, I50, and m to output S/R 

curves, and PPR for Short Term, Early-Mid, Late-Mid, and Long Term ISIs for paired-pulse data (mean 

±SD). 

 

3.4 Discussion 

We have developed functional tolerance criteria for the hippocampus based on 

irreversible changes in electrophysiological function 4-6 days after precisely controlled 

mechanical deformation.  By irreversible, we mean changes in the sub-acute period after injury 

before remodeling processes could repair the neuronal network.  An optimal set of equations that 

parsimoniously describes the changes in electrophysiology after mechanical injury was 

determined by k-fold cross validation to account for the tradeoff between model complexity and 

goodness of fit, thus avoiding overfitting (Cawley and Talbot, 2010).  We believe our model 

strikes a balance between model complexity and prediction accuracy, with all fit equations 

requiring no more than six terms without sacrificing significant prediction accuracy. 

To determine the best fit for each data partition, with an optimal number of terms to 

preserve parsimony, two model selection methods were considered: penalized criteria, using 

Akaikeôs Information Criterion (AIC) (Burnham and Anderson, 2002) with a correction for small 

sample sizes (AICC) (Burnham and Anderson, 2004), and cross validation, using k-fold cross 

validation.  The AICC provides a relative measure of information lost when a model is used to 

approximate the unknown, true model of a given data set, and can be used to determine the 
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tradeoff between the goodness of fit of a model and the model complexity (Akaike, 1973).  The 

strengths of the AICC are its ease of calculation and simplicity of interpretation (Glatting et al., 

2007).  Compared to cross validation methods, penalized criteria methods such as AICC can be 

more accurate for most data frameworks, with significantly less computational cost (Arlot and 

Celisse, 2010).  However, because the value of the AICC itself for a given data set has no 

meaning on its own, only relative comparisons can be determined among candidate models (in 

this case, candidate fit equations for a given data partition but not for fits between different 

partitions of data).  In addition, penalized criteria methods have been shown to overfit data sets 

that are not sufficiently homoscedastic (Arlot and Celisse, 2010).  For these reasons we chose 

cross validation, specifically k-fold cross validation, to determine the best model among our sets 

of candidate models. 

Previous studies have determined functional tolerances to mechanical injury by 

measuring changes in electrophysiological activity at specific strains and strain rates (Galbraith 

et al., 1993, Bain and Meaney, 2000).  It is difficult to directly compare our study to that of 

Galbraith et al. because they examined the response of the squid axon immediately after 

mechanical deformation, not in the subacute period days after injury.  However, in general, they 

found that uniaxial stretch ratios in excess of 1.1 transiently depolarized neurons, which then 

recovered function within a few minutes and that the degree of depolarization was correlated 

with stretch magnitude.  Bain and Meaney determined conservative, liberal, and best overall 

thresholds of strain for predicting morphological injury in guinea pig optic nerve.  Using the 

strain (0.21) and strain rate (30 s
-1
) from Bain and Meaney, our functions predict impairment of 

neuronal network firing, as seen by the downward and rightward shift of the S/R curve and the 

increased PPR at Short Term and Early-Mid ISIs (Figure 3.6).  Bain and Meaney predicted a 
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25% probability of morphological and functional injury at the specified strain and strain rate, 

whereas our functions predicted potentially larger changes in electrophysiological function.  The 

differences in predicted electrophysiological function could be the result of using different 

species or testing different anatomical structures between the two studies.  Bain and Meaney 

developed their functional tolerances for uniaxial extension of the optic nerve of guinea pigs, a 

model of pure axons compared to the heterogeneous population of neural cells present in 

organotypic slice cultures of the hippocampus that we biaxially deformed. 

Although our study does not explicitly calculate one threshold in terms of strain and 

strain rate, we believe our approach to developing predictive equations for changes in 

electrophysiological function provides the end-user the ability to choose particular strain and 

strain rate inputs that produce a given change in electrophysiological parameters.  In this way, 

the end-user can define a degree of dysfunction that is acceptable to their particular application.  

Rather than a single value for an injury tolerance, in this study we developed continuous 

mathematical functions relating input (strain and strain rate) and output (electrophysiological 

function).  We believe this approach can potentially be more powerful than strict demarcations 

between safe and unsafe injuries, which may be too simplistic, particularly for complex 

biological responses such as electrophysiological function. 

It is important to determine the functional response to mechanical injury in as many brain 

regions as possible due to the heterogeneity of TBI-induced functional damage in the brain, 

especially in the hippocampus (Witgen et al., 2005, Bonislawski et al., 2007).  In our study, 

however, only changes in Rmax were significantly dependent on hippocampal region, with all 

other electrophysiological parameters being insensitive to anatomical location.  Rmax is an 

approximation of the total number of functional synaptic contacts, i.e. the number of neurons that 
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fire in response to a given stimulus (Buchs et al., 1993, Yu and Morrison, 2010).  Because the 

density and distribution of synapses in the hippocampus vary from location to location, even 

within the same anatomic region, significant differences in the way Rmax changes after injury 

between the hippocampal regions are not unexpected.  Moderate TBI has been reported to 

decrease synaptic density in the DG (Gao et al., 2011), consistent with the decrease in Rmax 

predicted after moderate strain and strain rate using our predictive functions.  The density and 

distribution of inhibitory and excitatory synapses has been quantified in CA1, with the majority 

of synaptic connections concentrated on excitatory pyramidal cells (Gao et al., 2011).  The 

higher ratio of excitatory to inhibitory neurons in the CA1 compared to DG could explain the 

differences in predicted changes in Rmax between CA1 and DG. 

A previous study reported that cell death in the hippocampus after mechanical injury was 

dependent on only tissue strain, monotonically increasing as strain increased (Cater et al., 2006).  

In contrast, changes in electrophysiological function did not have a monotonic relationship with 

either strain or strain rate, changing in a complex manner dependent on both strain and strain 

rate.  The complexity of our data is not surprising considering the nature of electrophysiological 

function in the hippocampus.  For example, each region of the hippocampus consists of different 

types of neurons, including excitatory neurons, inhibitory interneurons, and even different cell 

types, such as astrocytes (Pascual et al., 2012, Navarrete et al., 2013) and microglia (Kettenmann 

et al., 1993, Ji et al., 2013), all of which contribute to the population-level electrophysiological 

activity of the hippocampus.  The balance between excitatory and inhibitory neuronal activity as 

a result of different ratios of excitatory and inhibitory neurons in each hippocampal region also 

influences electrophysiological behavior (Gulyas et al., 1999).  Even within a specific class of 

neurons, such as interneurons, multiple cell subtypes exist, each with different firing 
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characteristics (Klausberger et al., 2003, Hefft and Jonas, 2005).  All of these cell types and 

subtypes may be susceptible to mechanical injury to different degrees, resulting in different 

network electrophysiological consequences depending on the magnitude of mechanical stimuli.  

Combined, the diversity of cells contributing to the population-level electrophysiological activity 

is expected to result in responses that are not monotonic with respect to strain. 

To illustrate the utility of our data set in adding biological predictions to FE models of 

TBI, we compared data from a physical injury reconstruction and FE modeling of a specific 

helmet-to-helmet collision of professional football players with the expected electrophysiological 

function of the hippocampus of an uninjured player (Figure 3.7) (Viano et al., 2005).  The struck 

player was reported to have impaired cognition and short term memory, symptoms of disruption 

in the normal function of the medial temporal lobes, which include the hippocampus and 

parahippocampal regions (Viskontas et al., 2006).  The downward shift of the S/R curve after 

injury is caused by a decrease in Rmax (Figure 3.7A).  The drastic decrease in Rmax can be 

interpreted as a decrease in the number of functional synaptic contacts, that could result in loss of 

neuronal network connectivity (Scheff and Price, 2006).  Brain connectivity has been found to 

correlate with cognitive ability (Sze et al., 1997).  Thus, the decrease in Rmax in the S/R curve of 

the injured player may help explain the cognitive impairments that resulted from the specific 

tissue deformations from the helmet-to-helmet collision. 

The predicted changes in PPR following injury result in paired-pulse facilitation in the 

Short Term ISIs when paired-pulse depression is observed in uninjured hippocampus (Figure 

3.7B).  In healthy, uninjured hippocampus, paired-pulse depression at Short Term ISIs is 

mediated by the inhibitory neurotransmitter GABA, specifically through the GABAA class of 

receptors found in interneurons (Margineanu and Wulfert, 2000).  The feedforward and feedback 
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regulation of excitability by inhibitory neurotransmission is an essential function of interneurons 

in the hippocampus (Sloviter, 1991).  GABAergic dysfunction in the hippocampus has been 

implicated as a significant factor in cognitive and memory impairments (Savanthrapadian et al., 

2013).  The switch from paired-pulse depression to paired-pulse facilitation in the Short Term 

ISIs could indicate dysfunction in GABAergic inhibition, which could further help explain the 

cognitive and short term memory impairments of the struck player. 

Although correlating in vitro electrophysiological changes to behavior in humans remains 

speculative, changes in electrophysiology predicted by our fit equations could be a starting point 

in explaining the behavioral consequences of the simulated collision.  In this way, our data set 

could be incorporated into FE models to add a functional component to the predictive 

capabilities of computational simulations of TBI. 

Tissue strain and strain rate are significant predictors of injury in the brain after TBI 

(Margulies and Thibault, 1992, Bain and Meaney, 2000, Cater et al., 2006, Kleiven, 2006, Elkin 

and Morrison, 2007).  However, very few in vivo measurements of tissue strain and strain rate 

exist due to the difficulty of measuring tissue deformation within the brain during TBI (Bayly et 

al., 2006, Hardy et al., 2007).  Studies involving in vivo measurements of tissue strain and strain 

rate have focused on axonal injury in primarily white matter brain tissue (Bain and Meaney, 

2000, Singh et al., 2006) or of non-injurious brain deformations in human volunteers (Sabet et 

al., 2008, Feng et al., 2010).  Injury reconstructions using anthropomorphic test devices have 

been utilized in simulating the different injury variables in sports collisions (Pellman et al., 2003, 

Zhang et al., 2004) and traffic accidents (Kleiven, 2007, Post et al., 2012).  FE modeling 

continues to be an important technique for simulating TBI under a wide variety of impact and 

loading conditions (Takhounts et al., 2008, Patton et al., 2012, Rowson et al., 2012).  
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Neuroimaging, such as diffusion tensor imaging (DTI) (Colgan et al., 2010, Wright and Ramesh, 

2012, Giordano et al., 2014, Giordano and Kleiven, 2014) and magnetic resonance imaging 

(MRI) (McAllister et al., 2012), can be used in conjunction with FE modeling and injury 

reconstructions to augment the biofidelity of numerical simulations by incorporation of 

directional white matter tracts.  However, all of these methods suffer from the same limitations 

in that they must be validated against experimental data sets in animal models or in human 

cadaver studies, and each method is constructed on a set of underlying assumptions and 

simplifications to approximate the anatomical and physiological details of the head during TBI.  

Until it becomes possible to measure directly brain deformation in vivo during TBI, in vitro 

models of TBI will continue to be necessary to provide valuable inputs to FE models, accident 

reconstructions, and other numerical simulations of TBI.  Our in vitro approach allows for an 

approximation of the hippocampal response to tissue strain and strain rate due to the biofidelity 

of the organotypic slice culture model (Noraberg et al., 1999).  However, a limitation of our 

study is whether these results can be applied to human FE models or are specific to the rat.  

While rat and human brains are very different at the macroscopic level, at the cellular and tissue 

level, evidence exists that they may be similar (Shreiber et al., 1999).  Mechanical properties of 

brain tissue may not be significantly different between species, particularly for strain-based 

tissue deformation (Ommaya et al., 1967).  Experiments with living cultures of human brain 

tissue would also directly address this limitation. 

A further limitation of our study is that the data domain used to determine the fit 

equations was restricted to the maximum tissue strains and strain rates achievable using our in 

vitro stretch injury device.  In our data sets, a maximum tissue strain of 0.44 and a maximum 

tissue strain rate of 30 s
-1
 were achieved.  Data from physical injury reconstructions and FE 
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modeling of helmet-to-helmet collisions of professional football players found that a collision 

with a 50% probability of concussion featured a strain and strain rate of 0.26 and 48.5 s
-1
, 

respectively, in gray matter (Kleiven, 2007), with other studies implicating even higher brain 

strains and strain rates in moderate to severe TBI (Kimpara and Iwamoto, 2012, Post et al., 

2012).  The strain rate in the reconstructed collision from Kleiven 2007 would surpass the upper 

bound in our data set, requiring extrapolation outside the loading conditions used to construct our 

fit equations.  Thus, caution should be exercised when attempting to interpret changes in 

electrophysiological parameters in response to TBI in excess of our maximal experimental 

values. 
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4 Predicting Changes in Cortical Electrophysiological Function 

after In Vitro Traumatic Brain Injury
3
 

4.1 Introduction 

Traumatic brain injury (TBI) remains a significant health concern in the United States, 

with annual incidence and estimated societal cost on the rise (Finkelstein et al., 2006, Langlois et 

al., 2006, Faul et al., 2010).  Efforts to prevent TBI by developing more effective safety systems 

remain central to reducing the societal impact of this growing epidemic (Nirula et al., 2004, 

Moss et al., 2014), particularly in light of the continuing struggle to develop effective drug 

therapeutics (Narayan et al., 2002, Maas et al., 2008).  Finite element (FE) models of the brain 

are important tools in the development and testing of safety systems as they can predict the 

biomechanical outcomes of in silico simulations (Aare et al., 2004).  However, the predictive 

capability of FE models is dependent on tolerance criteria capable of describing the anatomical, 

region-specific response of the brain to quantitative, input injury parameters. 

Current FE models have been developed to describe the mechanical events occurring 

within the brain during a TBI in humans (Kleiven and Hardy, 2002, El Sayed et al., 2008, 

Takhounts et al., 2008) and animals (Mao et al., 2006, Lamy et al., 2013, Mao et al., 2013).  

However, a predictive model of the outcome of mechanical injury is incomplete without a 

fundamental understanding of how mechanical stimuli translate to biologically relevant 

responses.  Electrophysiological activity has been quantified previously in response to 

deformation in giant squid axon (Galbraith et al., 1993), guinea pig optic nerve (Bain and 

                                                 
3 A modified version of this chapter has been submitted for publication: Kang, W.H. and Morrison B., 3rd (2014). 

Predicting Changes in Cortical Electrophysiological Function after In Vitro Traumatic Brain Injury. Biomech Model 

Mechan. 
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Meaney, 2000), and in cultured cortical neurons (Zhang et al., 1996, Goforth et al., 2004, Kao et 

al., 2004).  Galbraith et al. measured the electrical response to stretch of giant squid axon at 

various strain rates, but only for a few minutes post-injury (Galbraith et al., 1993).  Bain and 

Meaney measured visual evoked potentials (VEP) of stretched guinea pig optic nerve, but did not 

investigate the effect of varying strain rate on VEP (Bain and Meaney, 2000).  AMPA, GABAA, 

and NMDA currents were recorded after stretching cortical neurons cultured on an elastic 

membrane, but the injury model prevented quantification of Lagrangian strain (Zhang et al., 

1996, Goforth et al., 2004, Kao et al., 2004). 

Anatomical, region-specific tolerance criteria relating mechanical parameters of tissue 

strain and strain rate to cell death have been developed previously for the hippocampus (Cater et 

al., 2006) and cortex (Elkin and Morrison, 2007).  However, neuronal and glial cell death do not 

adequately describe the dysfunctional behavior of the brain after TBI and do not always correlate 

with functional deficits (Lyeth et al., 1990, Santhakumar et al., 2000), necessitating a more 

complete description of the biological outcomes of the living brain in response to mechanical 

injury.  Therefore, quantifying alterations in network electrophysiological function has the 

potential to provide unique functional information about the effects of TBI.  It is possible that the 

death of individual brain cells might go unnoticed by the patient in the absence of a change in 

brain function, i.e. behavior, highlighting the importance of tolerance criteria based on changes 

in neuronal network function in addition to those based on cell death or structural damage. 

Previously, we determined functional tolerance criteria relating tissue strain and strain 

rate to changes in electrophysiological function for the hippocampus (Kang and Morrison, 2014).  

In the present study, functional tolerance criteria for the cortex were determined.  Organotypic 

cortical slice cultures were subjected to mechanical stretch injury using our well-characterized, 
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in vitro model of TBI (Morrison et al., 2003, Cater et al., 2006, Morrison et al., 2006, Cater et 

al., 2007), and changes in electrophysiological function to varying tissue strains and strain rates 

relevant to TBI were quantified.  Electrophysiological parameters associated with unstimulated 

spontaneous network activity (neural event rate, duration, and magnitude), stimulated evoked 

responses (Rmax, I50, and m), and evoked paired-pulse ratios (PPR) at varying interstimulus 

intervals (ISI) were correlated to mechanical injury parameters by fitting mathematical functions 

to the raw data.  The resulting fit functions could be incorporated into FE models of TBI to 

improve the predictive capabilities of the consequences of TBI from numerical simulations.  The 

ability to engineer new protective safety systems in silico via FE models with accurate 

biomechanical and functional outputs could significantly reduce the cost of developing 

protective equipment against TBI. 

 

4.2 Materials and Methods 

4.2.1 Organotypic Slice Cultures of the Rat Cortex 

Animal procedures were reviewed and approved by the Columbia University Institutional 

Animal Care and Use Committee (IACUC).  The brains of post-natal day 8-11 Sprague-Dawley 

rat pups were aseptically removed and a strip of cerebral cortex directly above the hippocampus 

was excised from each cerebral hemisphere and cut into 375 ɛm thick slices using a McIlwain 

tissue chopper (Harvard Apparatus, Holliston, MA, USA), according to previously published 

methods (Elkin and Morrison, 2007).  Cortical slices were then transferred to 

polydimethylsiloxane (PDMS) membranes (Specialty Manufacturing Inc., Saginaw, MI, USA) 

that were pre-coated with 80 ɛg/mL laminin (Life Technologies, Carlsbad, CA, USA) and 320 
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ɛg/mL poly-L-lysine (Sigma-Aldrich, St. Louis, MO, USA), and incubated at 37°C with 

Neurobasal medium (Life Technologies; supplemented with 1 mM Glutamax, 50X B27, 4.5 

mg/mL D-glucose, and 10 mM HEPES) for the first 2-3 days.  Cortical slice cultures were fed 

every 2-3 days with conditioned full-serum medium (Sigma-Aldrich; 50% minimum essential 

media, 25% Hankôs balanced salt solution, 25% heat inactivated horse serum, 1 mM Glutamax, 

4.5 mg/mL D-glucose, and 10 mM HEPES) and maintained in a standard cell-culture incubator 

(37°C, 5% CO2) for 11-17 days total, including post-injury incubation. 

 

4.2.2 Controlled Mechanical Deformation of Organotypic Cortical Slice Cultures 

Immediately prior to mechanical stretch injury, the fluorescent dye propidium iodide 

(Life Technologies) was used to stain dead or injured cells.  Unhealthy slice cultures were 

eliminated from the study, according to published methods (Effgen et al., 2012).  The in vitro 

mechanical stretch injury device has been previously characterized in detail (Morrison et al., 

2003, Cater et al., 2006, Morrison et al., 2006, Cater et al., 2007).  Briefly, after 7-12 days in 

vitro, media was removed from the culture well, and the cortical slice cultures were subjected to 

equibiaxial stretch by pulling the PDMS culture substrate over a rigid, tubular indenter under 

feedback control to precisely control the applied mechanical stimulus.  Cortical slice cultures 

were then returned to the incubator until 4-6 days post-injury for assessment of 

electrophysiological function.  The time after injury was determined based on previous studies 

that demonstrated maximum cell death by 4 days post-injury (Elkin and Morrison, 2007, Yu and 

Morrison, 2010).  The purpose of assessing electrophysiological function 4-6 days post-injury 

was to quantify altered function before neuronal repair and regeneration processes could begin.  
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The induced tissue strain and strain rate were verified via high-speed video analysis of the 

dynamic stretch event.  Lagrangian strain was determined by calculating the deformation 

gradient tensor using fiducial markers on the tissue slice image before and at maximal stretch 

(Morrison et al., 2003). 

In total, 119 cortical slice cultures from at least 40 rat pups across a minimum of 13 

different litters were injured at strains (up to 0.59) and strain rates (up to 26 s
-1
) relevant to TBI.  

Uninjured cortical slice cultures were age-matched to injured slice cultures to account for 

developmental changes in vitro.  Uninjured slice cultures underwent identical procedures as 

injured slice cultures, including being placed on the stretch injury device without device firing. 

 

4.2.3 Assessment of Electrophysiological Function 

Immediately prior to electrophysiological measurements, 60-electrode microelectrode 

arrays (MEA) with electrode diameter of 30 ɛm and electrode spacing of 200 ɛm 

(60MEA200/30iR-Ti-gr, Multichannel Systems, Reutlingen, Germany) were made hydrophilic 

with gas plasma treatment and coated with nitrocellulose (Thermo Scientific, Waltham, MA, 

USA) for slice culture adhesion (Egert and Meyer, 2005).  At 4-6 days post-injury, cortical slice 

cultures were transferred to Biopore CM membranes (MGCM00010, EMD Millipore, Billerica, 

MA, USA), inverted onto pre-coated MEAs, and perfused with artificial cerebrospinal fluid 

(Sigma-Aldrich; 125 mM NaCl, 3.5 mM KCl, 26 mM NaHCO3, 1.2 mM KH2PO4, 1.3 mM 

MgCl2, 2.4 mM CaCl2, 10 mM D-glucose, pH = 7.4) at 37°C and aerated with 95% O2/5% CO2, 

as previously described (Yu and Morrison, 2010). 
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Spontaneous neural activity was measured by continuous recording of unstimulated 

neural signals for 3 minutes at a sampling rate of 20 kHz.  Raw data was low pass filtered with a 

6 kHz analog, anti-aliasing filter and passed through a 60 Hz comb filter using custom MATLAB 

scripts (version R2012a, MathWorks, Natick, MA, USA).  Neural activity was detected using a 

custom MATLAB script with an action potential detector based on the Teager energy operator 

(Choi et al., 2006).  Unstimulated neural event rate, duration, and magnitude were calculated for 

all electrodes for each cortical slice culture. 

To evoke responses, a programmable stimulator (STG2004, Multichannel Systems) 

generated constant current, biphasic stimuli (a positive phase for 100 ɛs followed by a negative 

phase for 100 ɛs) at the indicated current magnitudes.  Evoked neural signals were recorded at a 

sampling rate of 20 kHz and low pass filtered with a 6 kHz analog, anti-aliasing filter.  Prior to 

analysis and fitting, raw recording data was also filtered through a digital, 8
th
 order Butterworth 

filter with a low pass frequency of 1000 Hz and a digital, 4
th
 order Butterworth filter with a high 

pass frequency of 0.2 Hz in MATLAB (MathWorks). 

Stimulus-response (S/R) curves were generated for each slice culture, as previously 

described (Yu and Morrison, 2010).  Briefly, bipolar, biphasic stimuli of varying magnitudes (0 

ɛA ï 200 ɛA in 10 ɛA steps) were applied to the slice culture through electrodes in Layer IV of 

the cortical slice.  Layer IV was chosen due to the abundance of granule cell bodies that send 

projections to supragranular Layers II ï III and infragranular Layers V ï VI (Alloway et al., 

1993).  Previous studies have shown that thalamic stimulation induces a strong initial excitation 

in Layer IV granule cells which then leads to a series of excitations throughout the cortical 

layers, starting at the supragranular Layers II ï III and followed by the infragranular Layers V ï 

VI (Armstrong-James et al., 1992, Staiger et al., 2000).  Stimulation in Layer IV resulted in the 
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most consistent evoked responses throughout the organotypic cortical slice cultures (data not 

shown).  Stimulated responses were recorded from all channels simultaneously, and the 

amplitude of the evoked field potential response was quantified as the peak to peak response.  

The peak to peak response at each electrode was plotted versus stimulus current and then fit to a 

sigmoid function: 
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Equation 4.1 Stimulus-response (S/R) equation for evoked response electrophysiology. 

 

in which Rmax was the maximum peak to peak response, I50 was the current that produced a half-

maximal peak to peak response, S was the current of the applied stimulus, and m was 

proportional to the slope of the linear region of the sigmoid fit curve. 

For paired-pulse recordings, paired-pulse responses were generated by delivering two 

successive stimuli at I50 with ISI of 20, 35, 40, 50, 60, 70, 80, 100, 140, 180, 220, 260, 300, 400, 

500, 1000, 1500, and 2000 ms.  The PPR was defined as the ratio of the peak to peak amplitude 

of the second response to the peak to peak amplitude of the first response.  PPR greater than 1 

indicated paired-pulse facilitation, whereas PPR less than 1 indicated paired-pulse depression 

(Fueta et al., 1998).  ISI were assigned to four bins with distinct biological relevance to short 

term synaptic plasticity: Short Term ISIs (< 50 ms) elicit paired-pulse depression mediated by 

the neurotransmitter ɔ-aminobutyric acid (GABA), specifically the GABAA class of GABA 

receptors (Stanford et al., 1995, Margineanu and Wulfert, 2000); Early-Mid ISIs (50 ï 100 ms) 
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elicit a rebound in excitation thought to be caused by GABAA-mediated disinhibition and 

activation of N-methyl-D-aspartate (NMDA) receptors (Joy and Albertson, 1993, Stanford et al., 

1995); Late-Mid ISIs (140 ï 500 ms) elicit late phase paired-pulse depression mediated by 

GABAB receptors (DiScenna and Teyler, 1994, Stanford et al., 1995); and Long Term ISIs (> 

500 ms) produce independent responses with a PPR close to 1 (Zucker, 1989, Commins et al., 

1998). 

Spontaneous network synchronization was quantified for each spontaneous recording 

using previously published methods based on correlation matrix analysis and surrogate 

resampling for significance testing (Li  et al., 2007a, Li  et al., 2010b, Patel et al., 2012).  

Correlation of neural events were computed to determine an event synchronization measure, 

called the synchronization index, for each electrode pair (Li  et al., 2007a).  For two electrodes x 

and y, and neural event-timing ὸ and ὸ (i = 1, é, mx; j = 1, é, my), the event correlation 

matrix was calculated by: 
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Equation 4.2 Neural event correlation matrix equation for spontaneous electrophysiology. 
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where ̱ was the time interval in which two events were considered synchronous (1.5 ms), mx and 

my were the total number of events to be compared, and ὐ was a measure of correlation of two 

particular electrodes. 

The event synchronization index for each electrode comparison, ranging in value from 0 

(completely uncorrelated) to 1 (perfectly correlated), was calculated by: 
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Equation 4.3 Neural event synchronization index equation for spontaneous electrophysiology. 

 

To identify clusters of synchronized electrodes, first, the participation index (PI) was 

calculated for each electrode a that contributed to a cluster b: 

 

ὖὍ ‗’  

Equation 4.4 Participation index equation for spontaneous electrophysiology. 

 

where ɜab was the a
th
 element of eigenvector ɜb and ɚb was the corresponding eigenvalue.  PIab 

indicated the contribution of electrode a to the synchronized cluster b, with ’ defined as the 

weight with which electrode a contributed to cluster b. 
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Next, randomized surrogate time-series data without any correlated electrode pairs were 

generated with an event rate equal to the instantaneous event rate of the experimental recordings, 

and the eigenvalues of the surrogate correlation matrix were calculated (Li  et al., 2010b).  The 

surrogate randomization was repeated 50 times and the mean (‗Ӷ) and standard deviation (SDk) 

of surrogate eigenvalues were calculated (k = 1, é, M, where M was the number of electrodes).  

We identified the number of synchronized clusters that were significantly different from the 

randomized, asynchronous surrogates by: 
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Equation 4.5 Synchronized cluster equation. 

 

where sgn was a sign function, ˂k was the eigenvalue of each electrode of the experimental data, 

and K was a constant (K = 3, for 99% confidence level, for a given number of electrodes). 

Finally, a global synchronization index (GSI), ranging from 0 (completely random, 

uncorrelated activity) to 1 (perfectly synchronous, correlated activity), was calculated for the 

cluster with the highest degree of synchronization: 

 

ὋὛὍ
‗ ‗Ӷ

ὓ ‗Ӷ
 ὭὪ ‗ ‗Ӷ

π έὸὬὩὶύὭίὩ

 

Equation 4.6 Global synchronization index (GSI) equation. 
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where ‗Ӷ was the mean of the highest eigenvalues calculated across all surrogates, ‗  was the 

maximal eigenvalue of the correlation matrix from the experimental data, and M was the number 

of electrodes. 

To account for differences in the number of electrodes in each hippocampal region, the 

percentage of electrodes from each region in the cluster with the highest synchrony was 

calculated by dividing the number of electrodes in each region in the cluster with the highest 

synchrony by the total number of electrodes within a region in the entire hippocampal slice.  The 

percentage of electrodes in each region in that cluster was multiplied by the GSI to obtain a 

normalized GSI for each region. 

 

4.2.4 Statistical Analysis 

Nonlinear regression was performed to relate changes in spontaneous (neural event rate, 

duration, and magnitude), stimulus-response (Rmax, I50, and m), and paired-pulse (PPR for Short 

Term ISIs, Early-Mid ISIs, Late-Mid ISIs, and Long Term ISIs) electrophysiological parameters 

to injury parameters (tissue strain and strain rate).  Empirical functions were fit for the cortex 

using the MATLAB function nlinfit.m and 95% confidence intervals were computed using the 

function nlparci.m (MathWorks).  All electrophysiological parameters were fit separately. 

The functional forms of the candidate fit equations were polynomials in strain and strain 

rate (including interaction terms) with powers up to 3.  This family of polynomials was chosen 

based on the general shape of the data, its gradients, and degree of non-linearity with respect to 
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the independent variables of strain and strain rate.  To determine the best-fit equation from the 

family of 8,190 equations for each electrophysiological parameter, with an optimal number of 

terms to preserve parsimony, k-fold cross-validation was performed across all candidate 

equations, with 10 folds iterated 10 times.  In k-fold cross-validation, a data set consisting of n 

samples is randomly split into k subsets (called folds), with each subset consisting of 

approximately n / k samples.  Each of the k folds is used as a test fold, with the remaining k ï 1 

folds serving as training folds.  All candidate equations are fit to the data in the training fold, 

then applied to the data in the test fold, and the sum of squared errors (SSE) is calculated (Guo et 

al., 2008).  This process is repeated for each of the k test folds and the SSE is averaged over k.  

To account for random resampling variance, k-fold cross-validation is usually iterated with 

different random permutations of training and test folds (Ounpraseuth et al., 2012).  A common 

choice of k is 10, and 10 to 30 iterations of 10-fold cross-validation have been shown to 

minimize random resampling variance (Molinaro et al., 2005).  For R iterations of k-fold cross-

validation for data with n experimental samples, the mean squared error (MSE) is calculated, and 

the fit equation with the minimum MSE is chosen as the best-fit equation: 
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Equation 4.7 Equation for k-fold cross validation for electrophysiology best fit equations. 

 

in which ei was the actual experimental value of the i
th
 sample and êijl  was the predicted value of 

the i
th
 sample of the j

th
 data fold of the l

th
 iteration. 
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Finally, a linear hypothesis test was performed for each coefficient in the best-fit equation 

using the MATLAB function coefTest.m (MathWorks) to test significance of regressed 

coefficients (p < 0.05). 

 

4.3 Results 

For all electrophysiological parameters, at most, five terms were necessary to optimally 

fit the raw data (Table 4.1). 

 

Parameter K Constant Strain Strain2 Strain3 Rate (s) Rate2 (s2) Strain* 

Rate (s) 

Strain2*  

Rate (s) 

Strain2*  

Rate2 

(s2) 

Strain3*  

Rate (s) 

Event Firing Rate 1 0.025 (s-1) 

±0.006 

         

Event Duration 1 9.03 (s) 

±1.59 

         

Event Magnitude 4 29.7 (ɛV) 

±2.7 

  226.46 

±204.79 

    0.56 

±0.31 

-26.9 

±21.4 

Rmax 5 306 (ɛV) 

±126 

2295 

±1724 

-6170 

±4577 

    -349 

±281 

 992 

±660 

I50 5 48.44 

(ɛA) 

±12.16 

308.46 

±180.94 

-796.45 

±500.56 

   -16.02 

±11.39 

49.69 

±32.98 

  

m 4 0.103 

(ɛV/ɛA) 

±0.026 

-0.81 

±0.48 

3.41 

±2.06 

-3.92 

±2.50 

      

Short Term PPR 2 0.857 

±0.033 

    0.0003 

±0.0002 

    

Early-Mid PPR 2 1.046 

±0.042 

 -0.54 

±0.48 

       

Late-Mid PPR 2 1.043 

±0.037 

  -0.98 

±0.95 

      

Long Term PPR 2 1.077 

±0.028 

   -0.00364 

±0.00297 

     

Table 4.1 Fit equations for electrophysiological parameters in the cortex.  Values are presented as ±95% 

confidence interval.  K, number of terms. 
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For changes in spontaneous electrophysiological function, neural event rate (Figure 4.1A) 

and duration (Figure 4.1B) did not change significantly after mechanical injury, and their fit 

functions contained only a constant term.  Only neural event magnitude was dependent on the 

independent variables strain and strain rate, with magnitude generally increasing as strain and 

strain rate increased (Figure 4.1C). 

 

 

Figure 4.1 Alterations in spontaneous electrophysiology of the cortex in response to mechanical stimuli 

(tissue strain and strain rate).  Raw data points are plotted above (green) and below (red) the surface 

representing the fit equation.  A contour plot is included for visualization purposes.  (A) Neural event rate 
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was independent of both strain and strain rate.  (B) Neural event duration was independent of both strain 

and strain rate.  (C) Neural event magnitude was dependent on strain and strain rate in a complex manner 

and generally increased as strain and strain rate increased. 

 

Changes in Rmax after mechanical injury were dependent on strain and, minimally, on 

strain rate (Figure 4.2A).  Changes in I50 were dependent on both strain and strain rate in a 

complex manner (Figure 4.2B).  Maximum values of I50 were predicted at approximately 0.2 

strain at very low strain rates (< 5 s
-1
) while minimum values of I50 were predicted at 

approximately 0.1 strain at high strain rates (> 25 s
-1
).  Changes in m were dependent on strain, 

but independent of strain rate (Figure 4.2C).  As strain increased, m generally decreased or did 

not change significantly. 
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Figure 4.2 Alterations in evoked responses of the cortex as a function of mechanical injury parameters of 

tissue strain and strain rate.  Raw data points are plotted above (green) and below (red) the surface 

representing the fit equation.  A contour plot is included for visualization purposes.  (A) Rmax was 

dependent on both strain and strain rate in a complex manner.  (B) I50 was dependent on both strain and 

strain rate in a complex manner. (C) m was dependent on strain but independent of strain rate. 

 

Changes in PPR in each ISI bin were described optimally with only two terms.  Changes 

in PPR for Short Term (Figure 4.3A) and Long Term (Figure 4.3D) ISIs were dependent only on 

strain rate, while PPR for Early-Mid (Figure 4.3B) and Late-Mid (Figure 4.3C) ISIs were 
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dependent only on strain.  PPR for Short Term ISIs exhibited the greatest amount of perturbation 

after mechanical injury, increasing from paired-pulse depression to paired-pulse facilitation as 

strain rate increased. 

 

 

Figure 4.3 Alterations in paired-pulse ratios for the cortex in response to mechanical stimuli (tissue strain 

and strain rate).  Raw data points are plotted above (green) and below (red) the surface representing the fit 
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equation.  A contour plot is included for visualization purposes.  (A) PPR for Short Term ISIs was 

dependent only on strain rate.  (B) PPR for Early-Mid ISIs was dependent only on strain.  (C) PPR for 

Late-Mid ISIs was dependent only on strain.  d PPR for Long Term ISIs was dependent only on strain 

rate. 

 

In the cortex, three parameters were necessary to optimally fit the raw data (Table 4.2).  

Similar to the hippocampus, the normalized GSI was also dependent only on strain rate, but in a 

nonlinear manner (Figure 4.4).  The normalized GSI decreased with increasing strain rate up to 

approximately 10 s
-1
, but then increased as strain rate increased, peaking at high strain rates (30 

s
-1
). 

 

Region K Constant Rate Rate2 Rate3 

Cortex 3 0.087 

±0.027 

-0.0090 

±0.0069 

0.00038 

±0.00034 

 

Table 4.2 Fit equations for the normalized GSI of cortex.  Values are presented as ±95% confidence 

interval.  K, number of terms. 
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Figure 4.4 Alterations in network synchronization of the cortex in response to mechanical injury 

parameters defined as tissue strain and strain rate.  Raw data points are plotted above (green) and below 

(red) the surface representing the best fit equation.  A 2D contour plot was included for visualization 

purposes.  The normalized GSI was dependent only on strain rate. 

 

4.4 Discussion 

We have developed functional tolerance criteria for the cortex based on alterations in 

electrophysiological function after precisely controlled and verified mechanical deformation.  

Optimal fit equations were determined from a large pool of candidate equations by ten-fold 

cross-validation to account for the tradeoff between model (equation) complexity and goodness 

of fit, thus avoiding overfitting.  Our strategy preserved parsimony, with all fit equations 

requiring no more than 5 terms without sacrificing significant prediction accuracy. 

The predicted functional tolerance criteria for the cortex differed substantially when 

compared to results for hippocampus (Kang and Morrison, 2014).  In the hippocampus, even 
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small changes in strain and strain rate were predicted to elicit large changes in spontaneous 

activity.  In the cortex, in contrast, no change in neural event rate or duration were observed 

across all combinations of strain and strain rate, with only neural event magnitude exhibiting any 

dependence on strain and strain rate (Figure 4.1).  This difference could be due to the inherent 

differences between the cortical and hippocampal neuronal networks, both morphologically 

(Juraska and Fifkova, 1979) and functionally (Dalva and Katz, 1994, Garaschuk et al., 2000).  In 

the hippocampus, spontaneous network oscillations involve a large number of neurons acting 

together in a frequent, regular pattern (Garaschuk et al., 1998).  In contrast, cortical spontaneous 

oscillatory activity is detected only in individual neurons (Flint et al., 1999) or very small, 

discrete ñneuronal domainsò made up of only 2 ï 50 neurons (Yuste et al., 1992, Schwartz et al., 

1998).  In the cortex, significantly fewer neurons function in concert, even in the uninjured state, 

to initiate detectable spontaneous activity, which could explain the lack of detectable change 

after injury.  There are also fewer neural events to detect in general.  Using calcium imaging as a 

surrogate for neural activity, Garaschuk et al. reported calcium transients at very low rates, 

recurring approximately once every 1 ï 12 minutes.  In our study, 54% of the cortical slices in 

our data set had average rates of less than 1 event per minute per electrode.  It may be possible 

that the chosen recording window did not capture irregular and infrequent spontaneous network 

oscillations. 

The cortical neuronal network was also less active, less excitable, and less coordinated 

than the hippocampal neuronal network, evidenced by the evoked response data (Figure 4.2).  

Rmax in the cortex was never greater than 500 ɛV after any mechanical stimulus, whereas the 

average, uninjured Rmax in hippocampus was above 500 ɛV in all hippocampal regions and 

increased to values above 1000 ɛV after severe mechanical stimuli (Kang and Morrison, 2014).  
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The comparatively lower activity levels in cortex may be a direct result of the lower density of 

neurons, and more importantly, the lower density of functional synaptic contacts in the various 

cortical layers (Blue and Parnavelas, 1983b).  Because Rmax is a correlate for the total number of 

functional synaptic contacts (Buchs et al., 1993), the difference in Rmax between cortex and 

hippocampus is most likely due to the difference in the density of functional synaptic contacts in 

the cortex and hippocampus. 

The cortex was also significantly less excitable compared to the hippocampus (Figure 

4.2B).  In the hippocampus, I50 only varied between 20 to 40 ɛA, whereas in the cortex, I50 

fluctuated between approximately 40 to 70 ɛA.  In the developing cortex, synaptic contacts are 

sparsely distributed throughout the cortical layers and synaptic connectivity is weak (Katz and 

Shatz, 1996), not reaching full maturity until the end of the fourth postnatal week (Blue and 

Parnavelas, 1983a).  At the time of the electrophysiological experiments, the cortical slice 

cultures had been in culture for 11-17 days and were originally generated from P8-11 rat pups.  

Assuming they continued to mature in culture at the same rate in vivo, they could be considered 

equivalent to P18-28.  Therefore, the cortical network within the cultures may have been slightly 

immature, requiring stronger stimuli to efficiently propagate excitation to enough neurons to 

result in a summed field potential.  The brain of a rat aged P18-28 is believed to be similar 

developmentally to the brain of a human between the ages of 2-11 years old based on common 

developmental milestones in the juvenile brain (Dobbing and Sands, 1979, Tsujimoto, 2008, 

Semple et al., 2013).  Therefore, our model may be especially relevant to juvenile TBI, a leading 

cause of long-term neurodegenerative deficits in infants and young children (Langlois et al., 

2005, Selassie et al., 2008). 
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The electrophysiological parameter m approximates the complexity of the neuronal 

population, in that a low value of m (shallow slope of the linear portion of the S/R curve) 

indicates a diverse pool of neurons with a wide distribution of firing thresholds (Devanne et al., 

1997, Pitcher et al., 2003).  Conversely, a larger value of m (steeper slope of the S/R curve) may 

be indicative of the whole population of neurons possessing a similar threshold to fire.  In the 

cortex, m peaks at approximately 0.1 at injuries of low strain (Figure 4.2C).  In contrast, m in the 

hippocampus may reach maximal values greater than 0.3.  Due to the variability in firing 

characteristics of neurons in different layers of the cortex and the local clustering of neurons into 

ñneuronal domains,ò the excitability of neurons may be more variable with less uniformity than 

in the hippocampus (Wu et al., 1999, Wu et al., 2001). 

PPR at Short Term ISIs was dependent only on strain rate and switched from depression 

at low strain rates to facilitation at high strain rates (Figure 4.3A).  In the visual cortex, 

frequency-dependent paired-pulse depression observed under normal conditions is believed to be 

a dynamic gain-control mechanism (Abbott et al., 1997, Galarreta and Hestrin, 1998), and at 

short ISIs, paired-pulse depression is dominated by GABAergic-mediated inhibition (Jia et al., 

2004).  As strain rate increases, GABAergic-mediated disinhibition or dysfunction may be 

occurring, resulting in the observed reversal of depression to facilitation. 

Previous studies quantified functional tolerances to mechanical injury by measuring 

changes in electrophysiological properties at specific strains and strain rates (Bain and Meaney, 

2000).  Bain and Meaney determined conservative, liberal, and best overall thresholds of 

Lagrangian strain for the prediction of morphological and functional injury in guinea pig optic 

nerve (Bain and Meaney, 2000).  Their tolerances were developed using a model of pure axons 

undergoing uniaxial stretch as opposed to the heterogeneous population of neural cells present in 
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organotypic slice cultures that were biaxially deformed in the present study.  Bain and Meaney 

determined distinct thresholds of injury using logistic regression, in contrast to the complex 

predictions determined in the present study.  The complexity of our data is not surprising 

considering the tissue architecture of the cortex and its effects on electrophysiological function.  

Neurons in different layers of the cortex exhibit layer-specific firing characteristics (Sun and 

Dan, 2009), and neurons in each cortical layer can form their own ñsmall-world networksò with 

sparse long-range connections in between layers (Douglas et al., 1995, Watts and Strogatz, 

1998).  Combined with more complex mechanical stimulation (biaxial vs. uniaxial deformation), 

the electrophysiological response to injury may not be expected to demonstrate a linear, 

monotonic relationship with injury severity. 

Our data set could be incorporated into current FE models of TBI, adding functional 

outcomes to the mechanical outputs that simulate the events in the brain during and after injury.  

An example is provided to illustrate the utility of this approach.  Viano et al. studied the 

influence of brain tissue deformation (strain and strain rate) on ensuing concussion symptoms by 

reconstructing specific helmet-to-helmet collisions in the National Football League (NFL) via 

high-speed video analysis and dummy simulations (Viano et al., 2005).  The physical injury 

reconstruction data was then used as inputs to an FE model of the brain to predict the strain and 

strain rate experienced by various regions of the brain during and after the collision (Zhang et al., 

2001b).  One particular collision was found to induce strain of 0.12 at a strain rate of 28 s
-1
 in the 

orbitofrontal cortex region of the struck player.  The struck player was reported to suffer from 

headaches and dizziness, as well as impaired cognition and short term memory.  Within their 

patient cohort, Viano et al. discovered a correlation between strain in the orbitofrontal cortex and 

dizziness.  The fit equations presented herein can predict the injury-induced changes in the 
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stimulus-response and paired-pulse function within the cortex of the struck player for 

comparison to the expected electrophysiological function of an uninjured player (Figure 4.5). 

 

 

Figure 4.5 Changes in stimulus-response activity and paired-pulse ratios generated from fit equations in 

response to a particular impact.  Tissue strain (0.12) and strain rate (28 s-1) from a helmet-to-helmet 

collision as determined by Viano et al. were used as inputs to the fit equations developed herein. (A) S/R 

curves were generated using the equations for Rmax, I50, and m. (B) Paired-pulse data was plotted for PPR 

for Short Term, Early-Mid, Late-Mid, and Long Term ISIs (mean±SD). 

 



 

94 

 

The upward and leftward shift of the S/R curve due to injury is caused primarily by an 

increase in Rmax and a decrease in I50 (Figure 4.5A).  Rmax is a correlate for the total number of 

functional synaptic contacts and therefore a measure of neuronal network connectivity (Buchs et 

al., 1993).  I50 was defined as the stimulus current necessary to evoke a half-maximal response, 

reflecting the synaptic excitability of the neural circuitry (Yu and Morrison, 2010).  In the case of 

the injured player, the cortical network is predicted to become hyperexcitable after the collision, 

with more neurons firing in a coordinated manner (Rmax increase) with a lower firing threshold 

(I50 decrease).  Cortical hyperexcitability has been implicated in the symptoms related to 

migraine, including headache and dizziness (Welch et al., 1990, Haigh et al., 2012).  Thus, the 

changes in the S/R curve of the struck player that are indicative of hyperexcitability may help 

explain the migraine-like symptoms that resulted from the specific tissue deformations from the 

helmet-to-helmet collision. 

At tissue strain of 0.12 and strain rate of 28 s
-1

, our fit equations predict facilitation in 

PPR for Short Term ISIs rather than paired-pulse depression that is expected in the uninjured 

case (Figure 4.5B).  In healthy, uninjured cortex, paired-pulse depression at Short Term ISIs is 

mediated by GABAA receptors (Jia et al., 2004).  Cortical GABAergic interneurons regulate 

excitability through feedforward and feedback inhibition (Lee et al., 2010), and GABAergic 

dysfunction in the cortex has been implicated as a significant factor in cognitive and memory 

impairments (Lewis, 2000).  The reversal of paired-pulse depression to paired-pulse facilitation 

in the Short Term ISIs could be indicative of GABAergic dysfunction, which could help explain 

the cognitive and short term memory impairments experienced by the struck player. 

A direct correlation between in vitro electrophysiology in animal models to behavioral 

changes in humans has not been previously validated, so the preceding discussion is somewhat 
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speculative.  However, TBI is known to cause alterations in intracellular signaling cascades 

(Atkins et al., 2007b, Ning et al., 2013), neurotransmitter receptor subunit expression (Giza et 

al., 2006, Lee et al., 2011), neurotransmitter receptor function (Tavalin et al., 1997, Lea et al., 

2002), and neuron morphology (Gao and Chen, 2011).  The summation of all of these 

microscopic changes after TBI may manifest as changes in electrophysiological function, which 

represent their cumulative effects on the neuronal network.  Findings from electrophysiology 

studies in rodent tissue are often translated to understanding electrophysiology in human neural 

tissue (Cohen et al., 2007, Reeves and Colley, 2012).  In addition, the cellular- and tissue-level 

changes after TBI in rat and human brains may be similar despite the macroscopic differences in 

structure (Shreiber et al., 1999).  Therefore, since changes in electrophysiological function are 

the cumulative effect of cellular and molecular perturbations, it may be possible to justify a 

comparison between the mechanotransduction of tissue strain and strain rate into changes in 

electrophysiological function in our animal study and the human condition.  Electrophysiological 

experiments involving cultured human brain tissue could more directly address this limitation. 

Another limitation is the range of tissue strains and strain rates achieved with our in vitro 

model of TBI in the current study.  While it has been reported that the injury device is capable of 

producing strains up to 1.00 and strain rates up to 150 s
-1
 (Morrison et al., 2003, Elkin and 

Morrison, 2007), we were able to achieve a maximum tissue strain of 0.59 and a maximum strain 

rate of 26 s
-1
.  This experimental range was due to imperfect adhesion of the slice culture to the 

PDMS substrates, which decreased the percentage of the applied substrate strain experienced by 

the slice culture.  This limitation is common to all injury models based on deformation of the 

culture substrate.  One of the strengths of our in vitro injury model is the use of high-speed video 

to validate the applied tissue strain to correlate outcome to the actual tissue biomechanics. 
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A combination of physical injury reconstruction and FE modeling of helmet-to-helmet 

collisions of NFL players reported that a collision with a 50% probability of concussion featured 

gray matter strain and strain rate of 0.26 and 48.5 s
-1
, respectively (Kleiven, 2007).  Other 

numerical studies have implicated even higher brain strains and strain rates in moderate to severe 

TBI, although they have not been validated for predicting tissue strain or strain rate (Kimpara 

and Iwamoto, 2012, Post et al., 2012).  The strain rate in the reconstructed collision by Kleiven 

would surpass the upper bound in our data set, with extrapolated predictions from our fit 

equations potentially becoming less accurate.  Therefore, caution should be exercised when 

attempting to interpret changes in electrophysiological function in response to tissue 

deformations in excess of the maximal values in our data set.  Our data set may be most 

appropriate for simulations of mild to moderate TBI, which produces strains and strain rates 

within the domain and range of our injury parameter data. 
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5 Stretchable Neural Interfaces
4
 

5.1 Introduction 

Neural engineering holds great promise for improving the lives of millions of people who 

have lost the ability to interact with the world due to disease, injury, or congenital defects.  

Neural engineering requires an interface with the nervous system to record neural electrical 

activity and enable bi-directional communication through stimulation of neural tissue.  Neural 

prostheses directly interface with neurons and potentially could overcome cognitive, behavioral, 

and motor deficits caused by peripheral nerve injury, amputation, spinal cord injury, 

degenerative motor neuron disease, and many other neurodegenerative conditions.  The interface 

between living neural tissue and the man-made, engineered system is the microelectrode array 

(MEA), which critically determines the functionality, utility, and stability of the benefit gained 

from the neural prosthesis.  In fact, the quality of the interface between neurons and the device 

may dictate the overall functional quality of the entire system.  If the interface is non-stationary 

over time, with decreasing signal to noise ratio (SNR) or loss of individual neurons 

(information), the robustness of the system as a whole will deteriorate. 

The interface between the circuitry and the neural tissue or cells is most often achieved 

through a matrix or array of electrodes.  By recording from many electrodes, the information 

content of the signal is greatly increased over that of single electrodes (Mehring et al., 2003, 

Cohen and Nicolelis, 2004, Carmena et al., 2005).  Given the distributed processing and storage 

of information in the brain, recording from an extended network of interacting neurons may be 

                                                 
4 A modified version of this chapter previously appeared in print: Kang, W.H., Cao, W., Wagner, S. and Morrison, 

B. (2012). Stretchable Neural Interfaces. In: Stretchable Electronics. Wiley-VCH Verlag GmbH & Co. KGaA, pps. 

379-399. 
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more effective than single electrode interfaces (Engel et al., 2001, Harris et al., 2003).  Increased 

information content is critical for accurate decoding of the neural signal and the resultant 

prediction of the intended output.  For example, in a brain-computer interface, single neuron 

activity may be correlated with motion parameters, but ensemble recordings produced more 

precise movements and enable better reproducibility (Cohen and Nicolelis, 2004, Carmena et al., 

2005). 

Contemporary MEAs allow for simultaneous recording from up to 256 discrete locations 

with recording bandwidths of up to 30 kHz (Charvet et al., 2010).  The long-range connectivity 

of neural networks can be studied with these arrays, providing additional insight into neuronal 

information processing and function over single electrode recordings (Kralik et al., 2001, Diogo 

et al., 2003).  Higher order behaviors are likely to depend on this type of ensemble network 

behavior rather than the activity of individual neurons (Doetsch, 2000). 

To facilitate coupling of MEAs to neural tissue and the study of neuronal networks within 

tissue, a multitude of MEA concepts and designs has been demonstrated for application to in 

vivo neural tissue, in vitro cell culture, and brain slice electrophysiology.  Electrodes have been 

fabricated from many materials including gold, platinum, iridium, titanium nitride, silicon, 

carbon, and conductive polymers.  Electrode arrays are typically configured as either planar, 

cuff, penetrating, or regenerating electrodes (Lacour et al., 2010).  Planar electrodes patterned on 

flat, most often rigid substrates are designed for extracellular stimulation and recording in vitro 

of various types of tissues or cells (Yu and Morrison, 2010).  Cuff electrodes are coiled arrays 

wrapped around nerves with interior electrode contacts (Donaldson et al., 2008).  Penetrating 

electrodes are implantable arrays that typically feature long, needle-like structures pushed into 

the brain or nerve in vivo (Cheung, 2007, Kim et al., 2009).  Regenerating electrodes feature a 
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sieve of surface electrodes implanted between severed ends of a peripheral nerve to facilitate the 

regrowth of nerve fibers (Edell, 1986). 

Most MEA systems are practically rigid in comparison to soft neural tissues (Table 5.1). 

 

Material Youngôs Modulus 

Brain 3 kPa (Elkin et al., 2011a, Elkin et al., 2011b) 

Peripheral Nerve 575 kPa (Borschel et al., 2003) 

Spinal Cord 650 kPa (Bilston and Thibault, 1996) 

Polydimethylsiloxane (PDMS) 1 MPa (Walker et al., 2004) 

Polyimide 2.8 GPa (McClain et al., 2011) 

Parylene C 4.8 GPa (Shih et al., 2004) 

Bone 16 GPa (Rho et al., 1993) 

Thin Film Gold 55 GPa (Espinosa and Prorok, 2003) 

Glass 76 GPa (Chen et al., 1995) 

Platinum 165 GPa (Merker et al., 2001) 

Silicon 170 GPa (Hopcroft et al., 2010) 

Table 5.1 Typical Youngôs Modulus (E) for SMEA materials and neural tissues. 

 

In vivo penetrating MEAs consist of needle-like electrodes made from silicon or metal 

wires which have Youngôs moduli (E) on the order of tens to hundreds of GPa (McClain et al., 

2011).  Less rigid arrays for in vivo implantation that integrate stiff components on flexible 

polymer substrates such as polyimide have been developed but with E of approximately 3 GPa 
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(Cheung et al., 2007).  Small flexion of these flexible MEAs can be achieved without altering 

their functionality (Suo et al., 1999).  However, even these flexible MEAs are much stiffer than 

neural tissues and cannot withstand mechanical strains in excess of 1-2% (Lacour et al., 2010).  

Flexible MEAs are not compliant enough to tolerate large mechanical deformations that occur 

physiologically for neural tissue.  With each beat of the heart or due to movement of the head, 

the brain, for example, experiences up to 5% bulk strain (Bayly et al., 2005, Sabet et al., 2008), 

and peripheral nerves may experience up to 15% strain (Topp and Boyd, 2006).  Contemporary 

in vitro planar MEAs are formed on glass substrates, and are therefore rigid and incompatible 

with deformation (Egert et al., 1998, van Bergen et al., 2003).  These structures fracture under 

small tensile strain, typically no more than 1% (Spaepen, 2000). 

The modulus mismatch between rigid MEAs (E of tens to hundreds of GPa), flexible 

MEAs (E on the order of GPa) (McClain et al., 2011) and brain tissue (E of approximately 3 

kPa) (Elkin et al., 2011a, Elkin et al., 2011b) or peripheral nerves (E of approximately 600 kPa) 

(Borschel et al., 2003) poses many acute and chronic problems, stemming from implantation 

trauma, interfacial strains and micro-motion damage (Polikov et al., 2005, Subbaroyan et al., 

2005, Cheung, 2007).  With the inclusion of a rigid electrode, tissue stress and strain become 

concentrated very locally around the electrode, leading to repetitive mechanical stimulation and 

injury.  Over time, these contribute to inflammation at the implantation site (Cheung et al., 

2007), encapsulation of the electrode (Cheung, 2007), neuronal death in the surrounding brain 

tissue (Biran et al., 2005), and loss of SNR (Polikov et al., 2005).  Additionally, MEA systems 

that require tethering to the skull or another external anchor exacerbate the inflammation and 

neuronal cell loss around the electrodes (Kim et al., 2004, Biran et al., 2007). 
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To avoid the deleterious effects caused by this mechanical mismatch between man-made 

MEA systems and biological tissues and cells, softer, more compliant electrodes are necessary to 

improve the tissue-electrode interface.  In a theoretical modeling study, significant tissue strains 

were generated at the interface with stiff electrodes with material properties representative of 

silicon or polyimide (Subbaroyan et al., 2005).  Most interestingly, in simulations of a 

hypothetical electrode made of a soft material with E = 6 MPa (similar to silicone), interfacial 

strains were reduced by two orders of magnitude.  Softer, more compliant, and stretchable MEAs 

are capable of moving and deforming with the tissue, thereby reducing this repetitive micro-

motion damage and improving the longevity of the interface. 

Stretchable MEAs (SMEAs) also have utility for in vitro studies to understand mechano-

transduction, the cellular pathways by which mechanical stimuli are transduced into intracellular 

signaling cascades.  Many of these in vitro systems apply mechanical stimulation by deformation 

(stretch) of an elastic substrate on which the cells or tissue grow.  Such systems have found 

utility in the study of traumatic brain injury (Morrison III et al., 1998, Morrison III et al., 2011), 

which is caused by rapid deformation of the brain, including stretch, compression, and shear 

strain (Cater et al., 2006, Elkin and Morrison, 2007).  As described above, most contemporary 

MEAs are rigid and therefore not compatible with these injury models, making it difficult to 

study the effects of mechanical injury on electrophysiological function of the neuronal network.  

While it is possible to injure neural tissue after removing it from an MEA, recording from the 

same locations after injury is very difficult.  An SMEA embedded in the elastic substrate lifts 

these limitations because the tissue remains adhered to the SMEA before, during, and after 

stretch injury (Yu et al., 2009b).  Examples of this in vitro application for SMEAs, developed by 

us, and examples of in vivo applications, developed by others, are described below. 
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5.2 Classes of SMEAs 

Contemporary SMEAs fall into one of two categories: planar or cuff SMEAs.  Many 

MEAs have been described in the literature as being flexible and capable of functioning while 

being rolled or bent.  Induced bending strains range up to a few percent (Lacour et al., 2010).  In 

an arbitrary definition that takes practical needs into account, we consider a stretchable MEA to 

be defined as one which can withstand at least 20% uniaxial or at least 5% biaxial strain without 

losing electrical continuity. 

 

5.2.1 Planar SMEAs 

Planar SMEAs provide spatial and temporal information about neuronal networks and 

have the additional advantage of being capable of monitoring neural electrophysiological activity 

from tissues or cells subjected to mechanical deformation and injury (Yu et al., 2009a).  For 

planar SMEAs, elastically stretchable electrodes are patterned on a substrate of elastomeric 

silicone, typically biomedical grade polydimethylsiloxane (PDMS).  They have been designed 

for extracellular stimulation and recording from neural tissues and cells in vitro, such as acute 

and organotypic hippocampal brain slices or primary dissociated neuron cultures (Graudejus et 

al., 2009).  They also have the potential for long-term in vivo implantation (Henle et al., 2011).  

The current planar SMEA strategies feature three primary designs, each with key differentiating 

qualities.  The first was fabricated on a PDMS substrate with a second layer of photopatternable 

silicone to serve as an encapsulant (Graudejus et al., 2009); the second used wire bonding for 

connections and PDMS as an encapsulant (Kitzmiller et al., 2006); the third used laser 



 

103 

 

micromachining to structure conducting platinum foil as well as insulating layers of PDMS 

(Henle et al., 2011).  Each is described below in the order that they were reported in the 

literature. 

The first design featured a silicone (PDMS, Sylgard 184, Dow Corning) substrate, on 

which gold thin-film conductors (3 nm chromium, followed by 75 nm gold, finished with 3 nm 

chromium) were deposited by electron beam evaporation (Figure 5.1) (Graudejus et al., 2009). 

 

6 
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Figure 5.1 Schematic and image of the SMEA and electrode contacts from (Yu, Z., et al. 2009a).  (A) 

After fabrication, the SMEA was clamped between two printed circuit boards (PCBs).  The metal pads on 

the PCB were electrically connected with contact pads on the SMEA using silver paste.  A plastic 

cylinder was cemented on the top PCB to form a tissue culture chamber. (B) Top-view image of the 

SMEA package.  (C) Image of the SMEA electrode array.  11 recording electrodes (100 ɛm x 200 ɛm) 

and 1 reference electrode (not shown) were exposed by photopatterned vias and were coated by platinum 

black to reduce electrode impedance.  Figure reprinted with permission from (Yu et al., 2009a). 
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The PDMS substrate was not pre-stretched, and the resulting thin-film was not buckled 

(Lacour et al., 2006).  Instead, deposition was controlled to make the thin film adopt a 

microcracked morphology that was critical to its ability to stretch, as described below (Graudejus 

et al., 2010).  The gold film was patterned into electrodes by photolithography and etching.  The 

patterned electrodes were encapsulated with an approximately 15 ɛm thick layer of 

photopatternable silicone (PPS, WL5150, Dow Corning).  By photolithography, vias were 

opened in the PPS to the recording electrodes and peripheral contacts.  An early version of the 

SMEA had 11 recording electrodes (100 ɛm x 200 ɛm), 1 reference electrode, and 12 peripheral 

contacts.  To interface the peripheral contacts with a commercial amplifier, the SMEA was 

sandwiched between two printed circuit boards (PCBs) with circular openings in their centers to 

form a tissue culture well.  The SMEA and PCBs were bolted together; metal pads on the PCB 

were electrically connected with the pads on the SMEA using silver paste.  A plastic cylinder 

was attached with epoxy to the center of the upper PCB, to form a well.  To reduce the 

impedance between the recording electrodes and the tissue culture, platinum black was 

electroplated on the surfaces of the recording electrodes in the center of the culture well.  In the 

present design, SMEAs with 28 electrodes were fabricated with feature sizes < 100 ɛm 

(Graudejus et al., 2012).  A major challenge of microfabrication on PDMS is that many 

conventional process steps cannot be transferred directly to it, and require significant efforts for 

their adaptation (Graudejus et al., 2009, Minev and Lacour, 2010). 

The morphology of the thin-film gold conductor was critical for maintaining electrical 

continuity during and after the SMEA was stretched (Li  et al., 2004, Lacour et al., 2005, Lacour 

et al., 2006).  The stretchable gold films formed a continuous network that was defined by 
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disconnected cracks on the micrometer scale (Lacour et al., 2003, Gorrn et al., 2011).  As the 

PDMS substrate strain was increased, the microcracks widened and lengthened reversibly.  

During uniaxial strain, cracks continued to open in the stretch direction, but cracks actually 

closed in the perpendicular direction due to Poisson compression (Cao et al., 2011).  Conduction 

was maintained by percolation through a network of conducting ligaments.  At very large strain, 

the microcracks coalesced locally producing a crack that runs across the electrode and breaks 

conduction (Li  et al., 2004, Lacour et al., 2005, Cao et al., 2011).  Bare thin-film conductors 

have withstood uniaxial strains in excess of 60% for 1000s of cycles (Lacour et al., 2005). 

Under the much harsher condition of biaxial deformation, Poisson compression cannot 

occur in the plane of the thin-film.  Instead, to accommodate the substrate strain, the metal film 

twisted and deflected out of plane (Lacour et al., 2006).  The substrate between the metal 

ligaments stretched while the strain in the film remained below its failure limit.  The result was 

that the relatively rigid and fragile metal thin-film was capable of undergoing large biaxial 

strains; completed SMEAs withstand up to 12% biaxial strain while maintaining conduction 

(Lacour et al., 2006, Lacour and Adrega, 2010). 

These SMEAs have been utilized in neurotrauma studies, in which organotypic 

hippocampal brain slice cultures from P8-P11 Sprague-Dawley rats were mechanically injured to 

simulate traumatic brain injury in vitro.  Brain slice cultures were mechanically stimulated by 

stretching the SMEA over a hollow cylinder, thereby inducing an equi-biaxial strain in the 

SMEA culture substrate and the attached tissue (Yu et al., 2009a).  Tissue and SMEA 

deformation was verified by image analysis.  Both spontaneous and evoked electrophysiological 

signals were recorded with a sampling rate of 20 kHz.  Evoked activity was induced by constant 

current stimulation with a biphasic, bipolar, constant current, rectangular pulse (positive phase 
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for 100 ɛs followed by negative phase for 100 ɛs, in 10 ɛA increments from 0 ɛA to 150 ɛA) 

applied through two of the SMEA electrodes.  Field potentials from the neuronal network were 

recorded while the SMEA was stretched and relaxed.  Cultures were maintained and recorded 

from for up to 19 days with no adverse, cytotoxic reactions to the PDMS or gold electrodes (Yu 

et al., 2009a). 

The SMEA was evaluated for functionality before, during, and after mechanical stretch 

(Figure 5.2A, B).  The impedance at 1 kHz of individual recording electrodes in conductive 

medium (i.e. tissue culture medium or a physiological salt solution) was 50-150 kɋ before 

stretch, increased to approximately 2750 kɋ during 11% biaxial stretch, and recovered during 

relaxation to baseline levels when completely relaxed.  The SMEA was able to record 

extracellular activity at biaxial strains below 8% (Yu et al., 2009a).  Recent improvements in 

encapsulation and fabrication strategies have resulted in an SMEA with smaller feature size and 

an increased number of electrodes, as well as increased fabrication yield and reproducibility 

(Graudejus et al., 2012).  The improved SMEA was able to record spontaneous and evoked field 

potentials at biaxial strains of up to 10% (Figure 5.2C, F).  However, low signal-to-noise ratio 

(SNR) at higher strains remains a challenge.  In additional tests, the mechanical robustness of the 

SMEA was assessed by repeated cycles of stretching to different strain levels (ten times to 10% 

biaxial strain, ten times to 20% biaxial strain, and 10 times to 30% biaxial strain).  After cyclic 

stretching, the SMEA remained functional in its relaxed state with very low electrical noise of 

1.86 ɛV root mean square noise (Yu et al., 2009a). 
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Figure 5.2 Spontaneous activity and evoked field potentials of an injured hippocampal slice culture using 

the SMEA from (Yu, Z., et al. 2009a) and (Graudejus, O., et al. 2012).  (A) An optical micrograph of a 

hippocampal slice cultured on an SMEA.  At 5 days in vitro (DIV), the tissue and SMEA were biaxially 

stretched to 8% strain, and spontaneous activity and evoked field potentials were recorded with the 

SMEA for an additional 9 days post-injury.  (B) Immediately post-injury, spontaneous and continuous 

bursting was observed simultaneously on multiple electrodes.  (C) Spontaneous activity of a healthy slice 

before mechanical stimulation.  (D) Evoked field potentials from the same slice in response to a stimulus 

of 40 ɛA.  (E) Spontaneous activity of the same slice during 10% biaxial strain applied to the SMEA and 
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adhered tissue.  (F) Evoked field potentials of the same slice during 10% biaxial strain applied to the 

SMEA and adhered tissue (stimulus parameters as in D).  Note the increased electrical noise (~60 ɛV) of 

the recordings during biaxial strain due to increased electrode resistance.  A and B reprinted with 

permission from (Yu et al., 2009a). 

 

There were some limitations associated with this SMEA.  The electrical interface 

between the flexible PDMS and the rigid PCB, which acted as a carrier and provided contact 

pads for the amplifier, required a conducting silver paste for good electrical contact.  The number 

of contacts that fit along the edge of the PCB was limited so that silver paste did not short 

adjacent contacts.  To achieve low-noise recordings, the exposed electrodes were coated with 

platinum black.  Over time, the platinum black coat was thinned out and the SNR decreased, 

requiring occasional replatinization for optimal performance.  These SMEAs were not 

compatible with conventional steam autoclaving, which damaged the conductors due to the 

mismatch in thermal expansion between the PDMS and the gold.  Treatment with hydrogen 

peroxide as a cleaning agent has proven to be sufficient for sterilizing SMEAs unable to 

withstand conventional steam autoclaving. 

A second planar SMEA utilized wire bonding to interface platinum electrodes with data 

acquisition hardware (Figure 5.3A) (Kitzmiller et al., 2006).  Its fabrication process began by 

spin coating photoresist on to a silicon wafer, which was then patterned.  Electron beam 

evaporation was used to deposit a platinum film on the surface of the photoresist and exposed 

silicon.  Stripping the photoresist layer left behind an array of platinum electrode contacts (200 

ɛm square) on the silicon substrate.  Aluminum wires, 30 ɛm in diameter, were ultrasonically 

bonded to the platinum contacts and the entire interface was encapsulated in flexible, 



 

110 

 

biomedical-grade PDMS (MDX4-4210, Dow Corning).  The encapsulated array was then peeled 

from the rigid silicon backing to produce a free-standing array of electrodes.  Electrical integrity 

testing measured an average resistance of 0.574 W across each electrode and interfacing wire 

indicating that the wire-bonding and liftoff processes were successful. 

 

 

Figure 5.3  Optical micrograph of wire-bonded SMEA from (Kitzmiller et al., 2006).  (A)Wire bonds 

were permanently bonded to platinum electrode contacts (200-ɛm square) (left) and held in place within a 

PDMS layer.  The wire-bonded SMEA may not be able to stretch and function at strains high enough for 

relevant physiological applications.  (B) Visual evoked potentials (VEP) from the subdural occipital 

cortex of a domestic pig.  Four potentials were recorded from the left eye during stimulation.  Voltage 

(mV) is plotted against time (ms), with visual simulation occurring at time = 0.  Reprinted with 

permission from (Kitzmiller et al., 2006).  Copyright 2006, Springer. 



 

111 

 

 

Primary cortical cells from rat pups and a cortical human cell line (HCN-1A) were 

cultured on the surface of the wire-bonded MEA and assayed for cell death to investigate the 

cytotoxicity of the electrode surface.  No significant cytotoxicity was observed, indicating 

acceptable biocompatibility of the planar SMEA.  Visual evoked potentials (VEPs) were 

collected from porcine subdural occipital cortex to verify electrical functionality in an acute in 

vivo preparation (Figure 5.3B). 

The wire-bonded MEA may not be able to stretch and deform to strains high enough for 

physiologic applications (Bayly et al., 2005, Sabet et al., 2008).  Extensive mechanical testing 

remains to be performed to quantify the mechanical tolerance of the array.  The wire bonds also 

introduced challenges in efficient fabrication as each electrode contact required a separate wire 

bond to interface with data acquisition hardware.  Because the electrode-wire constructs must 

remain physically separated or risk creating a short circuit, fabricating more than a handful of 

electrode-wire links may prove difficult and time-consuming.  In these experiments, only 8 of the 

16 electrodes were wirebonded because of this issue.  Printed electronic circuitry may allow a 

higher number of electrodes for more functional arrays. 

The final planar SMEA considered used the same silicone as the first SMEA (Sylgard 

184) but patterned the PDMS insulator and platinum conductors by laser micromachining 

(Figure 5.4A) (Henle et al., 2011).  These arrays have been used for electrocorticography, and 

have been called electrocorticography-microelectrodes (Micro-ECoG) (Henle et al., 2011).  A Q-

switched 1064 nm Nd:YAG marking laser (DPLGenesisMarker by cab, Karlsruhe, Germany) 

was used to pattern a base layer of PDMS, which was adhered to a glass slide.  A 12.5 ɛm thick, 
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platinum foil was laminated onto the PDMS surface and patterned with the same laser.  A second 

PDMS layer (25 ɛm thick) was spun on and laser-patterned to open up the 8 electrode contact 

sites (diameter 320 ɛm).  A unique property of the Micro-ECoG was the incorporation of the 

Microflex interconnection to interface the silicone rubber/platinum foil electrode arrays to thick 

film ceramic substrates, which provide the bonding interface for a transcutaneous connector 

(Henle et al., 2011).  A 10 mm long stainless steel bar was also mounted on the ceramic substrate 

to improve mechanical fixation to the skull. 

 

 

Figure 5.4  Fully assembled Micro-ECoG array from (Henle et al., 2011).  (A) A platinum foil was 

patterned by laser micromachining to produce the electrode pattern.  Microflex connections were used to 

interface the PDMS/platinum foil to thick film ceramic substrates, which provided the bonding interface 

for a transcutaneous connector.  A stainless steel fixation bar was used to improve mechanical fixation to 

the skull.  (B) Impedance spectra of in vivo rat cortex measured by Micro-ECoG from (Henle et al., 

2011).  The minima and maxima of impedance magnitude measurements at 1 kHz are shown over 18 

weeks of implantation.  Reprinted with permission from (Henle et al., 2011).  Copyright 2011, Springer. 

 



 

113 

 

The Micro-ECoG was implanted subdurally in young adult Wistar rats such that the 8-

channel SMEA covered the right parietal cortex and parts of the visual cortex.  Electrical 

impedance spectroscopy was conducted over an 18 week period, with access/tissue impedances 

increasing from 6 kɋ at 40 kHz on day one to 250 kɋ at 100 kHz 18 weeks after implantation 

(Figure 5.4B).  This increase in access resistance was typical for chronically implanted 

microelectrodes (Williams et al., 1999).  Histological assessments performed 25 weeks after 

implantation showed minor pathological changes predominantly in the leptomeninges.  Mild 

lymphoplasmacytic, but not granulating, inflammation was found in some cases, but most tissue 

damage was hypothesized to be caused by explantation and removal of the Micro-ECoG array.  

Neighboring brain tissue displayed subtle changes in reactive astrocytes and a few hypoxically-

damaged neurons.  However, most other neurons in the cortex were well preserved with little to 

no significant pathological changes, indicating that the Micro-ECoG could be successfully 

utilized in long-term, subdural cortical implantation studies. 

One of the limitations of this study was that electrophysiological activity was not 

recorded over the 25 week implantation.  Although electrical impedance spectroscopy was 

performed to determine the functional state of individual electrodes, whether they were actually 

capable of recording neuronal activity was not demonstrated.  A second limitation was that the 

SMEA was not used to stimulate neural activity, leaving open the question whether it could 

actually perform its intended function. 

 

5.2.2 Cuff SMEAs 
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Cuff SMEAs are coiled silicone arrays for bending and wrapping around peripheral or 

central nerves.  The electrode contacts are on the interior of the cuff, and the mechanical design 

helps to ensure good contact with the nerve in the mechanically active environment of most 

nerves. Cuff electrodes may avoid some complications associated with penetrating MEAs, such 

as shear-induced inflammation caused by micromotion of the rigid penetrating electrodes 

embedded within the soft nerve (Cheung et al., 2007).  This repetitive micro-motion can lead to 

formation of an encapsulation layer around the electrodes that reduces SNR.  Additionally, the 

foreign body and inflammatory responses induce neurotoxicity leading to a loss of neurons 

(Biran et al., 2007).  Similar to the planar SMEAs, cuff SMEAs were fabricated on PDMS 

substrates.  Therefore, these devices had a low E of approximately 1 MPa (McClain et al., 2011). 

The first cuff SMEA was microfabricated using a novel reactive ion etch (RIE) process in 

an effort to better preserve the underlying gold that comprised the conductors (Meacham et al., 

2008).  A 0.5 ɛm thick layer of gold was deposited by electron beam evaporation onto a glass 

slide backing to create a non-stick layer, before a 70 ɛm thick layer of PDMS (Sylgard 184) was 

spun on top of the gold layer.  Electrodes were photolithographically patterned using standard 

positive-resist techniques before a 9.5 ɛm thick encapsulating layer of PDMS was applied.  Vias 

were opened with a patterned aluminum film mask with a customized reactive ion etch (RIE).  

Significant effort was devoted to optimizing the custom RIE so as to maintain selectivity to 

cleanly etch the PDMS without damaging the underlying gold or appreciably etching the 

aluminum mask.  The aluminum mask was then stripped and the complete SMEA was removed 

from the glass carrier. 

Two configurations of the RIE SMEAs were evaluated for electrical and mechanical 

integrity under conditions pertinent to experimental electrophysiological recordings.  One 
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configuration contained straight conductors while the other contained serpentine conductors 

(Figure 5.5).  The impedance of the RIE SMEA electrodes in conducting medium was 

approximately 100 kɋ at 0.1 kHz and 3 kɋ at 100 kHz, which were comparable to those of rigid 

MEAs (Heuschkel et al., 2002).  The RIE SMEA with serpentine conductors was able to 

withstand uniaxial strains of up to 8% while continuing to conduct at impedances similar to rigid 

MEA electrodes.  In contrast, the configuration with straight conductors lost conduction at 3% 

uniaxial strain. 

 

 

Figure 5.5  Serpentine and straight conductor patterns in the RIE cuff SMEA from (Meacham et al., 

2008).  (A) The intersecting, serpentine electrode trace pattern was able to withstand uniaxial strains of up 

to 8% while continuing to function as an electrical conductor.  (B) The straight electrode trace pattern lost 



 

116 

 

electrical conductivity at only 3% uniaxial strain.  Reprinted with permission from (Meacham et al., 

2008).  Copyright 2008, Springer. 

 

The mechanism by which serpentine conductors withstand stretch has been examined in 

detail and is fundamentally different than the mechanism for cracked, metal films (Chen et al., 

2004, Sheiko et al., 2007, Sun and Wang, 2007).  The key design goal was to identify a path 

shape for the conductor that avoids strain concentrations above the failure limit of the conducting 

material.  Optimization studies have identified a horseshoe shaped path comprised of multiple 

small conductors which was capable of uniaxial strains of 50-100% (Sheiko et al., 2007, Sun and 

Wang, 2007).  This serpentine pathway strategy worked with both thin-film and relatively thick 

(4 ɛm) metal layers (Sheiko et al., 2007, Sun and Wang, 2007). 

Using this cuff SMEA, electrophysiological viability was demonstrated in an in vitro, 

isolated spinal cord preparation from juvenile Sprague-Dawley rats (Meacham et al., 2008).  

Bipolar, charge-balanced, constant current stimuli were applied to the spinal cord surface 

through two RIE SMEA electrodes, and evoked compound action potentials were recorded with 

a glass suction-electrode placed 11.5 mm distal.  Thresholds to evoke responses were 700 ɛA 

applied for 500 ɛs, which compared favorably to the threshold for a penetrating tungsten 

electrode at 300 ɛA applied for 100 ɛs.  One of the major limitations of this study was that 

neural activity was not recorded.  Because the gold electrodes were not coated with platinum 

black, the charge transfer resistance between the gold and the electrolyte solution and tissue may 

have been excessive.  High electrode impedance would result in substantial noise that could 

easily obscure neuronal activity, preventing successful recordings. 
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One challenge of working with PDMS is the opening of vias to expose electrode 

recording sites without damaging the underlying conductor.  A second cuff SMEA employed an 

alternative to the customized RIE process or PPS described above.  In this design, a liftoff  resist 

was used to prevent coverage at the electrode locations by the subsequently applied 

encapsulation layer of PDMS.  Removal of the resist resulted in well-formed circular vias with 

diameters of 120 ɛm (Figure 5.6).  Fabrication of these cuff SMEAs was accomplished by first 

spin-coating PDMS (Sylgard 184) on a glass slide and then using a positive photoresist to define 

conducting traces.  A metal stack of 30 nm titanium and 0.5 ɛm gold was deposited by electron 

beam evaporation, and the metal pattern developed.  A negative photoresist was used as the 

liftoff  resist layer that defined the vias for the electrode contacts before a second layer of PDMS 

(~10 ɛm) was applied.  After removal of the sacrificial posts to open electrode contacts, the 

SMEA was removed from the rigid backing. 
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Figure 5.6  SEM image of the conical-well microelectrodes from (Guo et al., 2010).  Removal of the 

sacrificial posts exposed the underlying electrode contacts with a conical shape with top and bottom 

diameters of ~120 and ~100 ɛm, respectively.  Reprinted with permission from (Guo et al., 2010).  

Copyright 2010, IEEE. 

 

The impedance of the resulting cuff SMEA electrodes was dependent on the spin speed at 

which the liftoff  resist was applied.  Slow spin speeds led to a thicker resist layer, more tapered 

liftoff posts, smaller electrode openings, and deeper electrode wells, all of which contributed to 

higher impedances.  Impedances measured at 1 kHz ranged from 100kW at 400 rpm to 60kW at 

1000rpm, which were comparable to other in vitro and in vivo MEAs.  The ability to use this cuff 

SMEA as a neural interface was demonstrated in an in vitro spinal cord preparation (Guo et al., 

2010, Meacham et al., 2011).  The SMEA was wrapped around the excised spinal cord, and 

evoked responses were elicited by bipolar, monophasic, constant current stimuli (500 ɛA for 50 

ɛs) (Guo et al., 2010).  In a follow-up study to further characterize the SMEAôs ability to evoke 

responses, the threshold to evoke a response was similar to that for tungsten electrodes (153 ɛA 

versus 47 ɛA), using bipolar, biphasic, constant current pulses (Figure 5.7) (Meacham et al., 

2011).  The ability to stimulate specific populations of neurons was also similar to that of 

tungsten electrodes.  In both studies, neural activity was not recorded with the SMEA; instead, 

evoked responses were recorded with standard metal electrodes. 
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Figure 5.7  Recording of a compound action potential (CAP) in an in vitro spinal cord preparation evoked 

by an SMEA from (Meacham et al., 2011).  Arrow indicates the stimulus artifact, and the vertical lines 

surrounding the response indicate the onset and offset of the evoked CAP.  This cuff SMEA utilized the 

sacrificial post scheme of exposing electrode recording sites without damaging the conducting layer.  

Reprinted with permission from (Meacham et al., 2011).  Copyright 2011, Meacham, Guo, DeWeerth and 

Hochman. 

 

The final cuff SMEA considered here was comprised of a combination of PDMS and 

thin-film gold (30 nm), which was designed to wrap around small features (diameter ~ 1 mm) 

(Figure 5.8) (McClain et al., 2011).  PDMS was micro-molded in an SU-8 photoresist master 

mold followed by thermal evaporation of the metal conductors to form electrode contacts on long 

flexible PDMS cables.  The SU-8 mold was patterned by standard photolithography on a silicon 

wafer and was filled by spin casting a mixture of Sylgard 184 and Sylgard 186.  The authors 

found that the mixture improved the mechanical durability of the array without negatively 

affecting its ability to spin-cast.  Using a shadow mask of brass foil, metal films, 5 nm chromium 




















































































































































































