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Quantum computing has attracted a lot of attention in different research fields, such as mathematics, physics and computer science. Quantum algorithms can solve certain problems significantly faster than classical algorithms. There are many numerical problems, especially those arising from quantum systems, which are notoriously difficult to solve using classical computers, since the computational time required often scales exponentially with the size of the problem. However, quantum computers have the potential to solve these problems efficiently, which is also one of the founding ideas of the field of quantum computing.

In this thesis, we explore five different computational problems, designing innovative quantum algorithms and studying their computational complexity.

First, we design an adiabatic quantum algorithm for the counting problem, i.e., approximating the proportion $\alpha$, of the marked items in a given database. As the quantum system undergoes a designed cyclic adiabatic evolution, it acquires a Berry phase $2\pi \alpha$. By estimating the Berry phase, we can approximate $\alpha$, and solve the problem. For an error bound $\varepsilon$, the algorithm can solve the problem with cost of order $\varepsilon^{-3/2}$, which is not as good as the optimal algorithm in the quantum circuit model, but better than the classical random algorithm. Moreover, since the Berry phase is a purely geometric feature, the result should be robust to decoherence and resilient to certain kinds of noise. Since the counting problem is the foundation of many other numerical problems, such as high-dimensional integration and path integration, our adiabatic algorithms can be directly generalized to these kinds of problems.

In addition, we study the quantum PAC learning model, offering an improved lower
bound on the query complexity. For a concept class with $d$-VC dimension, the lower bound is $\Omega(\varepsilon^{-1}(d^{1-\eta} + \log(1/\delta)))$, where $\varepsilon$ is the required error bound, $\delta$ is the maximal failure possibility and $\eta$ can be an arbitrarily small positive number. The lower bound is close to the best lower bound on query complexity known for the classical PAC learning model, which is $\Omega(\varepsilon^{-1}(d + \log(1/\delta)))$.

We also study the algorithms and the cost of simulating a system evolving with Hamiltonian $H = \sum_{j=1}^{m} H_j$, where the evolution of $H_j$ can be implemented efficiently. We consider high order splitting methods that are particularly applicable in quantum simulation and obtain bounds on the number of exponentials required to approximate $e^{-iHt}$ with error $\varepsilon$. Moreover, we derive the optimal order of convergence, given $\varepsilon$ and the cost of the resulting algorithm. We compare our complexity estimates to previously known ones and show the resulting speedup.

Furthermore, we consider randomized algorithms for simulating the evolution of Hamiltonian $H$. The evolution is simulated by a product of exponentials of $H_j$ in a random sequence and random evolution times. Hence the final state of the system is approximated by a mixed quantum state. First we provide a scheme to bound the error of the final quantum state in a randomized algorithm. Then we obtain randomized algorithms which have the same efficiency as certain deterministic algorithms but which are simpler to implement. Finally we provide a lower bound on the number of exponentials for both deterministic and randomized algorithms, when the evolution time is required to be positive.

We also apply the improved upper bound of Hamiltonian simulation in estimating the ground state energy of a multiparticle system with relative error $\varepsilon$, which is also known as the multivariate Sturm-Liouville eigenvalue problem. Since the cost of this problem grows exponentially with the number of particles using deterministic classical algorithms, it suffers from the curse of dimensionality. Quantum computers can vanquish the curse, and we exhibit a quantum algorithm that achieves relative error $\varepsilon$ using $O(d \log \varepsilon^{-1})$ qubits with total cost (number of quantum queries and other quantum operations) $O(d \varepsilon^{-(3+\delta)})$, where $\delta > 0$ is arbitrarily small. Thus, the number of qubits and the total cost are linear in the number of particles.

The main result of Chapter 2 is based on the paper [127], published in Quantum Infor-
mation Proceeding. The result of Chapter 3 is the same as that of the paper [126], published in Information Processing Letters. The results of Chapter 4 and Chapter 6 have been submitted, and can be found in [88] and [84] separately. Chapter 5 from a talk in the 9th International Conference on Monte Carlo and Quasi-Monte Carlo Methods in Scientific Computing, has also been submitted and can be found in [125].
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Chapter 1

Introduction

In the early 1980s, Richard Feynman observed that computers built from quantum mechanical components would be ideally suited for simulating quantum mechanics. The perspective of quantum systems as information processing devices subsequently led to identification of concrete tasks, for which quantum computers have a quantifiable advantage. Numerical problems play a key role in science and engineering applications. By studying quantum algorithms and complexity for these problems, we try to exploit the superiority of quantum computers. In this thesis, we provide quantum algorithms that can significantly improve our ability in solving practical problems, such as the counting problem, PAC learning, simulation of composite systems and ground energy estimation.

In Chapter 2, we study adiabatic computing and provide an adiabatic algorithm for the counting problem. We can use this algorithm to solve other numerical problems, such as high-dimensional integrals and path integrals. In Chapter 3, we show that quantum computers cannot significantly reduce the required number of queries in the PAC learning model. In Chapter 4 and Chapter 5, we study the number of exponentials in Hamiltonian simulation, and provide several randomized algorithms for simulating the evolution of quantum systems. In Chapter 6, we work on how to apply Hamiltonian simulation to estimate the ground state energy of multiparticle systems.
CHAPTER 1. INTRODUCTION

1.1 Overview of the Introduction

Most continuous mathematical problems arising in science and engineering can only be solved numerically and therefore approximately. In this thesis, we often measure the “hardness” of these numerical problems using the tools of information-based complexity (IBC), a complexity theory that has been very successful in proving upper and lower bounds for numerous problems in scientific computing. We give an overview of the basic concepts of IBC in Section 1.2.

Quantum computing is a novel research field, studying algorithm design and analyzing complexity based on quantum computers, devices for computation that make direct use of quantum mechanical phenomena, such as superposition and entanglement, to perform operations on data. In Section 1.3, we introduce preliminaries of quantum mechanics, as the foundation of quantum computing.

Quantum computing takes advantage of the inherent parallelism, entanglement, interference and the analog nature of quantum mechanics. There are many quantum algorithms which can solve certain problems significantly faster than classical algorithms. We will give a brief introduction of quantum computing in Section 1.4.

Adiabatic computing is a model of quantum computing, which differs from the quantum circuit model. It is based on the adiabatic theorem in quantum mechanics. It is believed that the adiabatic model enjoys inherent robustness against decoherence. Because of this, adiabatic computing has attracted considerable attention. We introduce this model in Section 1.5.

Quantum algorithms also have wide applications in learning theory, which we will introduce in Section 1.6, particularly the PAC (Probably Approximately Correct) learning model.

In Section 1.7, we describe the problem of Hamiltonian simulation, and in Section 1.2.2, we describe the ground energy problem. They play key roles in quantum mechanics, and very difficult to solve by using classical computers. In this thesis, we show quantum algorithms which can efficiently solve these problems.
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1.2 Information-Based Complexity

Information-based complexity (IBC) provides a comprehensive tool for analyzing the cost of solving continuous problems. Overviews of information-based complexity may be found in [81; 108; 109; 110].

In IBC a problem is given by a class of functions $F = \{ f : D \rightarrow K \}$, a solution operator $S : F \rightarrow G$ and norms on $F$ and $G$. Our goal is to approximate $S(f)$, i.e., we want to compute an approximation $\tilde{S}(f)$ whose accuracy is given by $\| S(f) - \tilde{S}(f) \|$, and is required within $\varepsilon$. The problem will be completely specified once we have fixed the domain and the range of $S$, as well as an error criterion for the approximation to the solution.

In order to analyze the complexity of the problem, we break it into two parts. First, we study the information complexity of approximating $S(f)$. We assume that the input $f$ is given to us as a black box. We can evaluate $f$ at points $x \in D$ and obtain $f(x)$. The information complexity represents how many evaluations we need such that an algorithm is at least in principle able to give an $\varepsilon$-accurate answer, even though the actual construction of the answer might still require a large number of computational steps. Secondly, we consider the total number of computational steps (including the evaluations of $f$). Obviously the information complexity gives a lower bound for the complexity. When the information cost dominates the computational cost of the algorithm (which happens often), the information cost also gives a good upper bound.

There are many important scientific, engineering and financial problems having continuous formulations, including high-dimensional integration [54; 55; 58; 59], path integration [85; 111], eigenvalue approximation [62; 83; 86], partial differential equations [30; 56; 57] and continuous optimization. In this thesis, we mainly focus on two continuous problems: the counting problem [22; 78] and the Sturm-Liouville eigenvalue problem [83; 86].

1.2.1 Counting Problem

The goal of the counting problem is to approximate the proportion $\alpha$ of marked items in an $N$-item database. In classical computation, the counting problem needs $O(N)$ evaluations
in the worst case setting, and \( O(\varepsilon^{-2}) \) in the randomized setting, for error \( \varepsilon \), by using the Monte Carlo methods [75]. There exists a quantum algorithm solving the problem in \( O(\varepsilon^{-1}) \) evaluations [22]. Moreover, Nayak and Wu [78] showed that the quantum algorithm given in [22] is optimal in the quantum circuit model.

The counting problem is also central for many other continuous problems, such as high dimensional integration, path integration and eigenvalue approximation [54; 59].

For example, consider the problem of approximating the integration

\[
I(f) = \int_{[0,1]^d} f(x) \, dx,
\]

where \( f \in \mathcal{F}_d, \mathcal{F}_d = \{ f : [0,1]^d \to \mathbb{R} \mid \text{continuous and } |f(x)| \leq 1, x \in [0,1]^d \} \). Furthermore, assume that integrand class has smoothness \( r \) [110]. The query complexity in the worst case setting is

\[
n(\varepsilon) = \Theta(\varepsilon^{-d/r}),
\]

which leads to the curse of dimensionality. The curse can be broken by the Monte Carlo algorithm [25; 45] in the randomized setting, and yields the query complexity

\[
n(\varepsilon) = \Theta(\varepsilon^{-\frac{1}{2+d/2d}}).
\]

In the quantum setting, the Monte Carlo algorithm can be replaced by the quantum counting algorithm, which yields a better query complexity

\[
n(\varepsilon) = \Theta(\varepsilon^{-\frac{1}{3+r/2d}}).
\]

For more details see [85].

In this thesis, we consider an adiabatic algorithm for solving the counting problem. The cost of the algorithm is not as good as the optimal quantum algorithm in the circuit model, but is better than the cost of the best classical algorithm known. It will be discussed in Chapter 2.

1.2.2 Sturm-Liouville eigenvalue problem

The goal of the Sturm-Liouville eigenvalue problem is to approximate the smallest eigenvalue of \(-\Delta + q\) with homogeneous Dirichlet boundary conditions on the \( d \)-dimensional unit
cube, where $\Delta$ is the Laplacian, and $q$ is nonnegative and has continuous first order partial derivatives. We are interested in the minimal number $n(\varepsilon)$ of function evaluations or queries that are necessary to compute an $\varepsilon$-approximation to the smallest eigenvalue. This problem has been extensively studied both in classical settings and quantum settings [83; 86; 87].

Let $I_d = [0,1]^d$ and consider the class of functions

$$Q = \left\{ q : I_d \rightarrow [0,1] | q, D_j q := \frac{\partial q}{\partial x_j} \in C(I_d), \| D_j q \|_\infty \leq 1, \| q \|_\infty \leq 1 \right\},$$

where $\| \cdot \|_\infty$ denotes the supremum norm. For $q \in Q$, define $L_q := -\Delta + q$, where $\Delta = \sum_{j=1}^d \frac{\partial^2}{\partial x_j^2}$ is the Laplacian, and consider the eigenvalue problem

$$L_q u = \lambda u, x \in (0,1)^d,$$
$$u(x) = 0, x \in \partial I_d.$$ 

In the variational form, the smallest eigenvalue is given by

$$\lambda(q) = \min_{0 \neq u \in H^1_0} \frac{\int_{I_d} \sum_{j=1}^d [D_j u(x)]^2 + q(x)u^2(x)dx}{\int_{I_d} u^2(x)dx}.$$ 

For the eigenvalue problem, there is a perturbation formula relating the eigenvalues $\lambda(q)$ and $\lambda(\bar{q})$ for two functions $q$ and $\bar{q}$, [83]. In particular,

$$\lambda(q) = \lambda(\bar{q}) + \int_{I_d} (q(x) - \bar{q}(x))u_\bar{q}^2(x)dx + O(\|q - \bar{q}\|^2), \quad (1.1)$$

where $u_\bar{q}$ is the eigenfunction that corresponds to $\lambda(\bar{q})$. This equation relates the eigenvalue problems to the integration problems.

When $d = 1$, this is the classical univariate Sturm-Liouville eigenvalue problem. For univariate Sturm-Liouville eigenvalue problems, recall that $n(\varepsilon)$ denotes the number of queries needed to obtain an $\varepsilon$-approximation. It is known that

$$n(\varepsilon) = \Theta(\varepsilon^{-1/2})$$

in the (deterministic) worst case setting, and

$$n(\varepsilon) = \Theta(\varepsilon^{-2/5})$$

in the randomized setting; see [86]. In the quantum setting, there are two kinds of queries. One is called the bit query, which is similar to the oracle calls used in Grover’s algorithm [52].
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The other is the power query, which is used for a number of problems including phase estimation [86]. They are obtained by considering the propagator of the discretized system at a number of different time moments. Power queries allow us to use powers of the unitary matrix $e^{i\frac{1}{2}M}$, where $M$ is an $n \times n$ matrix obtained from the standard discretization of the Sturm-Liouville differential operator. How to use bit queries to implement power queries is one of the topics in this thesis. To compute an $\varepsilon$-approximation with probability $\frac{3}{4}$ requires

$$n(\varepsilon) = \Theta(\varepsilon^{-1/3})$$

bit queries, or

$$n(\varepsilon) = \Theta(\log \varepsilon^{-1})$$

power queries [19].

For multivariate Sturm-Liouville eigenvalue problems, Papageorgiou [83] derived lower bounds for $n(\varepsilon)$ using known lower bounds for the information complexity of integration, which are

$$n(\varepsilon) = \Omega(\varepsilon^{-d})$$

in the worst case setting,

$$n(\varepsilon) = \Omega(\varepsilon^{-\frac{2d}{d+2}})$$

in the randomized setting, and

$$n(\varepsilon) = \Omega(\varepsilon^{-\frac{d}{d+1}})$$

in the quantum bit query setting.

By discretizing the continuous problem and solving the resulting matrix eigenvalue problem, there is an optimal deterministic algorithm, whose information complexity is

$$n(\varepsilon) = O(\varepsilon^{-d}),$$

and whose computational complexity is

$$\text{comp}(\varepsilon) = O(c \varepsilon^{-d} + \varepsilon^{-d} \log \varepsilon^{-1}),$$

where $c$ denotes the cost of one function evaluation. The best randomized algorithm known applies the perturbation formula, i.e., first approximate $q$ by a function $\tilde{q}$, then approximate
the first terms in the right hand side of Eq.1.1. The eigenvalue $\lambda(\bar{q})$ is approximated by using matrix discretization, and the weighted integration is approximated by using the Monte Carlo method. The information complexity is

$$n(\varepsilon) = O(\varepsilon^{-\max(2/3,d/2)}),$$

and the computational complexity is

$$\text{comp}(\varepsilon) = O(c\varepsilon^{-\max(2/3,d/2)} + \varepsilon^{-d}\log\varepsilon^{-1}).$$

The randomized algorithm is only known to be optimal when $d \leq 2$; it is an open problem whether it is still optimal in the randomized setting for $d > 2$.

The multivariate eigenvalue problems can be solved with any constant probability arbitrarily close to 1 and relative error $\varepsilon$ by a quantum algorithm based on the perturbation formula and quantum integration [55], which uses $O(\varepsilon^{-d/2})$ bit queries and $O(\varepsilon^{-d/2})$ classical function evaluations, plus $O(d^2\log^2\varepsilon^{-1})$ quantum operations and $O(\varepsilon^{-2d}\log\varepsilon^{-1})$ classical arithmetic operations. However, a better algorithm can be obtained by phase estimation, which uses

$$O(\varepsilon^{-6}\log^2\varepsilon^{-1})$$

bit queries and $O(d\varepsilon^{-6}\log^4\varepsilon^{-1})$ other quantum operations. The quantum algorithm is derived from the algorithm using power queries, which has $O(\log\varepsilon^{-1})$ power queries and $O(\log^2\varepsilon^{-1} + d\log\varepsilon^{-1})$ quantum operations.

In this thesis, we provide a better quantum algorithm for estimating the ground state energy, using $O(d\varepsilon^{-(3+\delta)})$ quantum operations, where $\delta > 0$ is arbitrarily small.

1.3 Quantum Mechanics

In this section we give a brief overview of quantum mechanics, for more details see [68; 80; 97]. A quantum mechanical system is a complex vector space with inner product (i.e. a Hilbert space) known as the state space of the system. The system is completely described by its state, a time-dependent function $|\psi\rangle$, which is normalized by the condition $\langle\psi|\psi\rangle = 1$. 
A qubit is the fundamental building block of quantum computers [80]. Its state space is a 2-dimensional complex vector space \( \mathcal{H} = \mathbb{C}^2 \). The state of a qubit is given by

\[
|\psi\rangle = c_0 \begin{bmatrix} 1 \\ 0 \end{bmatrix} + c_1 \begin{bmatrix} 0 \\ 1 \end{bmatrix} = c_0 |0\rangle + c_1 |1\rangle,
\]

where \( |0\rangle \) and \( |1\rangle \) are basis vectors in the usual Dirac notation and \( c_0, c_1 \) are complex numbers for which \(|c_0|^2 + |c_1|^2 = 1\).

The evolution of quantum mechanical systems obeys the time-dependent Schrödinger equation [97]

\[
i\frac{d}{dt} |\psi(t)\rangle = H(t) |\psi(t)\rangle,
\]

where \( H(t) \) is a Hermitian operator called the Hamiltonian. An example is a particle of mass \( m \) in a scalar time-independent potential \( V \). If we denote the Laplacian operator by \( \Delta \), i.e., \( \Delta = \sum_j \partial^2 / \partial x_j^2 \), then \( H \) is a differential operator

\[
H = -\frac{\hbar^2}{2m} \Delta + V
\]

and the Schrödinger equation is a partial differential equation

\[
i\hbar \frac{\partial}{\partial t} \psi(x,t) = -\frac{\hbar^2}{2m} \Delta \psi(x,t) + V(x)\psi(x,t),
\]

where \( x = (x_1, \cdots, x_n) \in \Omega \subset \mathbb{R}^n \).

Because the Hamiltonian is Hermitian, the time evolved state \( |\psi(t)\rangle \) and the initial state \( |\psi(0)\rangle \) are related by a unitary transformation \( U_{t,0} \)

\[
|\psi(t)\rangle = U_{t,0} |\psi(0)\rangle.
\]

For a time-independent \( H \), this unitary transformation is

\[
U_{t,0} = e^{-iHt},
\]

so

\[
|\psi(t)\rangle = e^{-iHt} |\psi(0)\rangle.
\]

When an experimentalist observes a quantum system, it is described by a quantum measurement [80]. Quantum measurements are described by a collection \( \{M_m\} \) of measurement
operators, which are acting on the state space of the system being measured. The index $m$ refers to the measurement outcomes that may occur in the experiment. If the state of the quantum system is $|\psi\rangle$ before the measurement, then the probability that result $m$ occurs is given by

$$p(m) = \langle \psi | M_m^\dagger M_m | \psi \rangle,$$

and the state of the system after the measurement is

$$\frac{M_m | \psi \rangle}{\sqrt{\langle \psi | M_m^\dagger M_m | \psi \rangle}}.$$

The measurement operators satisfy the *completeness equation*,

$$\sum_m M_m^\dagger M_m = I.$$

For some applications the post-measurement state is not of interest. Then, there is a mathematical tool known as the POVM (Positive Operator Valued Measure), which is represented by a set of positive self-adjoint operators $\{\Pi_m\}$, where $\sum_m \Pi_m = I$, and the probability that result $m$ occurs is

$$p(m) = \langle \psi | \Pi_m | \psi \rangle.$$

Quantum systems whose state is not completely known are described by mixed quantum states. More precisely, suppose a quantum system is in one of a number of states $|\psi_i\rangle$, with respective probability $p_i$, where $i$ is an index. The mixed state for the system is defined by a density operator

$$\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|.$$

The evolution of the mixed quantum state $\rho$ under an unitary operator $U$ is

$$\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i| \rightarrow \sum_i p_i U |\psi_i\rangle \langle \psi_i| U^\dagger = U \rho U^\dagger.$$

In a POVM measurement $\{\Pi_m\}$, the probability of obtaining result $m$ for a mixed quantum state $\rho$ is

$$p(m) = \text{Tr}(\Pi_m \rho).$$
1.4 Quantum Computing

Quantum Computing is a new computing paradigm which is based on “quantum computers” i.e., computing devices based on the principles of quantum mechanics. The concept of quantum computers was first proposed by Feynman for simulating quantum systems [44], which are extremely hard to carry out on classical computers. Interest in quantum computation grew enormously when Shor provided a quantum algorithm to solve the problem of factorization and discrete logarithm [101; 102] in polynomial running time in 1994, while all known classical algorithms take exponential time. In 1996 Grover discovered a quantum algorithm for searching unstructured database [51; 52]. The quantum algorithm can find an item in a database of size $N$ with $O(\sqrt{N})$ queries, while any classical algorithm has to use $\Omega(N)$ queries. By now, there are three main applications of quantum algorithms: the hidden subgroup problem [2; 53; 69; 102], with Shor’s factorization algorithm [102] one important example; search problems [23; 52; 54; 78; 82], including problems based on quantum walk [7; 41; 91; 95]; and simulation of quantum systems [14; 17; 64; 76; 89; 124].

Most quantum algorithms are formulated in the quantum circuit model [16; 35; 121]. In the quantum circuit model, the final state $|\psi_f\rangle$ is obtained from the initial state $|\psi_0\rangle$ through a sequence of unitary operations, which are comprised of certain elementary quantum gates - unitary operators acting on a small number of qubits. The most commonly used gates [80] are the following. The one-qubit gates are

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -1 \\ 1 & -1 \end{bmatrix}, \quad S = \begin{bmatrix} 1 & 0 \\ 0 & i \end{bmatrix}, \quad T = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{bmatrix}$$

$$X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix},$$

which are known as the Hadamard, phase, $\pi/8$, and Pauli $X$, $Y$, $Z$ gates, respectively.
Together with the controlled-NOT gate,
\[
C_{\text{NOT}} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{bmatrix}
\]
(which acts on two qubits), they constitute a universal set for quantum computation. That is, any unitary operation can be approximated to arbitrary accuracy by a quantum circuit involving only these gates [37]. The computational cost of a quantum algorithm in the circuit model is defined as the number of elementary gates the algorithm uses.

For numerical problems, a quantum algorithm can be described as a sequence of unitary operations, i.e.,
\[
|\psi_f\rangle := U_T Q_f U_{T-1} Q_f \cdots U_1 Q_f U_0 |\psi_0\rangle.
\]
(1.3)
The unitary matrix \(Q_f\) is called a quantum query and is used to provide information to the algorithm about a function \(f\). \(Q_f\) depends on \(n\) function evaluations \(f(t_1), \ldots, f(t_n)\), at deterministically chosen points, with \(n \leq 2^\nu\), where \(\nu\) is the number of qubits used in the algorithm. The unitary operations \(U_0, U_1, \ldots, U_T\) are unitary operations that do not depend on \(f\). The integer \(T\) denotes the number of quantum queries [85]. Woźniakowski also consider quantum algorithms with randomized queries, where \(Q_f\) depends on randomized function evaluations [120].

For algorithms solving discrete problems, such as Grover’s algorithm for the search of an unordered database [52], the input \(f\) is considered to be a Boolean function. The most commonly studied quantum query is the bit query. For a Boolean function \(f : \{0, \ldots, 2^m - 1\} \rightarrow \{0, 1\}\), the bit query is defined by
\[
Q_f |j\rangle |k\rangle = |j\rangle |k \oplus f(j)\rangle.
\]
(1.4)where \(\oplus\) denoting addition modulo 2. For a real function \(f\), the query is constructed by taking the most significant bits of the function \(f\) evaluated at some points \(t_j\). More precisely, as in [55], the bit query for \(f\) has the form
\[
Q_f |j\rangle |k\rangle = |j\rangle |k \oplus \beta(f(\tau(j)))\rangle,
\]
(1.5)
where the functions $\beta$ and $\tau$ are used to discretize the domain $D$ and the range $R$ of $f$, respectively.

At the end of the quantum algorithm, the final state $|\psi_f\rangle$ is measured. The measurement produces one of $M$ outcomes. Outcome $j \in \{0, 1, \ldots, M - 1\}$ occurs with probability $p_f(j)$, which depends on $j$ and the input $f$. Knowing the outcome $j$, we classically compute an approximation $\tilde{S}(j)$ to the solution $S(f)$. If for all $f$ the probability to get an $\varepsilon$-estimate to $S(f)$ is

$$\sum_{j: \|S(f) - \tilde{S}(j)\| < \varepsilon} p_f(j) \geq \frac{3}{4},$$

then we say that the algorithm solves the problem with accuracy $\varepsilon$ and probability 3/4 in $T$ queries. The probability 3/4 is arbitrary; any number greater than 1/2 would do. The success probability can then be boosted to become arbitrarily close to one. We are interested in the smallest number of queries such that a quantum algorithm solves the problem for all $f$ with error at most $\varepsilon$.

Besides the quantum circuit model, there are several different quantum computing models, such as measurement-based quantum computation [6; 33; 90], and adiabatic quantum computation. The adiabatic quantum computation will be introduced in Section 1.5.

### 1.5 Adiabatic Computation and Berry Phase

One main obstacle to realize quantum algorithms is the decoherence induced by the coupling environment. To overcome the obstacle a novel quantum computation model, quantum adiabatic computation [3; 10; 26; 43; 73; 92; 93; 96], is a promising candidate. The model is believed to enjoy inherent robustness against the impact of decoherence [26; 73; 93]. Even though not all researchers share this view [10; 96], adiabatic quantum computation still attracts considerable attention.

Adiabatic computation is based on the adiabatic theorem. Consider a quantum system in a state $|\psi(t)\rangle$, ($0 \leq t \leq T$), which evolves according to the Schrodinger equation (1.2). If the system is initially in its ground state, and the Hamiltonian varies slowly enough, it will remain close to the ground state of $H(t)$, at time $t$. Let $|E_0(t)\rangle$ be the ground state of the Hamiltonian, and let $E_0(t)$ be the corresponding eigenvalue. If $H(T) = H(0)$, then $|\psi(T)\rangle$
is close to $|\psi(0)\rangle$, with the exception of a global phase. The phase can be divided into two parts: the *dynamic phase*

$$\theta = - \int_0^T E_0(t) dt,$$

(1.6)

and the *geometric Berry phase*

$$\gamma = i \int_0^T \langle E_0 | \frac{d}{dt} E_0 \rangle dt.$$

(1.7)

The Berry phase depends only on the path taken, not on how fast the path is traversed. Hence, if we design a cyclic path of Hamiltonians, the Berry phase is totally determined [5; 18; 94; 103].

The quantum adiabatic theorem suggests a natural approach for optimization. The basic idea is to encode the solution of the problem in the ground state of a Hamiltonian and to adiabatically evolve into this ground state, starting from a known ground state. According to the adiabatic theorem, the probability of finding a solution will be high provided the evolution is sufficiently slow. From the adiabatic theorem, the running time of an adiabatic algorithm depends crucially on the gap $\Delta(s)$ between the ground and first excited state of $H(s)$.

Quantum adiabatic computation has been proved to be polynomially equivalent to the quantum circuit model [3]. There are also adiabatic algorithms that are as good as the quantum algorithms in the circuit model. An important example is the unstructured search problem. For a database with size $N$, the problem can be solved in time $O(\sqrt{N})$ by Grover’s algorithm [52], but has classical query complexity $\Omega(N)$. There is an adiabatic algorithm that can also solve this problem with running time proportional to $\sqrt{N}$ [92].

In this thesis, we provide an adiabatic algorithm for the counting problem described in Section 1.2.1. This adiabatic algorithm is different from other adiabatic algorithms, such that the solution is encoded in the Berry phase of the final state, rather than the ground state of the final Hamiltonian. The final information is then obtained by estimating the relative phase, rather than by the usual quantum measurement.
1.6 Quantum PAC Learning

The PAC (Probably Approximately Correct) model of concept learning was introduced by Valiant [112] and has been extensively studied [21; 40; 66]. In the model, the learning algorithm has access to an example oracle $EX(c, D)$ where $c \in C$ is the unknown target concept, $C$ is a known concept class and $D$ is an unknown distribution over $\{0,1\}^n$. The oracle $EX(c, D)$ takes no inputs; when invoked, it generates a labeled example $(x, c(x))$ according to the distribution $D$. The goal of the learning algorithm is to provide a hypothesis $h : \{0,1\}^n \rightarrow \{0,1\}$, which is an $\epsilon$-approximation for $c$ under the distribution $D$, i.e., a hypothesis $h$ such that $Pr_{x \in D}[h(x) \neq c(x)] \leq \epsilon$. An algorithm $A$ is a PAC learning algorithm for $C$ if the following condition holds: given $0 < \epsilon, \delta < 1$, for all $c \in C$ and all distributions $D$ over $\{0,1\}^n$, with probability at least $1 - \delta$, the algorithm $A$ outputs a hypothesis $h$, which is an $\epsilon$-approximation to $c$ under $D$. In the literature, $\epsilon$ is usually known as accuracy and $1 - \delta$ is known as confidence. The query complexity of the learning algorithm $A$ for $C$ is the maximum number of queries to $EX(c, D)$ algorithm $A$ invokes for any $c \in C$ and any distribution $D$ over $\{0,1\}^n$.

The quantum PAC learning model is a generalization of the classical PAC learning model to the quantum computing model [12; 24; 49; 50]. In the quantum PAC learning model, the algorithm has access to a quantum example oracle $QEX(c, D)$, which generates a superposition of all labeled examples, where each labeled example $(x, c(x))$ appears in the superposition with amplitude proportional to the square root of $D(x)$. More precisely, for a distribution $D$ over $\{0,1\}^n$, the quantum example oracle $QEX(c, D)$ is a quantum gate that transforms the initial state $|0^n, 0\rangle$ as

$$|0^n, 0\rangle \mapsto \sum_{x \in \{0,1\}^n} \sqrt{D(x)} |x, c(x)\rangle.$$ 

The $QEX(c, D)$ is only defined on the initial state $|0^n, 0\rangle$, and it is required that a quantum learning algorithm only invokes the $QEX(c, D)$ oracle on the basis state $|0^n, 0\rangle$. A quantum learning algorithm is a quantum PAC learning algorithm for $C$ if it has the following property: given $0 < \epsilon, \delta < 1$, for all $c \in C$ and all distributions $D$ over $\{0,1\}^n$, with probability $1 - \delta$ the algorithm outputs a representation of a hypothesis $h$, which is an $\epsilon$-approximation to $c$ under the distribution $D$. Similar to the classical PAC learning model,
$\varepsilon$ is usually considered as accuracy and $1 - \delta$ is considered as confidence. The quantum query complexity of a quantum PAC learning algorithm is the maximum number of queries to $QEX(c, D)$ for any $c \in C$ and any distribution $D$ over $\{0, 1\}^n$.

Because of the specialization of quantum circuits used in the quantum PAC learning model, they can be simplified as follows. First, since all the information used for computation comes from the oracle calls, the initial state of the quantum register can be assumed as $|0^n, 0\rangle$. Secondly, since $QEX(c, D)$ is required to be invoked only on the state $|0^n, 0\rangle$, without loss of generality, all $QEX(c, D)$ calls in the quantum learning algorithm can be assumed to occur at the beginning of the algorithm. Finally, after a set of invocations to $QEX(c, D)$, the algorithm performs a sequence of unitary transformations and one measurement. Since we are chiefly interested in query complexity and not the circuit size, they can be replaced by a POVM measurement, which is represented by a set of positive self-adjoint operators $\{\Pi_h\}$, where $\sum_h \Pi_h = I$. More precisely, let

$$|\psi_c\rangle = \sum_{x \in \{0, 1\}^n} \sqrt{D(x)} |x, c(x)\rangle.$$  

A quantum learning algorithm with query complexity $T$ can be represented as a POVM measurement $\{\Pi_h\}$ for $|\psi_c\rangle^{\otimes T}$. If the algorithm is a quantum PAC learning algorithm with accuracy $\varepsilon$ and confidence $1 - \delta$ for the concept class $C$, for any $c \in C$, then

$$\sum_{h \in H_C} \langle \psi_c |^{\otimes T} \Pi_h | \psi_c \rangle^{\otimes T} > 1 - \delta.$$  

where $H_C$ is the set of hypothesis $h$, such that $h$ is an $\varepsilon$-approximation to $c$.

In the PAC learning model, the Vapnik-Chervonenkis (VC) dimension plays a key role for measuring the complexity of a concept class [21; 113]. For $S \subseteq \{0, 1\}^n$, we write $\Pi_C(S)$ to denote $\{c \cap S : c \in C\}$, so $|\Pi_C(S)|$ is the number of different dichotomies which the concepts in $C$ induce on the points in $S$. A subset $S \subseteq \{0, 1\}^n$ is said to be shattered by $C$ if $|\Pi_C(S)| = 2^{|S|}$, i.e., if $C$ induces every possible dichotomy on the points in $S$. For a concept class $C$, its VC-dimension is the cardinality $d$ of the largest set $S$ shattered by $C$ [66]. In the classical PAC learning model, an algorithm with $\varepsilon$ accuracy and $1 - \delta$ confidence, for a concept class with VC-dimension $d$, requires at least

$$\Omega \left( \frac{1}{\varepsilon}(d + \log \frac{1}{\delta}) \right)$$
examples [40]. The lower bound is nearly optimal, since an upper bound of

\[ O \left( \frac{1}{\varepsilon} (d \log \frac{1}{\varepsilon} + \log \frac{1}{\delta}) \right) \]

is given in [21]. Since a quantum PAC learning algorithm can be directly transferred to a classical PAC learning algorithm [80], the upper bound in the classical PAC learning model is also an upper bound in the quantum PAC learning model. On the other hand, in the quantum PAC learning model, the best known lower bound is given by Atici and Servedio [12], which is

\[ \Omega \left( d + \frac{1}{\varepsilon} \left( \sqrt{d} + \log \frac{1}{\delta} \right) \right) \].

In this thesis, we improve the lower bound to

\[ \Omega \left( \frac{1}{\varepsilon} \left( d^{1-\eta} + \log \frac{1}{\delta} \right) \right), \]

for any \( \eta > 0 \). Hence, we show that the lower bounds of query complexity are almost the same in both quantum and classical PAC learning model.

### 1.7 Hamiltonian Simulation

It is very hard to simulate a quantum system using classical computers, since the computational cost of simulating many particle quantum systems typically grows exponentially with the number of particles. However, Feynman [44] proposed that computers based on quantum mechanical principles could provide the most powerful technology for simulating quantum systems, which is also one of the founding ideas of the field of quantum computation.

In addition to predicting the behavior of physics systems [17; 44; 64; 76; 124], Hamiltonian simulation also has algorithmic applications. For example, the implementation of power queries by using bit queries in the Sturm-Liouville eigenvalue problem is based on a Hamiltonian simulation problem [83]. Other examples include adiabatic optimization [42], quantum walks [91], and the NAND tree evaluation algorithms [41].

In a Hamiltonian simulation problem, our goal is to simulate the unitary operator \( e^{-iHt} \) for a given Hamiltonian \( H \) and evolution time \( t \). The accuracy of the simulation is measured by the trace distance [80] of the simulated final state and the desired final state, which is
noted by $\varepsilon$. The cost of a quantum algorithm is measured by the number of elementary gates in the quantum circuit, as stated in section 1.4. If it is $\text{poly}(n, t, 1/\varepsilon)$, the Hamiltonian $H$ is said to be efficiently simulated for any $t > 0$, for an error bound $\varepsilon$.

There are a few cases where a Hamiltonian can obviously be simulated efficiently. For example, this is the case if $H$ only acts nontrivially on a constant number of qubits, because any unitary evolution on a constant number of qubits can be approximated using a constant number of elementary gates [37].

Note that since we require a simulation for an arbitrary time $t$ (with $\text{poly}(t)$ gates), we can rescale the evolution by any polynomial factor: if $H$ can be efficiently simulated, then so can $cH$ for any $c = \text{poly}(n)$. This holds even if $c < 0$, since any efficient simulation is expressed in terms of quantum gates, and can simply be run in reverse [80].

Another example is as follows. Suppose $H$ is diagonal in the computational basis, and any diagonal element $d(a) = \langle a|H|a\rangle$ can be computed efficiently. Suppose for simplicity that the diagonal element $d(a)$ is expressed as a binary number with $k$ bits of precision. Then $H$ can be simulated efficiently as follows: For any input computational basis state $|a\rangle$, together with a $k$-qubit ancilla state initialized to $|0\rangle$,

\[
|a, 0\rangle \rightarrow |a, d(a)\rangle \\
\rightarrow e^{-itd(a)}|a, d(a)\rangle \\
\rightarrow e^{-itd(a)}|a, 0\rangle \\
= e^{-iHt}|a\rangle|0\rangle.
\]

For instance, the discretization of a bounded potential $V(x)$ on a mesh with size $h = 1/(N + 1)$ can be efficiently simulated, assuming that the evaluations $V(x_i)$ is efficiently computable. Then, the query complexity is 2, and the ancilla computation is $O(\log(N))$.

In addition, we can rotate the basis in which a Hamiltonian is applied using any unitary transformation with an efficient decomposition into basic gates. In other words, if $H$ can be efficiently simulated and the unitary transformation $U$ can be efficiently implemented, then $UHU^\dagger$ can be efficiently simulated. This follows from the simple identity

\[
e^{-iUHU^\dagger t} = Ue^{-iHt}U^\dagger.
\]

For instance, consider the discretization of the negative Laplacian $-\Delta_h = SAS^\dagger$, where
Λ is a diagonal matrix. \( S \) is the sine transform of size \( N \times N \), which can be implemented with \( O(\log^2 N) \) quantum operations [69; 80]. Any diagonal element of \( \Lambda \) can also be calculated efficiently. Hence, \(-\Delta_h \) can be implemented efficiently.

For a Hamiltonian \( H = \sum_{j=1}^{m} H_j \), where \( H_j \) can be simulated efficiently, there are various algorithms for simulating \( e^{-iHt} \). Obviously, if the \( H_j \) commute with each other, \( e^{-iHt} = \prod_{j=1}^{m} e^{-iH_j t} \). Hence, in this thesis, we assume \( H_j \) do not commute. Without loss of generality, we also assume \( \|H_1\| \geq \|H_2\| \geq \cdots \geq \|H_m\| \). Let \( \tau = \|H_1\|t \), such that the evolution 
\[
    e^{-iHt} = e^{-iH_{\tau}/\|H_1\|},
\]
which is equivalent to the evolution of a bounded Hamiltonian with time \( \tau \).

Various algorithms have been studied in the literature. One of the simplest and widely used algorithms is based on the Trotter formula [80]
\[
    \left\| e^{-iH_{\Delta t}} - \prod_{j=1}^{m} e^{-iH_j \Delta t} \right\| = O(\Delta t^2).
\]
For an error bound \( \varepsilon \), the algorithm based on Trotter formula has \( O(\tau^2/\varepsilon) \) exponentials. A better algorithm is based on Strang’s formula [104]
\[
    \left\| e^{-iH_{\Delta t}} - \prod_{j=1}^{m} e^{-iH_j \Delta t/2} \prod_{j=m}^{1} e^{-iH_j \Delta t/2} \right\| = O(\Delta t^3).
\]
The algorithm derived from Strang’s formula has \( O(\tau^{3/2}/\varepsilon^{1/2}) \) exponentials. Based on Suzuki’s decomposition [105; 106], where
\[
    S_2(\Delta t) = \prod_{j=1}^{m} e^{-iH_j \Delta t/2} \prod_{j=m}^{1} e^{-iH_j \Delta t/2},
\]
and recursively
\[
    S_{2k}(\Delta t) = [S_{2k-2}(p_k \Delta t)]^2 S_{2k-2}((1 - 4p_k) \Delta t)[S_{2k-2}(p_k \Delta t)]^2, \quad k = 2, 3, \ldots,
\]
where \( p_k = (4 - 4^{1/(2k-1)})^{-1} \), there is a sequence of simulation algorithms. From
\[
    \left\| e^{-i \sum_{j=1}^{m} H_j \Delta t} - S_{2k}(\Delta t) \right\| = O(|\Delta t|^{2k+1}), \quad (1.9)
\]
a set of upper bounds for the number of exponentials in simulating \( e^{-iHt} \) is derived
\[
    N \leq N_{\text{prev}} := 2m5^{2k} (m\tau)^{1+\frac{1}{2k}} (\frac{1}{\varepsilon})^{\frac{1}{2k}}, \quad (1.10)
\]
for $k = 1, 2, \cdots$ [17].

From the algorithms given above, a Hamiltonian $H$ can be simulated efficiently if it is sparse, i.e., it has $\text{poly}(\log N)$ nonzero entries in each row, and if there is an efficient means of computing the indices and the matrix elements of the nonzero entries in any given row. A simple algorithm is based on Vizing’s theorem [29], which says that a graph of maximum degree $d$ has an edge coloring with at most $d + 1$ colors. By using only local information about the graph, there is a polynomial overhead in the number of colors used. That is, given an undirected graph $G$ with $N$ vertices and maximum degree $d$, and that the neighbors of any given vertex can be efficiently computed. There is an efficiently computable function $c(a, b) = c(b, a)$ taking $O(d^2 \log^2 N)$ values such that for all $a, c(a, b) = c(a, b')$ implies $b = b'$. Hence, a sparse Hamiltonian can be written as the sum of polynomially many local Hamiltonians. From [17], the best upper bound known of query complexity for estimating the Hamiltonian $H$ such that the nonzero elements in each column is at most $d$ is

$$N = O \left( n(\log^* n)^2 d^2 5^{2k} (d^2 \tau)^{1+1/(2k)} \varepsilon^{-1/(2k)} \right).$$

A recent paper [27] improves this bound to

$$N = O \left( 5^{2k} d^2 (d + \log^* n) \tau \left( \frac{d \tau}{\varepsilon} \right)^{1/2k} \right).$$

Although the simulation of any Hamiltonian may be performed arbitrarily close to linear in the evolution time, however the scaling cannot be sublinear [17].

In this thesis, we obtain a series of upper bounds on the number of exponentials required to approximate $e^{-iHt}$ with error $\varepsilon$, which are more accurate than those in [17]. Moreover, we derive the order of the splitting method that optimizes the cost of the resulting algorithm. We show significant speedups relative to previously known results.

We also consider a new model of Hamiltonian simulation, which is based on randomized algorithms. Such algorithms simulate the evolution of a Hamiltonian $H = \sum_{j=1}^{m} H_j$ for time $t$, by a product of exponentials of $H_j$ in a random sequence, and random evolution times. Hence the final state of the system is approximated by a mixed quantum state.
Chapter 2

Adiabatic Counting with Geometric Phase

2.1 Introduction

Quantum adiabatic computation is a novel quantum computing model as introduced in Section 1.5. The model has been proved to be polynomially equivalent to the quantum circuit model [3; 43]. For instance, in the adiabatic model, searching an unordered database requires time of the same order of magnitude as Grover’s algorithm [52; 92], but few adiabatic algorithms are known that have performance similar to that of the corresponding algorithm in the quantum circuit model. In this chapter, we show an adiabatic algorithm for the counting problem. The task of the counting problem is to approximate the proportion \( \alpha \) of marked items in an \( N \)-item database. The counting problem plays a key role in numerical problems, as described in Section 1.2.1.

Our algorithm for the counting problem is based on the Berry phase acquired in the adiabatic evolution. When a quantum system undergoes a cyclic adiabatic evolution, it acquires a geometric phase, which is known as geometric phase or the Berry phase [18]. The phase depends only on the path taken, not on how fast that path is traversed, as long as it satisfies the adiabatic condition. The phenomenon was first observed by Berry [18], and then extensively studied [8; 47; 99; 122]. The Berry phase is a purely geometric feature, and resilient to certain small errors [20; 61; 79], so various methods are proposed to use it
when building quantum gates [39; 63; 128].

In our algorithm, we design an adiabatic evolution such that the resulting Berry phases encode the solution of the problem. Then we can solve the problem by estimating the Berry phase after the adiabatic evolution. Since Berry phases are global phases and cannot be measured directly, we let two parts of a superposition undergo the same cyclic adiabatic evolution in different directions. After the adiabatic evolution, the dynamic phases of the two parts cancel out, and the Berry phases are $\pm 2\pi \alpha$. Then, by estimating the relative phase between the two parts of the superposition, we can estimate $\alpha$. The algorithm has a runtime of order $\varepsilon^{-3/2}$, which beats the optimal classical algorithm in the randomized setting. Usually, in adiabatic algorithms it is the final state that encodes the solution of the problem, while in our algorithm it is the Berry phase. Since the Berry phase is a purely geometric feature, i.e., it only depends on the path of evolution, and is independent of details of how the evolution is executed, the result is resilient to certain small errors. The details of adiabatic algorithms and the Berry phase are introduced in Section 1.5.

The remainder of the current chapter is organized as follows. In Section 2.2, we provide the basic adiabatic evolution used in the algorithm, which can encode the solution to a Berry phase of a quantum system. Then we give the adiabatic algorithm for the counting problem. In Section 2.3, we will show the relationship between the accuracy of the algorithm and the time it used. In Appendix A, we show the detailed derivation of the difference of real relative phase and the Berry phase in our algorithm.

### 2.2 The adiabatic algorithm for the counting problem

In this section, we will show how to encode the solution to the Berry phases. We use a function $f : \{0, \cdots, N-1\} \rightarrow \{0,1\}$ to denote whether an item is marked, i.e.,

$$f(s) = \begin{cases} 
1, & \text{if the } s\text{-th item is marked}, \\
0, & \text{otherwise}. 
\end{cases}$$

For an error bound $\varepsilon$, the algorithm has $m = \log(1/\varepsilon)$ adiabatic evolutions. In each evolution, we use $n + 1$ qubits, where $n = \log_2 N$. The quantum state can be divided into two systems: the control system, which has 1 qubit, and the computing system, which has $n$
The computing system is in an $N$-dimensional Hilbert space, whose basis states are denoted as $|k\rangle$, where $k = 0, \cdots, N - 1$. We use an equal superposition of all basis states

$$|\psi_0\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} |k\rangle$$

as the initial state in the computing system and use $\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ as the initial state in the control system. Hence, the initial state of the whole system is

$$|\psi(0)\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) \otimes |\psi_0\rangle.$$ 

In each evolution, the initial Hamiltonian of the computing system is

$$H_0 = I - |\psi_0\rangle\langle\psi_0|.$$ 

Typically, in quantum algorithms, the fundamental oracle used is

$$|x\rangle|y\rangle \rightarrow |x\rangle|y \oplus f(x)\rangle.$$ 

In our algorithm, we modify the oracle to

$$|x\rangle|y\rangle|z\rangle \rightarrow |x\rangle|y \oplus f(x)\rangle|z \oplus (y \cdot f(x))\rangle.$$ 

We use a 2-qubit auxiliary state

$$\frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle) \otimes \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)$$

for quantum state $|k\rangle$, then the oracle works as follows,

$$|k\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle) \otimes \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)$$

$$= |k\rangle \otimes \frac{1}{2}(|00\rangle + i|10\rangle - |01\rangle - i|11\rangle)$$

$$\mapsto \frac{1}{2} |k\rangle(|f(k)\rangle|0\rangle + i|f(k) \oplus 1\rangle|f(k)\rangle - |f(k)\rangle|1\rangle - i|f(k) \oplus 1\rangle|1 \oplus f(k)\rangle).$$

When $f(k) = 0$, the result is

$$\frac{1}{2} |k\rangle \otimes (|00\rangle + i|10\rangle - |01\rangle - i|11\rangle) = |0\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle) \otimes \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle),$$

and when $f(k) = 1$, the result is

$$\frac{1}{2} |k\rangle \otimes (|10\rangle + i|01\rangle - |11\rangle - i|00\rangle) = -i|0\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle) \otimes \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle).$$
Discarding the auxiliary qubits, we obtain $|k\rangle \mapsto (-i)^{f(k)}|k\rangle$. Hence, the operation of the oracle can be written as

$$\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} |k\rangle \mapsto \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \exp(-i\frac{\pi}{2}f(k))|k\rangle. \tag{2.6}$$

Let $\beta = 1 - \alpha$, $M = \alpha N$, and

$$|\hat{0}\rangle = \frac{1}{\sqrt{N-M}} \sum_{s:f(s)=0} |s\rangle,$$

$$|\hat{1}\rangle = \frac{1}{\sqrt{M}} \sum_{s:f(s)=1} |s\rangle. \tag{2.7}$$

The initial state can be rewritten as

$$|\psi_0\rangle = \sqrt{\beta}|\hat{0}\rangle + \sqrt{\alpha}|\hat{1}\rangle, \tag{2.8}$$

and the states after repeatedly using the oracle are

$$|\psi_1\rangle = \sqrt{\beta}|\hat{0}\rangle - i\sqrt{\alpha}|\hat{1}\rangle,$$

$$|\psi_2\rangle = \sqrt{\beta}|\hat{0}\rangle - \sqrt{\alpha}|\hat{1}\rangle,$$

$$|\psi_3\rangle = \sqrt{\beta}|\hat{0}\rangle + i\sqrt{\alpha}|\hat{1}\rangle.$$

In the adiabatic algorithm, we define four Hamiltonian oracles as

$$H_k = I - |\psi_k\rangle\langle\psi_k|, \tag{2.9}$$

for $k = 0, 1, 2, 3$. Then consider a linear interpolation between the four oracles, that is

$$H(t) = \sum_{k=0}^{3} s_k(t)H_k, \tag{2.10}$$

where $\sum s_k(t) = 1$, for any $0 \leq t \leq T$.

In the $j$-th evolution, we choose

$$s_0 = \frac{1}{2}(1 + \cos \theta_j), s_1 = \frac{1}{2}\sin \theta_j,$$

$$s_2 = \frac{1}{2}(1 - \cos \theta_j), s_3 = -\frac{1}{2}\sin \theta_j, \tag{2.11}$$

where $\theta_j$ is a function from $[0, T]$ to $[0, 2^j\pi]$, satisfying $\theta_j(0) = 0$ and $\theta_j(T) = 2^j\pi$. Since the Berry phase only depends on the path of the evolution of the Hamiltonian, the choice
of the function $\theta(t)$ does not affect our result. Combining (2.9) and (2.11), the Hamiltonian of the $j$-th evolution is

$$H(\theta_j) = I - \frac{1}{2}(1 + \cos \theta_j)|\psi_0\rangle\langle\psi_0| - \frac{1}{2}\sin \theta_j|\psi_1\rangle\langle\psi_1|$$

$$- \frac{1}{2}(1 - \cos \theta_j)|\psi_2\rangle\langle\psi_2| + \frac{1}{2}\sin \theta_j|\psi_3\rangle\langle\psi_3|$$

$$= I - |\psi(\theta_j)\rangle\langle\psi(\theta_j)|,$$

(2.12)

where

$$|\psi(\theta_j)\rangle = \sqrt{\beta}|\hat{0}\rangle + e^{-i\theta_j}\sqrt{\alpha}|\hat{1}\rangle,$$

(2.13)

and $\theta_j \in [0, 2^j \pi]$. Clearly, the ground state of $H(\theta_j)$ is $|\psi(\theta_j)\rangle$. We set the Hamiltonian of the whole system in the $j$-th adiabatic evolution as

$$|0\rangle\langle0| \otimes H(\theta_j) + |1\rangle\langle1| \otimes H(-\theta_j).$$

(2.14)

Then the Berry phases of the computing system after the evolution are $\gamma_j$ and $-\gamma_j$, where

$$\gamma_j = i \int_0^{2^j \pi} \langle\psi| \frac{d}{d\theta} \psi\rangle d\theta = \int_0^{2^j \pi} \alpha d\theta = 2^j \pi \alpha.$$

(2.15)

Since the dynamic phase is the same in both parts, the final state is

$$|\psi_j(T)\rangle = \frac{1}{\sqrt{2}}(e^{i\gamma_j}|0\rangle + e^{-i\gamma_j}|1\rangle) \otimes |\psi_0\rangle.$$

(2.16)

Hence, at the end of the evolution, the relative phase of the first qubit is $\Gamma_j = 2\gamma_j = 2\pi(2^j \alpha)$. In this way, we successfully encode the solution to the relative phases of a set of quantum states.

In the algorithm, we do not use the phase estimation procedure in [80] to estimate $\alpha$ from the Berry phases, in order to avoid unnecessary entanglement. We use Kitaev’s equivalent procedure instead [68]. As described above, in the $j$-th adiabatic evolution of the algorithm, we prepare a quantum state whose relative phase is $2\pi(2^j \alpha)$, for $j = 1, \cdots, m$. A measurement for the first qubit in $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ and $|-\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)$ basis gives the result $|+\rangle$ with probability

$$p = \cos^2(\gamma) = \cos^2(2^j \pi \alpha).$$

(2.17)
Hence, if we apply the process several times, we can approximate the probability. More precisely, let \( q = r/R \) be the ratio between the number of \( r \) of results \(|+\rangle\) and the number \( R \) of measurements. Then Chernoff’s bound [77]

\[
Pr(|p - q| \geq \delta) \leq 2e^{-2\delta^2 R}
\]

shows that for a fixed \( \delta \), the error is smaller than \( \varepsilon \) for only \( O(\log(1/\varepsilon)) \) number of measurements. In this application, we only need an error that is smaller than \( \pi/8 \), which will give us an estimate of \( 2^j \alpha \), modulo 1, with error \( 1/16 \). Let

\[
\alpha = \sum_{j=1}^{\infty} 2^{-j} \alpha_j,
\]

for \( \alpha_j \in \{0, 1\} \), and \( \alpha_1 = 0 \) since \( \alpha < 1/2 \). We also use \( \overline{\alpha_1\cdots\alpha_p} \) to denote the binary fraction \( \sum_{j=1}^{p} 2^{-j} \alpha_j \). For \( j = 1, \cdots, m \), we replace the known approximate value of \( 2^j \alpha \) by \( \eta_j \), the closest number from the set \( \{0, 1/8, 2/8, \cdots, 7/8\} \). Hence, we have

\[
|2^j \alpha - \eta_j|_1 < 1/16 + 1/16 = 1/8.
\]

Since if \( |y - 2\alpha|_1 < \delta < 1/2 \), then \( |y' - \alpha|_1 < \delta/2 \) or \( |y_1' - \alpha|_1 < \delta/2 \), where \( y_1', y_2' \) are the solutions to the equation \( 2y' \equiv y \pmod{1} \), we can start from \( 2^m \alpha \) and increase the precision in the following way: Set \( \eta_m = \overline{\alpha_m\alpha_{m+1}\alpha_{m+2}} = \eta_m \) and proceed by iteration:

\[
\alpha_j = \begin{cases} 
0 & \text{if } |.0\alpha_{j+1}\alpha_{j+2} - \eta_j|_1 < 1/4, \\
1 & \text{if } |.1\alpha_{j+1}\alpha_{j+2} - \eta_j|_1 < 1/4,
\end{cases}
\]

for \( j = m - 1, \cdots, 1 \). By a simple induction, \( \overline{\alpha_1\alpha_2\cdots\alpha_m} \) can estimate \( \alpha \) with error less than \( 2^{-m} = \varepsilon \).

2.3 Running Time of the Adiabatic Algorithm

In this section, we consider the accuracy of the evolutions and the running time of the algorithm. It is easy to see that under the Hamiltonian given in (2.12) the actual state \(|\varphi(\theta)\rangle\) in the computing system always stays in the subspace spanned by \(|0\rangle, |1\rangle\). Then \( H(\theta) \) can be rewritten as

\[
H(\theta) = \begin{pmatrix} \alpha & -\sqrt{\alpha\beta}e^{i\theta} \\ -\sqrt{\alpha\beta}e^{-i\theta} & \beta \end{pmatrix}
\]
in the subspace. Assume $\omega = d\theta/dt$ is constant, and $\omega \ll 1$. Let $|\varphi(t)\rangle$ be the $t$-time state in the system which is initially in $|\psi_0\rangle$, and evolving under $H(\omega t)$. By solving the Schrödinger equation (1.2), we attain

$$|\varphi(t)\rangle = e^{-i\frac{t}{2}}(Ae^{i\omega_1 t} + Be^{i\omega_2 t})|0\rangle + e^{-i\frac{t}{2}}(C e^{-i\omega_1 t} + D e^{-i\omega_2 t})|1\rangle,$$

where

$$\omega_{1,2} = \frac{\omega \pm \sqrt{(1 - \omega)^2 + 4\alpha\omega}}{2},$$

and

$$A = \frac{(1 - \omega)^2 - \alpha(1 - 3\omega) + (\beta - \omega)E}{(1 - \omega)^2 + 4\alpha\omega + (\beta - \alpha - \omega)E}\sqrt{\beta},$$

$$B = \frac{\alpha(1 + \omega) - \alpha E}{(1 - \omega)^2 + 4\alpha\omega + (\beta - \alpha - \omega)E}\sqrt{\beta},$$

$$C = \frac{(1 + \omega)^2 - \beta(1 + 3\omega) - (\alpha + \omega)E}{(1 - \omega)^2 + 4\alpha\omega + (\beta - \alpha - \omega)E}\sqrt{\alpha},$$

$$D = \frac{\beta(1 + \omega) + \beta E}{(1 - \omega)^2 + 4\alpha\omega + (\beta - \alpha - \omega)E}\sqrt{\alpha},$$

where $E = \sqrt{(1 - \omega)^2 + 4\alpha\omega}$, see Appendix A. On the other hand, denote the quantum state evolving under the Hamiltonian $H(-\theta) = H(-\omega t)$ by $|\varphi'(t)\rangle$, which can be obtained from $|\varphi\rangle$ by exchanging all $\omega$ by $-\omega$, i.e.,

$$|\varphi'(t)\rangle = e^{-i\frac{t}{2}}(A'e^{i\omega_1' t} + B'e^{i\omega_2' t})|0\rangle + e^{-i\frac{t}{2}}(C' e^{-i\omega_1' t} + D' e^{-i\omega_2' t})|1\rangle,$$

where

$$\omega'_{1,2} = \frac{-\omega \pm \sqrt{(1 + \omega)^2 - 4\alpha\omega}}{2},$$

and

$$A' = \frac{(1 + \omega)^2 - \alpha(1 + 3\omega) + (\beta + \omega)E'}{(1 + \omega)^2 - 4\alpha\omega + (\beta - \alpha + \omega)E'}\sqrt{\beta},$$

$$B' = \frac{\alpha(1 - \omega) - \alpha E'}{(1 + \omega)^2 - 4\alpha\omega + (\beta - \alpha + \omega)E'}\sqrt{\beta},$$

$$C' = \frac{(1 + \omega)^2 - \beta(1 - 3\omega) - (\alpha - \omega)E'}{(1 + \omega)^2 - 4\alpha\omega + (\beta - \alpha + \omega)E'}\sqrt{\alpha},$$

$$D' = \frac{\beta(1 + \omega) + \beta E'}{(1 + \omega)^2 - 4\alpha\omega + (\beta - \alpha + \omega)E'}\sqrt{\alpha},$$

where $E' = \sqrt{(1 + \omega)^2 - 4\alpha\omega}$.
Then the final state of the $j$-th evolution is

$$|\psi_j(T)\rangle = \frac{1}{\sqrt{2}}(|0\rangle|\varphi(T)) + |1\rangle|\varphi'(T))\rangle,$$  \hspace{1cm} (2.29)

where $T = 2^j \pi/\omega$, which is the time of the $j$-th evolution, for $j = 1, \cdots, m$. As indicated before, we will measure the relative phase of the first qubit, and use it as an approximation of $2\pi (2^j \alpha)$. Let $|\varphi_\perp\rangle$ be a state in the span space of $|\hat{0}\rangle$ and $|\hat{1}\rangle$, which is orthogonal to $|\varphi\rangle$ by (2.29), so that

$$|\psi_j(T)\rangle = \frac{1}{\sqrt{2}}(|0\rangle + \langle \varphi(T)|\varphi'(T)|1\rangle)|\varphi\rangle + \frac{1}{\sqrt{2}}(|\varphi_\perp(T)|\varphi'(T))\rangle|1\rangle|\varphi_\perp(T)).$$ \hspace{1cm} (2.30)

Hence, with probability

$$p_s = \frac{1 + |\langle \varphi(T)|\varphi'(T)\rangle|^2}{2},$$ \hspace{1cm} (2.31)

the relative phase will be the argument of $\langle \varphi(T)|\varphi'(T)\rangle$. It can be checked that

$$\langle \varphi(T)|\varphi'(T)\rangle = (AA' + DD')e^{i\mu_1} + (BB' + CC')e^{-i\mu_1} + (AB' + CD)e^{i\mu_2} + (A'B + CD')e^{-i\mu_2},$$ \hspace{1cm} (2.32)

where

$$\mu_1 = \frac{1}{2} \left( \sqrt{(1 - \omega)^2 + 4\alpha \omega} - \sqrt{(1 + \omega)^2 - 4\alpha \omega} \right) T,$$

$$\mu_2 = \frac{1}{2} \left( \sqrt{(1 - \omega)^2 + 4\alpha \omega} + \sqrt{(1 + \omega)^2 - 4\alpha \omega} \right) T.$$ \hspace{1cm} (2.33)

From the assumption $\omega \ll 1$, we have

$$AA' + DD' = 1 - 3\alpha \beta \omega^2 + O(\omega^3),$$

$$BB' + CC' = -\alpha \beta \omega^2 + O(\omega^3),$$

$$AB' + C'D = 2\alpha \beta \omega^2 + O(\omega^3),$$

$$A'B + CD' = 2\alpha \beta \omega^2 + O(\omega^3).$$ \hspace{1cm} (2.34)

Hence,

$$p_s = \frac{1 + |\langle \varphi(T)|\varphi'(T)\rangle|^2}{2} \geq 1 - 8\alpha \beta \omega^2,$$ \hspace{1cm} (2.35)

and

$$|\text{ang}(\langle \varphi(T)|\varphi'(T)\rangle) - \mu_1| \leq 8\alpha \beta \omega^2.$$ \hspace{1cm} (2.36)
Moreover,

\[
\mu_1 = 2\alpha \omega T + 2\alpha \beta (\beta - \alpha) \omega^3 T + O(\omega^5 T)
= 2\pi (2^j \alpha)(1 + \beta (\beta - \alpha) \omega^2 + O(\omega^3)),
\]

in the \(j\)-th evolution. Hence, the difference between the expected relative phase and \(2\pi (2^j \alpha)\) is

\[
\Delta \leq 2\pi (1 - p_s) + |\text{ang}(\langle \varphi_+(T) | \varphi_-(T) \rangle) - \mu_1| + |\mu_1 - 2\pi (2^j \alpha)| = O(2^j \omega^2).
\]

(2.38)

To estimate \(2^j \alpha\) modulo 1 with error less than 1/16, it is enough to make \(\Delta < 2\pi/32\), and then estimate the relative phase to its expected value within error \(2\pi/32\). To satisfy the first condition, in the \(j\)-th evolution we set

\[
\omega = \omega_j = O\left(\frac{1}{\sqrt{2^j}}\right)
\]

in (2.38). When estimating the relative phase, we can boost the success probability using repetitions. In our case, \(O(m - j)\) repetitions yield overall success probability greater than 1/2. Since the time of the \(j\)-th evolution is \(2^j \pi / \omega_j\), the total running time is

\[
T_{\text{total}} = \sum_{j=1}^{m} O\left(\frac{2^j}{\omega_j (m - j)}\right) = O\left(\frac{(2^m)^{3/2}}{1 / \varepsilon}\right) = O\left(\left(\frac{1}{\varepsilon}\right)^{3/2}\right).
\]

(2.40)

Therefore, the adiabatic algorithm has an \(O(\varepsilon^{-3/2})\) running time. As we know the optimal quantum algorithm has a running time \(O(1/\varepsilon)\), our adiabatic algorithm is not as good as the quantum algorithm given in the circuit model. However, it is better than the best classical algorithm, which needs \(O(\varepsilon^{-2})\) running time.

2.4 Discussion

In conclusion, we have proposed an adiabatic algorithm for the quantum counting problem. The key idea of the algorithm is to construct Berry phases which equal \(2\pi (2^j \alpha)\), for \(j = 1, \cdots, m\), where \(\alpha\) is the proportion of marked items in the database, \(m = \log(1/\varepsilon)\). The algorithm has a running time of \(O(\varepsilon^{-3/2})\), which beats the optimal classical random algorithm. Since the counting problem is the foundation of many numerical problems, such
as high-dimensional integration, path integration, and eigenvalue estimation, our algorithm provides a robust and efficient strategy to improve our ability to solve these problems.

There are some special characteristics of our algorithm. In particular, the solution of the problem is encoded in the phase difference of the final state, rather than the ground state of the final Hamiltonian. The final information is obtained by the phase estimation routine, rather than by the usual quantum measurement. In contrast to usual adiabatic algorithms, such as in [92], we use several Hamiltonians as oracles to construct the evolution path.
Chapter 3

Query Complexity for Quantum PAC Learning

3.1 Introduction

Some quantum algorithms are closely related to the field of learning theory. One example given by one of the earliest quantum algorithms, the Deutsch-Jozsa algorithm [36], which decides whether a boolean function over the domain \( \{0, 1\}^n \) is constant or balanced. To exactly decide the problem requires \( \Theta(2^n) \) queries in the classical setting, but only \( \Theta(1) \) queries in the quantum setting. Another example is the Bernstein-Vazirani algorithm [16], where the purpose is to learn a concept among the concept class of boolean functions \( c_s(x) = x \cdot s \mod 2 \), where \( x, s \in \{0, 1\}^n \). The problem has a query complexity of \( \Omega(n) \) in the classical setting, while it can be solved using only 1 quantum query.

To systematically study learning problems in the quantum setting, Bshouty and Jackson [24] defined the quantum PAC learning model as a generalization of the standard PAC learning model. They also offered a polynomial-time algorithm for learning DNF in the quantum PAC learning model, while there is no polynomial-time algorithm known in the classical PAC learning model. The details about classical and quantum PAC models have been introduced in Section 1.6. The relationship between the number of quantum examples versus classical examples required for PAC learning was first studied by Servedio and Gortler [50], and then improved by Atici and Servedio [12]. In this chapter, I improve the
lower bound given in [12], offering a new quantum lower bound that is extremely close to the lower bound in the classical PAC learning model.

Before offering our main conclusion, we first review the lower bounds offered in [12].

**Lemma 1.** Let $C$ be any concept class with VC dimension $d + 1$. Any quantum algorithm with a $QEX(c, D)$ oracle to learn a concept belonging to $C$ with $\varepsilon$ accuracy and $1 - \delta$ confidence, must have quantum query complexity at least

$$\Omega \left( \frac{1}{\varepsilon} \log \frac{1}{\delta} \right).$$

To prove Lemma 1, the authors in [12] consider two concepts $c_0, c_1$ such that $c_0(x_0) = c_1(x_0) = 0$, while $c_0(x_1) = 0, c_1(x_1) = 1$. Assuming the distribution $D$ satisfies that $D(x_0) = 1 - 3\varepsilon$ and $D(x_1) = 3\varepsilon$. The states of the system after $T$ queries of $QEX(c, D)$, which are denoted by $|\psi^{(0)}\rangle$ for $c_0$ and $|\psi^{(1)}\rangle$ for $c_1$, satisfy

$$\langle \psi^{(0)} | \psi^{(1)} \rangle = (1 - 3\varepsilon)^T.$$

From [100], if $(1 - 3\varepsilon)^T > 2\sqrt{\delta(1 - \delta)}$, there is some output hypothesis which occurs with probability greater than $\delta$, whether the target is $c_0$ or $c_1$; but this cannot be the case for $\varepsilon$-accuracy, $1 - \delta$ confidence PAC learning algorithm. Thus $(1 - 3\varepsilon)^2T < 4\delta$ yielding

$$T = \Omega \left( \frac{1}{\varepsilon} \log \frac{1}{\delta} \right).$$

**Lemma 2.** Let $C$ be any concept class with VC dimension $d + 1$. Any quantum algorithm with a $QEX(c, D)$ oracle to learn a concept belonging to $C$ with $\varepsilon$ accuracy and $4/5$ confidence, must have quantum query complexity at least

$$\Omega \left( \frac{1}{\varepsilon \sqrt{d}} \right).$$

To prove Lemma 2, in [12], the authors used the following strategy. First, they designed a set of concepts, such that under a given distribution, the difference of each two concepts is no less than $2\varepsilon$. Hence, the quantum states generated from such concepts, $|\psi_1\rangle, \cdots, |\psi_N\rangle$, should be distinguished with confidence $4/5$, where $N$ is the number of concepts. Then, by constructing corresponding quantum states $|\phi_i\rangle$ that are close to the quantum states $|\psi_i\rangle^T$, for $i = 1, \cdots, N$, where $t$ will be decided later, such that if $|\psi_i\rangle^Tt$ can be distinguished,
then so can $|\phi_i\rangle^T$. In this chapter, we use the notation $|\psi\rangle^t$ to denote $|\psi\rangle^\otimes t$. At the same time, from the polynomial-based argument [15], there is a lower bound for the copies of $|\phi_i\rangle$ needed to distinguish each other. Hence from the lower bound for $|\phi_i\rangle$ and the condition that $|\phi_i\rangle$ is close to $|\psi_i\rangle^t$, a lower bound for the copies of $|\psi_i\rangle$, i.e., $tT$, is derived in [12], which is $\Omega(\sqrt{d/\varepsilon})$.

The remainder of the current chapter is organized as follows. In Section 3.2, by offering a simple example about how to improve the lower bound given in [12], we show our main idea in proving the general conclusion, while avoiding complicated notation and formulas. In Section 3.3, we provide our main conclusion, showing that the lower bound for query complexity in the quantum PAC learning model is almost the same as that in the classical PAC learning model.

3.2 A Simple Example for Improving Former Results

We find that if we change the quantum states $|\phi_i\rangle$ to be closer to $|\psi_i\rangle^t$, for $i = 1, \cdots, N$, we can derive improved lower bounds compared to the one in [12]. In this section, we will show how to derive a lower bound $\Omega(\varepsilon^{-1}(d/\ln d)^{2/3})$, as a simple example. In the next section, we will go on proving that for an arbitrarily small $\eta > 0$, there is a lower bound $\Omega(\varepsilon^{-1}d^{1-\eta})$ for the query complexity.

To start the proof, we begin with the Gilbert-Varshamov bound [74], which is well known in coding theory.

**Lemma 3.** There exists a set $\{z_1, \cdots, z_N\}$ of $d$-bit binary strings such that for all $i \neq j$ the string $z_i$ and $z_j$ differ in at least $d/4$ bit positions, where

$$N \geq \frac{2^d}{\sum_{j=0}^{d/4-1} \binom{d}{j}} \geq \frac{2^d}{\sum_{j=0}^{d/4} \binom{d}{j}} \geq 2^{d(1-H(1/4))} > 2^{d/6},$$

where $H(p) = -p \log p - (1-p) \log(1-p)$ is the binary entropy function.

**Theorem 1.** Let $C$ be any concept class with VC dimension $d + 1$. Any quantum algorithm with a $QEX(c, D)$ oracle to learn a concept belonging to $C$ with $\varepsilon$ accuracy and $4/5$ confidence, must have quantum query complexity at least

$$\Omega\left(\frac{d}{\varepsilon \ln d}^{2/3}\right).$$
Proof. Let \{x_0, x_1, \cdots, x_d\} be a set of inputs which can be shattered by \(C\). As in [12], we consider the same distribution \(D\), that is
\[
D(x_0) = 1 - 8\varepsilon,
\]
and
\[
D(x_i) = \frac{8\varepsilon}{d},
\]
for \(i = 1, \cdots, d\).

From Lemma 3, there are \(N\) strings, \(z_1, \cdots, z_N\), whose length is \(d\), whose pairwise Hamming distance is at least \(d/4\), where \(N > 2^{d/6}\). Here, the Hamming distance between two strings of equal length is the number of positions at which the corresponding symbols are different. For \(i = 1, \cdots, N\), let \(c_i\) be a concept, such that \(c_i(x_0) = 0\) for any \(i\), and \(c_i(x_j)\) equals to the \(j\)-th element in string \(z_i\). Since for any \(i \neq j\), we have
\[
Pr_D[c_i(x) \neq c_j(x)] \geq \frac{8\varepsilon d}{d^4} = 2\varepsilon,
\]
the quantum PAC learning algorithm should distinguish each quantum state with the confidence 4/5. The quantum states generated from \(QEX(c, D)\) are
\[
|\psi_i\rangle = \sqrt{1 - 8\varepsilon}|x_0, 0\rangle + \sum_{j=1}^{d} \sqrt{\frac{8\varepsilon}{d}} |x_j, c_i(x_j)\rangle = \sqrt{1 - 8\varepsilon} |\alpha\rangle + \sqrt{8\varepsilon} |\beta_i\rangle,
\]
for \(i = 1, \cdots, N\). Note that \(|\alpha\rangle\) and \(|\beta_i\rangle\) are all normalized.

Before we approximate \(|\psi_i\rangle \otimes^t\), we define a series of non-normalized quantum states, which are not normalized. Let
\[
|\mu_0(i, n)\rangle = |\alpha\rangle^n
\]
and
\[
|\mu_k(i, n)\rangle = \sum_{j=0}^{n-k} |\mu_{k-1}(i, n-1-j)\rangle \otimes |\beta_i\rangle \otimes |\alpha\rangle^j.
\]
Note that \(|\mu_k(i, n)\rangle\) has a direct physical meaning, the sum of all \(n\)-composed quantum states such that \(k\) of the subsystems are in the state \(|\beta_i\rangle\), the others being in the state \(|\alpha\rangle\). For example,

\[
|\mu_1(i, t)\rangle = |\alpha\rangle^{t-1}|\beta_i\rangle + |\alpha\rangle^{t-2}|\beta_i\rangle|\alpha\rangle + \cdots + |\beta_i\rangle|\alpha\rangle^{t-1}.
\]

and

\[
|\mu_2(i, t)\rangle = |\alpha\rangle^{t-2}|\beta_i\rangle^2 + |\alpha\rangle^{t-3}|\beta_i\rangle|\alpha\rangle|\beta_i\rangle + \cdots + |\beta_i\rangle|\alpha\rangle^{t-2}|\beta_i\rangle
\]

\[
+ |\alpha\rangle^{t-3}|\beta_i\rangle^2|\alpha\rangle + |\alpha\rangle^{t-4}|\beta_i\rangle|\alpha\rangle|\beta_i\rangle + \cdots + |\beta_i\rangle|\alpha\rangle^{t-3}|\beta_i\rangle|\alpha\rangle
\]

\[
+ \cdots + |\beta_i\rangle^2|\alpha\rangle^{t-2}.
\]

From its physical meaning, it is easy to know that

\[
\langle \mu_k(i, n) | \mu_l(i, n) \rangle = \left( \frac{n}{k} \right) \delta_{k,l},
\]

(3.2)

where \(\delta_{k,l} = 1\) if \(k = l\), and \(\delta_{k,l} = 0\) if \(k \neq l\). Since \(|\psi_i\rangle = \sqrt{1-8\varepsilon}|\alpha\rangle + \sqrt{8\varepsilon}|\beta_i\rangle\),

\[
|\psi_i\rangle^t = \sum_{k=0}^{t} (1-8\varepsilon)^{(t-k)/2} (8\varepsilon)^{k/2} |\mu_k(i, t)\rangle.
\]

(3.3)

In the proof in [12], the authors define \(|\phi_i\rangle\) as the first two terms in (3.3) with an additional orthogonal term, while in the current proof we define it from the first three terms in (3.3), i.e.,

\[
|\phi_i\rangle = (1-8\varepsilon)^{t/2}|\mu_0(i, t)\rangle + (1-8\varepsilon)^{t-1/2} (8\varepsilon)^{1/2} |\mu_1(i, t)\rangle + (1-8\varepsilon)^{t-2/2} (8\varepsilon)^{1/2} |\mu_2(i, t)\rangle + |z\rangle,
\]

(3.4)

for \(i = 1, \cdots, N\), where \(|z\rangle\) is an orthogonal term that normalizes \(|\phi_i\rangle\).

Note that \(|\phi_i\rangle\) is an approximation to \(|\psi_i\rangle^t\) with

\[
\langle \psi_i^t | \phi_i \rangle \geq (1-8\varepsilon)^t + (1-8\varepsilon)^{t-1}8\varepsilon t + (1-8\varepsilon)^{t-2} (8\varepsilon)^2 \frac{t(t-1)}{2}
\]

\[
\geq 1 - 8t\varepsilon + \left( \frac{t}{2} \right) (8\varepsilon)^2 - \left( \frac{t}{3} \right) (8\varepsilon)^3 + 8t\varepsilon(1-8(t-1)\varepsilon)
\]

\[
+ \frac{t(t-1)}{2} (8\varepsilon)^2 - \frac{t(t-1)(t-2)}{2} (8\varepsilon)^3 + \frac{t(t-1)(t-2)}{3} (8\varepsilon)^3.
\]

(3.5)
Since
\[ |x_j, c_i(x_j)\rangle = (1 - c_i(x_j))|x_j, 0\rangle + c_i(x_j)|x_j, 1\rangle, \]
\[ |\beta_i\rangle = \sum_{j=1}^{d} (1 - c_i(x_j))|x_j, 0\rangle + \sum_{j=1}^{d} c_i(x_j)|x_j, 1\rangle. \]
We see that \(|\mu_k(i, t)\rangle\) is a superposition where each amplitude is a \(d\)-variate polynomial whose degree is at most \(k\). Hence, the amplitudes of \(|\phi_i\rangle\) are \(d\)-variate polynomial with degree at most 2. So, for any measurement of \(|\phi_i\rangle^T\), there exist a set of \(d\)-variate \(4T\)-degree polynomials \(P_i\), for \(i = 1, \ldots, N\), such that \(P_i(z_j)\) equals to the probability of attaining \(|\phi_i\rangle\), while the real quantum state is \(|\phi_j\rangle\), where \(z_j = (c_j(x_1), c_j(x_2), \cdots, c_j(x_d))\).

Consider the scenario in which \(|\phi_i\rangle\) can be distinguished with confidence \(2/3\) by \(T\) copies. Consider an \(N \times N\) matrix \(L\), whose \((i, j)\) element \(L_{i,j} = P_i(z_j)\). Since \(L\) is a strictly diagonally dominant matrix. From the Levy-Desplanques theorem [60], it is known that any strictly diagonally dominant matrix must be of full rank, so the rank of \(L\) is \(N\). All the \(d\)-variate \(4T\)-degree polynomials are in the linear space spanned by monic multilinear monomials over \(d\) variables of degree at most \(2T\). For instance, if \(d = 2\) and \(T = 1\), the space is spanned by \(\{1, x_1, x_2, x_1^2, x_1x_2, x_2^2, x_1^3, x_1^2x_2, x_1x_2^2, x_2^3, x_1^4, x_1^3x_2, x_1^2x_2^2, x_1x_2^3, x_2^4\}\). The dimension of the linear space is
\[ N_T = \sum_{k=0}^{4T} \binom{k + d - 1}{k} = \binom{d + 4T}{4T}. \]
Since each \(P_i\) is in an \(N_T\)-dimensional space, so are the rows of \(L\), which are
\[ (P_i(z_1), P_i(z_2), \cdots, P_i(z_N)). \]
Hence, \(N \leq N_T\), i.e,
\[ N_T = \binom{d + 4T}{4T} \geq N \geq 2^{d/6}. \tag{3.6} \]
If \(T < \frac{1}{4}d\), then
\[ \binom{d + 4T}{4T} \leq (d + 4T)^{4T} \leq (2d)^{4T}. \]
Consequently, \((2d)^4 T \geq 2^{d/6}\), and so that
\[
T \geq \frac{\ln 2}{24} \frac{d}{\ln d + \ln 2} \geq \frac{\ln 2}{48} \frac{d}{\ln d}
\]  
(3.7)
for \(d \geq 2\). On the other hand, if \(T \geq d/4\), \(T\) is also greater than \(\ln 2/48 \cdot d/\ln d\). Hence, to distinguish \(|\phi_i\rangle\), we need
\[
T \geq \frac{\ln 2}{48} \frac{d}{\ln d}
\]  
(3.8)
copies.

If
\[
\langle \phi_i | \otimes T | \psi_i \rangle \otimes t T \geq \frac{5}{6},
\]
and \(|\psi_i\rangle \otimes t T\) can be distinguished with confidence 4/5, then \(|\phi_i\rangle^T\) can be distinguished with confidence 2/3 by the same measurement. From (3.5), when
\[
t = \frac{1}{8 \varepsilon} \left( \frac{1}{4T} \right)^{1/3},
\]  
(3.9)
the condition is satisfied, hence (3.8) holds. Combing (4.15) and (3.8), we see that
\[
t T \geq \frac{1}{8} \left( \frac{1}{4} \right)^{1/3} \left( \frac{\ln 2}{48} \right)^{2/3} \left( \frac{1}{\varepsilon} \right)^{2/3} \left( \frac{d}{\ln d} \right)^{2/3} \geq 0.004 \left( \frac{1}{\varepsilon} \right)^{2/3} \left( \frac{d}{\ln d} \right)^{2/3}.
\]

Hence there exists a lower bound for the query complexity, which is
\[
\Omega \left( \frac{1}{\varepsilon} \left( \frac{d}{\ln d} \right)^{2/3} \right).
\]

In the analysis above, the lower bound for query complexity is improved by approximating \(|\psi_i\rangle^t\) with more terms from (3.3). This idea offers us a strategy to further improve the lower bound by using more and more terms from (3.3) to construct \(|\phi_i\rangle\), we show in the next section.

### 3.3 Lower bounds for query complexity in PAC learning model

We start this section with a lemma about the tails of the binomial distribution [31], which will be used in the proof of the main result of this chapter.
Lemma 4. Consider a sequence of $n$ Bernoulli trials, where success occurs with probability $p$. Let $X$ be the random variable denoting the total number of successes. Then for $0 \leq k \leq n$, the probability of at least $k$ successes is

$$\Pr\{X \geq k\} = \sum_{i=k}^{n} b(i; n, p) \leq \binom{n}{k} p^k,$$

where

$$b(i; n, p) = \binom{n}{i} p^i (1 - p)^{n-i}.$$

Proof. For $S \subseteq \{1, 2, \ldots, n\}$, we let $N_s$ denote the event that the $i$-th trial is a success for every $i \in S$. Clearly $\Pr\{N_s\} = p^k$ if $|S| = k$. We have

$$\Pr\{X \geq k\} = \Pr\{\text{there exists } S \subseteq \{1, 2, \ldots, n\} : |S| = k \text{ and } N_s\}$$

$$= \Pr\{\bigcup_{S \subseteq \{1,2,\ldots,n\} : |S| = k} N_s\}$$

$$\leq \sum_{S \subseteq \{1,2,\ldots,n\} : |S| = k} \Pr\{N_s\}$$

$$= \binom{n}{k} p^k.$$

Then we begin to prove the main result of this chapter.

Theorem 2. Let $C$ be any concept class of VC dimension $d+1$. Any quantum algorithm with a $QEX(c, D)$ oracle to learn a concept belonging to $C$ with $\varepsilon$ accuracy and $4/5$ confidence; must have quantum query complexity

$$\Omega\left( \frac{1}{\varepsilon^d} \right),$$

for an arbitrarily small constant $\eta > 0$.

Proof. Similarly to the proof of Theorem 1, let $\{x_0, x_1, \cdots, x_d\}$ be a set of inputs which can be shattered by $C$. We consider the same distribution $D$, and the same concepts $c_1, \cdots, c_N$ given in the proof of Theorem 1, where $N > 2^{d/6}$, then

$$\Pr_D[c_i(x) \neq c_j(x)] \geq \frac{8\varepsilon \cdot d}{d \cdot 4} = 2\varepsilon.$$
Hence, the quantum PAC learning algorithm should successfully distinguish between any two concepts \(c_i\) and \(c_j\) with confidence 4/5, i.e., it can distinguish each quantum state generated by \(QEX(c,D)\) with confidence 4/5, where the quantum states are

\[
|\psi_i\rangle = \sqrt{1 - 8\varepsilon}|x_0,0\rangle + \sum_{j=1}^{d} \sqrt{\frac{8\varepsilon}{d}}|x_j, c_i(x_j)\rangle.
\]

As in the proof of Theorem 1, we will construct some quantum state \(|\phi_i\rangle\) which is close to \(|\psi_i\rangle^t\) such that if \(|\psi_i\rangle^Tt\) can be distinguished, so can \(|\phi_i\rangle^T\), where \(t\) will be decided later. Then, by providing a lower bound for the copies of \(|\phi_i\rangle\) needed to distinguish each other, we can derive the lower bound for the copies of \(|\psi_i\rangle\).

From (3.3), we see that

\[
|\psi_i\rangle^t = \sum_{k=0}^{t} (1 - 8\varepsilon)^{\frac{t-k}{2}} (8\varepsilon)^{\frac{k}{2}} |\mu_k(i,t)\rangle.
\]

for \(i = 1, \cdots, N\), where \(\mu_k(i,t)\) has the same definition as in the above section. Then we define quantum states \(|\phi_i\rangle\),

\[
|\phi_i\rangle = \sum_{k=0}^{s-1} (1 - 8\varepsilon)^{\frac{t-k}{2}} (8\varepsilon)^{\frac{k}{2}} |\mu_k(i,t)\rangle,
\]

where \(s = 2/\eta\) as an approximation of \(|\psi_i\rangle^t\). Then

\[
\langle \psi_i^t | \phi_i \rangle \geq \sum_{k=0}^{s-1} \binom{t}{k} (8\varepsilon)^k (1 - 8\varepsilon)^{t-k} \geq 1 - \binom{t}{s} (8\varepsilon)^s.
\]

The last equation comes from the tail bound of the binomial distribution as given in Lemma 4:

\[
\sum_{i=k}^{n} b(i; n, p) \leq \binom{n}{k} p^k.
\]

Consider the scenario that \(|\phi_i\rangle\) can be distinguished with confidence 2/3 by \(T\) copies. Since each amplitude in \(|\mu_k(i,t)\rangle\) is a \(d\)-variate polynomial whose degree is at most \(k\), the amplitude of \(|\phi_i\rangle\) are \(d\)-variate polynomials with degree at most \(s\). Hence there exists \(d\)-variate 2\(sT\)-degree polynomials \(P_i\) for \(i = 1, \cdots, N\), such that \(P_i(z_j)\) equals to the probability of attaining \(|\phi_i\rangle\) when the real quantum state is \(|\phi_j\rangle\), where \(z_j = (c_j(x_1), c_j(x_2), \cdots, c_j(x_d))\).
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Through similar analysis to that given in the proof of Theorem 1, we know that if $|\phi_i\rangle$ can be distinguished with confidence $2/3$ by $T$ copies, then

$$N_T = \left( \frac{d + 2sT}{2sT} \right) \geq N \geq 2^{d/6},$$

where $N_T$ is the dimension of the linear space spanned by $d$-variate $2sT$-degree polynomials. So,

$$T \geq \frac{\ln 2}{24s \ln d}.$$  

Moreover, if

$$\langle \phi_i | \otimes^T | \psi_i \rangle \in \gamma \geq \frac{5}{6},$$  

and $|\psi_i\rangle$ can be distinguished with confidence $4/5$ by $tT$ copies, $|\phi_i\rangle \otimes^T$ can be distinguished with confidence $2/3$ by the same measurement. To satisfy (3.14), from (3.12), it is enough to let

$$t = \frac{1}{8\varepsilon} \left( \frac{1}{6T} \right)^{1/s}. $$  

Combining (3.15) and (3.13), the lower bound of the query complexity is

$$Tt = \left( \frac{1}{6} \right)^{1/s} \left( \frac{\ln 2}{24s} \right)^{1-1/s} \left( \frac{1}{8\varepsilon} \right) \left( \frac{d}{\ln d} \right)^{1-1/s} = \Omega \left( \frac{1}{\varepsilon} \left( \frac{d}{\ln d} \right)^{1-1/s} \right).$$

Since $s = 2/\eta$, then the number of quantum queries is at least $Tt \geq \Omega(\varepsilon^{-1} d^{1-\eta})$.  

From Lemma 1, there is another lower bound for the number of queries of quantum PAC learning model, which is

$$\Omega \left( \frac{1}{\varepsilon} \log \frac{1}{\delta} \right).$$

Combining it with Theorem 2, we have the following theorem.

**Theorem 3.** Let $C$ be any concept class of VC dimension $d + 1$. Any quantum algorithm with a $QEX(c, D)$ oracle to learn a concept belonging to $C$ with $\varepsilon$ accuracy and $1 - \delta$ confidence, must have quantum query complexity

$$\Omega \left( \frac{1}{\varepsilon} (d^{1-\eta} + \log \frac{1}{\delta}) \right),$$

for an arbitrarily small constant $\eta > 0$. 

3.4 Discussion

In this chapter, we have improved the lower bound of query complexity in quantum PAC learning model. The lower bound is quite close to the best lower bound known in the classical PAC learning model. In this sense, we seem to have almost optimally solved the problem.

Although the lower bounds of query complexity are almost the same in both the classical PAC learning model and the quantum PAC learning model, quantum computing still has its superiority in learning theory field considering computational complexity. Under the assumption that factoring is computationally hard for classical computers, polynomial-time quantum learning is provably more powerful than polynomial-time classical learning [49]. This follows directly from the observation that Shor’s quantum factoring algorithm enables quantum algorithms to efficiently learn concept classes whose classical learnability is directly related to the hardness of factoring [9; 66; 102]. Moreover, if any one-way function exists, then there is a concept class $C$ that is polynomial-time learnable from quantum membership queries but is not polynomial-time learnable from classical membership queries [98]. Here, a one-way function is a function that is easy to compute on every input, but hard to invert [48].

There are also other learning problems, such as learning DNF [24] and learning jun- tatas [11], for which quantum learning algorithms beat classical learning algorithms observably. Here, juntas are Boolean functions which depend only on an unknown set out of the input variables.
Chapter 4

Efficiency of Hamiltonian Simulation

4.1 Introduction

In the Hamiltonian simulation problem one is given a Hamiltonian $H$, $t \in \mathbb{R}$ and an accuracy demand $\varepsilon$ and the goal is to derive an algorithm approximating the unitary operator $e^{-iHt}$ with error at most $\varepsilon$. The size of the quantum circuit realizing the algorithm is its cost. Assuming that $H$ is a matrix of size $2^q \times 2^q$ the algorithm is efficient if its cost is a polynomial in $q, t$ and $\varepsilon^{-1}$.

Lloyd [76] showed that local Hamiltonians can be simulated efficiently on a quantum computer. About the same time, Zalka [123; 124] showed that many-particle systems can be simulated efficiently on a quantum computer. Later, Aharonov and Ta-Shma [4] generalized Lloyd’s results to sparse Hamiltonians. Berry et al. [17] extended the complexity results of [4] for sparse Hamiltonians.

Recall that splitting formulas such as the Lie-Trotter formula

$$\lim_{n \to \infty} \left( e^{-iH_1 t/n} e^{-iH_2 t/n} \right)^n = e^{-i(H_1 + H_2)t},$$

have been extensively used in quantum simulation. From this we have a second order approximation

$$e^{-i(H_1 + H_2)\Delta t} = e^{-iH_1 \Delta t} e^{-iH_2 \Delta t} + O(\Delta t^2).$$
A third order approximation is given by the Strang splitting
\[ e^{-i(H_1 + H_2)\Delta t} = e^{-iH_1\Delta t/2}e^{-iH_2\Delta t}e^{-iH_1\Delta t/2} + O(|\Delta t|^3). \]

Suzuki [105; 106] uses recursive modifications of this approximation to derive formulas of order \(2k + 1\), for \(k = 1, 2, \ldots\). In the splitting methods, the unitary evolution \(e^{-iHt}\) is simulated by a product of exponentials of \(H_j\), for some sequence of \(j_s\) and intervals \(t_s\), i.e., \(\hat{U} = \prod_{s=1}^{N} e^{-iH_{j_s}t_s}\), where \(H = \sum_{j=1}^{m} H_j\), \(j_s \in \{1, 2, \ldots, m\}\) and assuming the Hamiltonians \(H_j\) do not commute. It is further assumed that the \(H_j\) can be implemented efficiently. Throughout this chapter we assume that the \(H_j\) are either Hermitian matrices or bounded Hermitian operators, so that \(||H_j|| < \infty\) for \(j = 1, \ldots, m\).

In Section 1.7, we introduce Suzuki’s high order splitting methods. A recent paper [17] shows that these methods can be used to derive upper bounds for the number \(N\) of exponentials, assuming the \(H_j\) are local Hamiltonians. These bounds are expressed in terms of the evolution time \(t\), the norm \(||H||\) of the Hamiltonian \(H\), the order of the splitting method \(2k + 1\), the number of Hamiltonians \(m\), and the error \(\varepsilon\) in the approximation of \(e^{-iHt}\). In this chapter we will show how these bounds can be significantly improved.

Consider the Hamiltonians indexed with respect to the magnitude of their norms \(||H_1|| \geq ||H_2|| \geq \cdots \geq ||H_m||\). Then the number of necessary exponentials \(N\) generally depends on \(H_1\), but it must also depend explicitly on \(H_2\) since only one exponential should suffice for the simulation if \(||H_2|| \to 0\). This observation is particularly important for the simulation of systems in physics and chemistry. To see this, suppose \(m = 2\) and that \(H_1\) is a discretization of the negative Laplacian \(-\Delta\), while \(H_2\) is a discretization of a uniformly bounded potential. Then \(e^{-iH_1t_1}\) and \(e^{-iH_2t_2}\) can be implemented efficiently for any \(t_1, t_2\), and \(||H_2|| \ll ||H_1||\). We will see that, not only in this case but in general, the number of exponentials is proportional to both \(||H_1||\) and \(||H_2||\); i.e., the Hamiltonian of the second largest norm plays an important role.

Let \(\varepsilon\) be sufficiently small. The previously known bound for the number of exponentials, according to [17], is
\[ N \leq N_{\text{prev}} := 2m5^{2k}(m||H||t)^{1+\frac{1}{2k}}\varepsilon^{-1/(2k)}. \]

This bound does not properly reflect the dependence on \(H_2\).
Performing a more detailed analysis of the approximation error by high order splitting formulas, it is possible to improve the bounds for $N$ substantially. The new estimates lead to optimal splitting methods of significantly lower order which greatly reduces the cost of the algorithms.

The remainder of the current chapter is organized as follows. In Section 4.2, we consider the number of exponentials needed in simulating the sum of two Hamiltonians, illustrating the main idea of our approach. In Section 4.3, we provide a new bound for the number of exponentials $N$, given by

$$N \leq N_{\text{new}} := (2m - 1) 5^{k-1} \left[ \|H_1\|t \left( \frac{4emt\|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{4me}{3} \left( \frac{5}{3} \right)^{k-1} \right].$$

The speedup factor compared to the best result known before [17] is

$$\frac{N_{\text{new}}}{N_{\text{prev}}} \leq \frac{1}{3^k} \left( \frac{4e\|H_2\|}{\|H_1\|} \right)^{1/2k}.$$

In Section 4.4, we show that the optimal $k_{\text{new}}^*$ that minimizes $N_{\text{new}}$ is

$$k_{\text{new}}^* := \left\lfloor \sqrt{\frac{1}{2} \log_5 \frac{4emt\|H_2\|}{\varepsilon}} \right\rfloor.$$

On the other hand, from [17] the bound for $N_{\text{prev}}$ is minimized for

$$k_{\text{prev}}^* = \frac{1}{2} \sqrt{\log_5 \frac{m\|H\|t}{\varepsilon}} + 1.$$

For $k_{\text{new}}^*$ the value of $N_{\text{new}}$ satisfies

$$N_{\text{new}}^* \leq \frac{8}{3} (2m - 1) m et \|H_1\| e^{2\sqrt{\frac{1}{2} \ln \frac{25}{3} \ln \frac{4emt\|H_2\|}{\varepsilon}}}.$$

For $k_{\text{prev}}^*$ the value of $N_{\text{prev}}$ is

$$N_{\text{prev}}^* = 2m^2 \|H\|t \cdot e^{2\sqrt{\ln \ln (m\|H\|t/\varepsilon)}}.$$

Hence

$$\frac{N_{\text{new}}^*}{N_{\text{prev}}^*} \leq \frac{8e}{3} \left( \sqrt{\frac{1}{2} \ln \frac{25}{3} \ln \frac{4emt\|H_2\|}{\varepsilon}} - \sqrt{\ln \ln \frac{m\|H_1\|}{\varepsilon}} \right).$$
4.2 Splitting methods for simulating the sum of two Hamiltonians

We begin this section by discussing the simulation of

\[ e^{-i(H_1 + H_2)t}, \]

where \( H_1, H_2 \) are given Hamiltonians. Restricting the analysis to \( m = 2 \) will allow us to illustrate the main idea in our approach while avoiding the rather complicated notation needed in the general case for \( m \geq 2 \). The simulation of the Schrödinger equation of a \( p \)-particle system, where \( H_1 \) is obtained from the Laplacian operator and \( H_2 \) is the potential, requires one to consider an evolution operator that has the form above; see [64].

In the next section we deal with the more general simulation problem involving a sum of \( m \) Hamiltonians, \( H_1, \ldots, H_m \), as Berry et al. [17] did, and we will show how to improve their complexity results.

Suzuki proposed methods for decomposing exponential operators in a number of papers [105; 106]. For sufficiently small \( \Delta t \), starting from the formula

\[ S_2(H_1, H_2, \Delta t) = e^{-iH_1\Delta t/2}e^{-iH_2\Delta t}e^{-iH_1\Delta t/2}, \]

and proceeding recursively, Suzuki defines

\[ S_{2k}(H_1, H_2, \Delta t) = [S_{2k-2}(H_1, H_2, p_k\Delta t)]^2 S_{2k-2}(H_1, H_2, (1-4p_k)\Delta t)[S_{2k-2}(H_1, H_2, p_k\Delta t)]^2, \]

for \( k = 2, 3, \ldots \), where \( p_k = (4 - 4^{1/(2k-1)})^{-1} \), and then proves that

\[ \left\| e^{-i(H_1+H_2)\Delta t} - S_{2k}(H_1, H_2, \Delta t) \right\| = O(|\Delta t|^{2k+1}). \]  \hspace{1cm} (4.2)

Suzuki was particularly interested in the order of his method, which is \( 2k + 1 \), and did not address the size of the implied asymptotic factors in the big-\( O \) notation. However, these factors depend on the norms of \( H_1 \) and \( H_2 \) and can be very large, when \( H_1 \) and \( H_2 \) do not commute. For instance, when \( H_1 \) is obtained from the discretization of the Laplacian operator with mesh size \( h \), \( \|H_1\| \) grows as \( h^{-2} \). Since \( h = \varepsilon \), we get \( \|H_1\| = O(\varepsilon^{-2}) \). Hence, for fine discretizations \( \|H_1\| \) is huge, which severely affects the error bound above.
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Suppose \( \| H_1 \| \geq \| H_2 \| \). Since
\[
e^{-i(H_1 + H_2)t} = e^{-i(\| H_1 + H_2 \|)H_1t},
\]
where \( H_j = H_j/\| H_1 \| \), for \( j = 1, 2 \), we can consider the simulation problem for \( H_1 + H_2 \) with an evolution time \( \tau = \| H_1 \| t \).

Unwinding the recurrence in Suzuki’s construction yields
\[
S_{2k}(H_1, H_2, \Delta t) = \prod_{\ell=1}^{K} S_2(H_1, H_2, z_\ell \Delta t) = \prod_{\ell=1}^{K} \left[ e^{-i H_1 z_\ell \Delta t/2} e^{-i H_2 z_\ell \Delta t} e^{-i H_1 z_\ell \Delta t/2} \right], \tag{4.3}
\]
where \( K = 5^{k-1} \) and each \( z_\ell \) is defined according to the recursive scheme, \( \ell = 1, \ldots, K \). In particular, \( z_1 = z_K = \prod_{r=2}^{k} p_r \), and for the intermediate values of \( \ell \) the \( z_\ell \) is a product of \( k - 1 \) factors and has the form \( z_\ell = \prod_{r \in I_0} p_r \prod_{r \in I_1} (1 - 4p_r) \), where the products are over the index sets \( I_0, I_1 \) defined by traversing the corresponding to the \( \ell \) path of the recursion tree.

Let \( q_r = \max\{p_r, 4p_r - 1\} \), \( r \geq 2 \). Then \( \{q_r\} \) is a decreasing sequence of positive numbers and from [118] we have that
\[
3/3^k \leq \prod_{r=2}^{k} q_r \leq 4k/3^k.
\]
Thus
\[
|z_\ell| \leq \frac{4k}{3^k} \quad \text{for all } \ell = 1, \ldots, K. \tag{4.4}
\]

Equation (4.3) can be expressed in the more compact form, which we use to simplify the notation, namely,
\[
S_{2k}(H_1, H_2, \Delta t) = e^{-i H_1 s_0 \Delta t} e^{-i H_2 z_1 / 2} e^{-i H_1 s_1 \Delta t} e^{-i H_2 z_2 / 2} e^{-i H_1 s_2 \Delta t} \ldots e^{-i H_2 z_K / 2} e^{-i H_1 s_K \Delta t}, \tag{4.5}
\]
where \( s_0 = z_1/2 \), \( s_j = (z_j + z_{j+1})/2 \), \( j = 1, \ldots, K - 1 \), and \( s_K = z_K/2 \). Observe that \( \sum_{j=0}^{K} s_j = 1 \), \( \sum_{j=1}^{K} z_j = 1 \).

We need to bound \( \sigma_k = \sum_{j=0}^{K} |s_j| + \sum_{j=1}^{K} |z_j| \) from above. From Eq.(4.4) we have
\[
\sum_{j=1}^{K} |z_j| \leq \frac{4k 5^{k-1}}{3^k},
\]
and also
\[
\sum_{j=0}^{K} |s_j| \leq \frac{4k 5^{k-1}}{3^k}.
\]
Thus
\[ \sigma_k \leq \frac{8}{3} k \left( \frac{5}{3} \right)^{k-1} =: c_k \quad \text{for } k \geq 1. \] (4.6)
(The inequality 4.6 trivially holds for \( k = 1 \).)

Expanding each exponential in Eq. (4.5) we obtain
\[ S_{2k}(H_1, H_2, \Delta t) = (I + H_1 s_0(-i\Delta t) + \frac{1}{2} H_1^2 s_0^2(-i\Delta t)^2 + \cdots + \frac{1}{k!} H_1^k s_0^k(-i\Delta t)^k + \cdots) \]
\[ (I + H_2 z_1(-i\Delta t) + \frac{1}{2} H_2^2 z_1^2(-i\Delta t)^2 + \cdots + \frac{1}{k!} H_2^k z_1^k(-i\Delta t)^k + \cdots) \]
\[ (I + H_1 s_1(-i\Delta t) + \frac{1}{2} H_1^2 s_1^2(-i\Delta t)^2 + \cdots + \frac{1}{k!} H_1^k s_1^k(-i\Delta t)^k + \cdots) \]
\[ \vdots \]
\[ (I + H_2 z_K(-i\Delta t) + \frac{1}{2} H_2^2 z_K^2(-i\Delta t)^2 + \cdots + \frac{1}{k!} H_2^k z_K^k(-i\Delta t)^k + \cdots) \]
\[ (I + H_1 s_K(-i\Delta t) + \frac{1}{2} H_1^2 s_K^2(-i\Delta t)^2 + \cdots + \frac{1}{k!} H_1^k s_K^k(-i\Delta t)^k + \cdots). \] (4.7)

After carrying out the multiplications we see that \( S_{2k} \) is a sum of terms that has the form
\[ \frac{s_0^{\alpha_0} s_1^{\alpha_1} \cdots s_K^{\alpha_K}}{\alpha_0! \alpha_1! \cdots \alpha_K!} H_1^{\beta_1} H_2^{\beta_2} \cdots H_K^{\beta_K} (-i\Delta t)^{\sum_{i=0}^K \alpha_i + \sum_{j=1}^K \beta_j}, \] (4.8)
where the \( \alpha_0, \alpha_1, \cdots, \alpha_K \) and the \( \beta_1, \cdots, \beta_K \) are obtained by multiplying the denominators in the expansion of the exponentials.

The terms that do not contain \( H_2 \) are those for which \( \beta_1 = \beta_2 = \cdots = \beta_K = 0 \), and their sum is
\[ \sum_{\alpha_0, \alpha_1, \cdots, \alpha_K} \frac{s_0^{\alpha_0} s_1^{\alpha_1} \cdots s_K^{\alpha_K}}{\alpha_0! \alpha_1! \cdots \alpha_K!} H_1^{\sum_{j=0}^K \alpha_j} (-i\Delta t)^{\sum_{j=0}^K \alpha_j} \]
\[ = \sum_{\alpha_0} \frac{1}{\alpha_0!} H_1^{\alpha_0} (-i s_0 \Delta t)^{\alpha_0} \sum_{\alpha_1} \frac{1}{\alpha_1!} H_1^{\alpha_1} (-i s_1 \Delta t)^{\alpha_1} \cdots \sum_{\alpha_K} \frac{1}{\alpha_K!} H_1^{\alpha_K} (-i s_K \Delta t)^{\alpha_K} \] (4.9)
\[ = \prod_{j=0}^K e^{-i H_1 s_j \Delta t} = \exp(-i \sum_{j=0}^K H_1 s_j \Delta t) = \exp(-i H_1 \Delta t). \]

On the other hand, consider
\[ e^{-i(H_1+H_2)\Delta t} = I + (-i(H_1+H_2)\Delta t) + \cdots + \frac{1}{k!}(-i(H_1+H_2)\Delta t)^k + \cdots. \] (4.10)

The terms that do not contain \( H_2 \) sum to
\[ \sum_{k=0}^{\infty} \frac{1}{k!} H_1^k(-i\Delta t)^k = e^{-iH_1\Delta t}. \] (4.11)
Lemma 5. For improve the error and complexity results of Berry et al. [17] since there are $2 \parallel H \parallel$ cancel out. Therefore, the error is proportional to $\parallel H \parallel^{2k+1}$, i.e., it depends on the ratio $\parallel H_2 \parallel/\parallel H_1 \parallel$ of the norms of the original Hamiltonians. This fact will be used to improve the error and complexity results of Berry et al. [17]
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Let us now consider the bound in (4.2). Clearly the terms that do not contain $H_2$ cancel out. Therefore, the error is proportional to $\parallel H_2 \parallel \Delta t \parallel H \parallel^{2k+1}$, i.e., it depends on the ratio $\parallel H_2 \parallel/\parallel H_1 \parallel$ of the norms of the original Hamiltonians. This fact will be used to improve the error and complexity results of Berry et al. [17]

**Lemma 5.** For $k \in \mathbb{N}$, $c_k \Delta t \leq k + 1$ (see, Eq.(4.6)) and $\parallel H_2 \parallel \leq \parallel H_1 \parallel = 1$ we have

$$\parallel \exp(-i(H_1 + H_2)\Delta t) - S_{2k}(H_1, H_2, \Delta t) \parallel \leq \frac{4\parallel H_2 \parallel}{(2k + 1)!} (c_k \Delta t)^{2k+1}. \tag{4.12}$$

**Proof.** For notational convenience we use $S_{2k}(\Delta t)$ to denote $S_{2k}(H_1, H_2, \Delta t)$. Consider

$$\exp(-i(H_1 + H_2)\Delta t) - S_{2k}(\Delta t) = \sum_{l=2k+1}^{\infty} [R_l(\Delta t) - T_l(\Delta t)], \tag{4.13}$$

where $R_l(\Delta t)$ is the sum of all terms in $\exp(-i(H_1 + H_2)\Delta t)$ corresponding to $\Delta t^l$ and $T_l(\Delta t)$ is the sum of all terms in $S_{2k}(\Delta t)$ corresponding to $\Delta t^l$. We know that the terms with only $H_1$ cancel out. Hence, we can ignore the terms in $T_l(\Delta t)$ and $R_l(\Delta t)$ that contain only $H_1$ (and not $H_2$) as a factor. It follows that

$$R_l(\Delta t) = \frac{1}{l!} (H_1 + H_2)^l (-i \Delta t)^l - \frac{1}{l!} H_1^l (-i \Delta t)^l. \tag{4.14}$$

Then

$$\parallel R_l(\Delta t) \parallel \leq \frac{1}{l!} 2^l \parallel H_2 \parallel \parallel \Delta t \parallel^l, \tag{4.15}$$

since there are $2^l - 1$ terms, and they are bounded by $\frac{1}{l!} \parallel H_2 \parallel \parallel \Delta t \parallel^l$.

Now consider the terms in $T_l(\Delta t)$. From Eq.(4.7,4.8)

$$T_l(\Delta t) = \sum_{\sum_{i=0}^{K} \alpha_i + \sum_{i=1}^{K} \beta_i = l} S_0^\alpha s_1^\alpha \cdots s_K^\alpha z_1^\beta \cdots z_K^\beta H_1^{\alpha_0} H_2^{\beta_1} H_1^{\alpha_1} \cdots H_2^{\beta_K} H_1^{\alpha_K} (-i \Delta t)^l,$$

where the condition $\sum_{i=1}^{K} \beta_i \neq 0$ holds because there are no terms containing $H_1$ alone. Since the norm of $H_1^{\alpha_0} H_2^{\beta_1} H_1^{\alpha_1} \cdots H_2^{\beta_K} H_1^{\alpha_K}$ is at most $\parallel H_2 \parallel$, we have

$$\parallel T_l(\Delta t) \parallel \leq \sum_{\sum_{i=0}^{K} \alpha_i + \sum_{i=1}^{K} \beta_i = l} \frac{1}{\alpha_0! \alpha_1! \cdots \alpha_K! \beta_1! \cdots \beta_K!} \parallel H_2 \parallel \parallel \Delta t \parallel^l. \tag{4.17}$$

Note that we relaxed the condition $\sum_{i=1}^{K} \beta_i \neq 0$ since it does not affect the inequality.
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To calculate the sum

$$\sum \frac{|s_0^{\alpha_0} s_1^{\alpha_1} \cdots s_K^{\alpha_K} z_1^{\beta_1} \cdots z_K^{\beta_K}|}{\alpha_0! \alpha_1! \cdots \alpha_K! \beta_1! \cdots \beta_K!},$$

where \(\sum_{i=0}^K \alpha_i + \sum_{i=1}^K \beta_i = l\), we first consider the equation

$$\exp(|s_0 \Delta t|) \exp(|z_1 \Delta t|) \exp(|s_1 \Delta t|) \cdots \exp(|z_K \Delta t|) \exp(|s_K \Delta t|)$$

\(= \left( \sum_{\alpha_0=0}^{\infty} \frac{1}{\alpha_0!} |s_0 \Delta t|^{\alpha_0} \right) \cdot \left( \sum_{\beta_0=0}^{\infty} \frac{1}{\beta_0!} |z_1 \Delta t|^{\beta_0} \right) \cdot \left( \sum_{\alpha_1=0}^{\infty} \frac{1}{\alpha_1!} |s_1 \Delta t|^{\alpha_1} \right) \cdots\) (4.18)

$$= \sum_{p=0}^{\infty} \sum_{\sum_{j=0}^{p} \alpha_j + \sum_{j=1}^{p} \beta_j = p} \frac{|s_0^{\alpha_0} s_1^{\alpha_1} \cdots s_K^{\alpha_K} z_1^{\beta_1} \cdots z_K^{\beta_K}|}{\alpha_0! \alpha_1! \cdots \alpha_K! \beta_1! \cdots \beta_K!} |\Delta t|^{p},$$

Hence \(\sum_{\sum_{j=0}^{p} \alpha_j + \sum_{j=1}^{p} \beta_j = l} \frac{|s_0^{\alpha_0} s_1^{\alpha_1} \cdots s_K^{\alpha_K} z_1^{\beta_1} \cdots z_K^{\beta_K}|}{\alpha_0! \alpha_1! \cdots \alpha_K! \beta_1! \cdots \beta_K!} |\Delta t|^{p}\) is the coefficient of \(|\Delta t|^l\) in the equation above. Similarly,

$$\exp(|s_0 \Delta t|) \exp(|z_1 \Delta t|) \exp(|s_1 \Delta t|) \cdots \exp(|z_K \Delta t|) \exp(|s_K \Delta t|)$$

\(= \exp(\sum_{i=0}^{K} |s_i| + \sum_{i=1}^{K} |z_i| |\Delta t|) = \exp(\sigma_k |\Delta t|)\) (4.19)

\(= \sum_{p=0}^{\infty} \frac{1}{p!} \sigma_k^p |\Delta t|^p,\)

Recall that the bound for \(\sigma_k\) given in Eq.(4.6). Thus the coefficient of \(|\Delta t|^l\) is bounded from above by \(c_k^l / l!\). Therefore, we have

$$\|T_l(\Delta t)\| \leq \frac{c_k^l}{l!} \|\mathcal{H}_2\| |\Delta t|^l.$$  (4.20)
We combine (4.15) and (4.20) to obtain
\[
\left\| \exp((H_1 + H_2)\Delta t) - S_{2k}(\Delta t) \right\| \leq \sum_{l=2k+1}^{\infty} \left\| R_l(\Delta t) - T_l(\Delta t) \right\| \\
\leq \sum_{l=2k+1}^{\infty} \left\| R_l(\Delta t) \right\| + \left\| T_l(\Delta t) \right\| \\
\leq 2 \sum_{l=2k+1}^{\infty} c_k \|H_2\| \|\Delta t\|^l \\
\leq \frac{2}{(2k+1)!} \|H_2\| |c_k\Delta t|^{2k+1} \left( 1 - \frac{c_k|\Delta t|}{2k+2} \right)^{-1} \\
\leq \frac{4}{(2k+1)!} \|H_2\| |c_k\Delta t|^{2k+1},
\] (4.21)

where the last two inequalities follow from the assumption \(c_k|\Delta t| \leq k + 1\) and an estimate of the tail of the Poisson distribution; see, e.g., [70].

**Theorem 4.** Suppose that \(\|H_2\| \leq \|H_1\|\). Let 0 < \(\varepsilon \leq 1\) be such that \(\varepsilon \leq 8e\|H_2\|\). The number \(N\) of exponentials for the simulation of \(e^{-i(H_1+H_2)t}\) with accuracy \(\varepsilon\) is bounded by
\[
N \leq 3 5^{k-1} \left[ \|H_1\| t \left( \frac{8e\|H_2\|}{\varepsilon} \right)^{1/(2k)} 8e \left( \frac{5}{3} \right)^{k-1} \right],
\]
for any \(k \in \mathbb{N}\).

**Proof.** Let \(M = |\Delta t|^{-1}\). Then using Lemma 5 and the fact that \(H_j = H_j/\|H_1\|, j = 1, 2,\) we obtain
\[
\left\| e^{-i(H_1+H_2)t} - S_{2k}^{M}\|H_1\| t (H_1, H_2, 1/M) \right\| \leq M\|H_1\| t \left( \frac{4}{(2k+1)!} \right)^{2k+1} \|H_2\| \left( \frac{c_k}{M} \right)^{2k+1} \\
= 4t\|H_2\| \left( \frac{c_k^{2k+1}}{(2k+1)!} \right) \frac{1}{M^{2k}}.
\]

Recall that \(c_k\) is defined in Eq.(4.6) and is used in Lemma 5. For accuracy \(\varepsilon\), we obtain
\[
M \geq \left( \frac{4t\|H_2\| c_k^{2k+1}}{\varepsilon(2k+1)!} \right)^{1/(2k)}.
\]

Using Stirling’s formula [1] for the factorial function, we have
\[
(2k+1)! = \sqrt{2\pi(2k+1)^{(2k+1)/2}} e^{-(2k+1)+\theta/(12(2k+1))}, \quad 0 < \theta < 1,
\]
which yields
\[
[(2k+1)!]^{-1/(2k)} \leq e^{1+1/(2k)}/(2k+1).
\] (4.22)
It is easy to check that
\[ c_k^{1/(2k)} \leq 2^{1+1/(2k)}. \]
Thus it suffices to take
\[ M \geq \left( \frac{8\varepsilon \|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{2e c_k}{2k+1}. \]
So we define \( M \) to be lower bound of the expression above, i.e.,
\[ M := \left( \frac{8\varepsilon \|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{2e c_k}{2k+1}. \]
It is easy to check that
\[ \frac{2e}{2k+1} (k+1) \geq e, \]
which, along with the condition \( 8\varepsilon \|H_2\| \geq \varepsilon \), yields \( M(k+1) \geq c_k \). This shows the assumptions of Lemma 5 are satisfied with this value of \( M \).

From the recurrence relation, the number of required exponentials to implement \( S_{2k} \) in one subinterval is no more than \( 3 \cdot 5^{k-1} \). We need to consider two cases concerning \( M \|H_1\|t \).
If \( M \|H_1\|t \geq 1 \), then the number of subintervals is \( \lceil M \|H_1\|t \rceil \), i.e., we partition the entire time interval into an integer number of subintervals, each of length at most \( M^{-1} \). The total number of required exponentials is bounded by \( 3 \cdot 5^{k-1} \lceil M \|H_1\|t \rceil \). Substituting the values of \( M \) and \( c_k \), we obtain the bound for \( N \). In particular, we have
\[ N \leq 3 \cdot 5^{k-1} \left[ \|H_1\|t \left( \frac{8\varepsilon \|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{8e}{3} \left( \frac{5}{3} \right)^{k-1} \right]. \]  
(4.23)
If \( M \|H_1\|t < 1 \), then Lemma 5 can be used with \( \Delta t = \|H_1\|t \), since \( \|H_1\|t \leq M^{-1} \) and we have already seen that \( M \) is such that the assumptions of Lemma 5 are satisfied. Thus
\[ \left\| e^{-i(H_1+H_2)t} - S_{2k}(\mathcal{H}_1, \mathcal{H}_2, \|H_1\|t) \right\| \leq \frac{4}{(2k+1)!} \|H_2\| (c_k \|H_1\|t)^{2k+1} \]
\[ = 4t \|H_2\| \frac{c_k^{2k+1}}{(2k+1)!} \|H_1\|t)^{2k} \]
\[ \leq 4t \|H_2\| \frac{c_k^{2k+1}}{(2k+1)!} (M^{-1})^{2k} \]
\[ \leq \varepsilon, \]
where the last inequality holds by definition of \( M \). In this case the total number of exponentials is simply
\[ N \leq 3 \cdot 5^{k-1}. \]  
(4.24)
Combining (4.23) and (4.24) we obtain
\[ N \leq 3 \cdot 5^{k-1} \left[ \|H_1\|t \left( \frac{8et\|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{8e}{3} \left( \frac{5}{3} \right)^{k-1} \right]. \]
This completes the proof. \(\square\)

Lemma 5 and Theorem 4 indicate that when \(\|H_2\|t \ll \varepsilon\), the number of exponentials \(N\) can be further improved. In this case it can be shown that high order splitting methods may lose their advantage. We do not pursue this direction in this chapter, since we assume that the \(H_j, j = 1, \ldots, m\), are fixed and study \(N\) as \(\varepsilon \to 0\).

### 4.3 Splitting methods for simulating the sum of many Hamiltonians

In this section we deal with the simulation of
\[ e^{-i \sum_{j=1}^{m} H_j \tau}, \]
where \(H_1, \ldots, H_m\) are given non-commuting Hamiltonians. The analysis and the conclusions are similar to those of the previous section where \(m = 2\), but the proofs are much more complicated and certainly tedious.

We use Suzuki’s recursive construction once more [106]. In particular, for
\[ S_2(H_1, \ldots, H_m, \Delta t) = \prod_{j=1}^{m} e^{-iH_j \Delta t/2} \prod_{j=m}^{1} e^{-iH_j \Delta t/2}, \]
and
\[ S_{2k}(H_1, \ldots, H_m, \Delta t) = [S_{2k-2}(p_k \Delta t)]^2 S_{2k-2}((1 - 4p_k) \Delta t)[S_{2k-2}(p_k \Delta t)]^2, \]
where for notational convenience we have used \(S_{2k-2}(\Delta t)\) to denote \(S_{2k-2}(H_1, \ldots, H_m, \Delta t)\), and \(p_k = (4 - 4^{1/(2k-1)})^{-1}\), we have that
\[ \|e^{-i \sum_{j=1}^{m} H_j \Delta t} - S_{2k}(H_1, \ldots, H_m, \Delta t)\| = O(|\Delta t|^{2k+1}). \] (4.25)

Assuming again that \(\|H_1\| \geq \|H_2\| \geq \cdots \geq \|H_m\|\) we normalize the Hamiltonians by setting \(H_j = H_j/\|H_1\|, j = 1, \ldots, m\), and consider the equivalent simulation problem
\[ e^{-i \sum_{j=1}^{m} H_j \tau}, \]
where $\tau = \|H_1\|t$. Proceeding similarly to the previous section we derive the following lemma, whose proof can be found in the Appendix B.

**Lemma 6.** For $k \in \mathbb{N}$, $d_k|\Delta t| \leq k + 1$, $d_k = m(4/3)k(5/3)^{k-1}$ and $\|\mathcal{H}_m\| \leq \cdots \leq \|\mathcal{H}_2\| \leq \|\mathcal{H}_1\| = 1$, we have

$$\|\exp(-i\sum_{j=1}^{m} \mathcal{H}_j \Delta t) - S_{2k}(\mathcal{H}_1, \ldots, \mathcal{H}_m, \Delta t)\| \leq \frac{4\|\mathcal{H}_2\|}{(2k+1)!}(d_k|\Delta t|)^{2k+1}.$$  \hfill (4.26)

From Lemma 6, we have the following theorem.

**Theorem 5.** Let $1 \geq \varepsilon > 0$ be such that $4\varepsilon m\|H_2\| \geq \varepsilon$. The number $N$ of exponentials for the simulation of $e^{-i(H_1+\cdots+H_m)t}$ with accuracy $\varepsilon$ is bounded by

$$N \leq (2m - 1) \ 5^{k-1} \left[ \|H_1\|t \left( \frac{4\varepsilon m\|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{4m(5/3)^k}{3} \right],$$

for any $k \in \mathbb{N}$, where $\|\mathcal{H}_m\| \leq \cdots \leq \|\mathcal{H}_2\| \leq \|\mathcal{H}_1\|$.

**Proof.** The proof is similar to that of Theorem 4. Let $M = |\Delta t|^{-1}$. Then using Lemma 6 and $\mathcal{H}_j = H_j/\|H_1\|$, $j = 1, \ldots, m$, we obtain

$$\|e^{-i(H_1+\cdots+H_m)t} - S_{2k}^{M}(\mathcal{H}_1, \ldots, \mathcal{H}_m, 1/M)\| \leq M\|H_1\|t \frac{4}{(2k+1)!}\|H_2\| \left( \frac{d_k}{M} \right)^{2k+1} \frac{d_k^{2k+1}}{(2k+1)!} \frac{1}{M^{2k+1}}.$$ 

Recall that $d_k$ is defined in Lemma 6. For accuracy $\varepsilon$ we obtain

$$M \geq \left( \frac{4\varepsilon m\|H_2\|}{\varepsilon(2k+1)!} \right)^{1/(2k)}.$$ 

We use the estimate (4.22). It is easy to check that

$$d_k^{1/(2k)} \leq 2m^{1/(2k)}.$$ 

Thus it suffices to take

$$M \geq \left( \frac{4\varepsilon m\|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{2\varepsilon d_k}{2k+1}.$$

So we define $M$ to be the lower bound of the expression above, i.e.,

$$M := \left( \frac{4\varepsilon m\|H_2\|}{\varepsilon} \right)^{1/(2k)} \frac{2\varepsilon d_k}{2k+1}.$$
As in the proof of Theorem 4, it is straightforward to verify that $M(k+1) \geq d_k$. Therefore, the assumptions of Lemma 6 are satisfied for this value of $M$.

From the recurrence relation, we see that the number of required exponentials to implement $S_{2k}$ in one subinterval is no more than $(2m - 1) \cdot 5^{k-1}$. Again we distinguish two cases for $M\|H_1\|t$. We deal with the case $M\|H_1\|t < 1$ in the same way we did in the proof of Theorem 4, to conclude that

$$N \leq (2m - 1) \cdot 5^{k-1}.$$

If $M\|H_1\|t \geq 1$, then the total number of required exponentials is

$$N \leq (2m - 1) \cdot 5^{k-1} \lceil M\|H_1\|t \rceil.$$

Substituting the values of $M$ and $d_k$, we obtain

$$N \leq (2m - 1) \cdot 5^{k-1} \left\lceil \frac{4}{\epsilon} \left[ \ln \frac{4}{\epsilon} \frac{\|H_2\|}{5} \right]^{1/(2k)} \right\rceil.$$

This completes the proof.

The reader may wish to recall Remark 1 that applies in the case too.

**Corollary 1.** If in addition to the assumptions of Theorem 5 either of the following two conditions holds:

1. $4m\|H_1\| \geq 3$

2. $\epsilon$ is sufficiently small such that

$$\left( \ln \frac{4m\|H_1\|}{5} \right)^2 < 2 \ln \frac{5}{3} \ln \frac{4m\|H_2\|}{\epsilon}$$

then the number of exponentials, $N$, for the simulation of $e^{-i(H_1+\cdots+H_m)t}$ with accuracy $\epsilon$ is bounded by

$$N \leq 2 \cdot 5^{k-1} \frac{\|H_1\|t}{\epsilon} \left( \frac{4m\|H_2\|}{\epsilon} \right)^{1/(2k)} \frac{4m}{3} \left( \frac{5}{3} \right)^{k-1}$$

for any $k \in \mathbb{N}$.
Proof. From the assumption of Theorem 5 we have $4εmt\|H_2\|/ε \geq 1$. The argument of the ceiling function in the bound of Theorem 5 is greater than or equal to 1, if $4εmt\|H_1\| \geq 3$. Otherwise, we take its logarithm and multiply the resulting expression by $k$. This gives the quadratic polynomial

\[ 2k^2 \ln \frac{5}{3} + 2k \ln \frac{4εmt\|H_1\|}{5} + \ln \frac{4εmt\|H_2\|}{ε}. \]

When $ε$ is sufficiently small and the discriminant is negative, i.e., when

\[ \left( \ln \frac{4εmt\|H_1\|}{5} \right)^2 - 2 \ln \frac{5}{3} \ln \frac{4εmt\|H_2\|}{ε} < 0, \]

the polynomial is positive for all $k$. Hence, that argument of the ceiling function in the bound of Theorem 5 is greater than 1, for all $k \geq 1$.

In either case, we use $\lceil x \rceil \leq 2x$, for $x \geq 1$, to estimate $N$ from above. \hfill \Box

4.4 Speedup

Let us now deal with the cost for simulating the evolution $e^{-i(\sum_{j=1}^{m} H_j)t}$. Berry et al. [17] show upper and lower bounds for the number of required exponentials. We concentrate on upper bounds and improve the estimates of [17].

We are interested in the number of exponentials required by the splitting formula that approximates the evolution with accuracy $ε$. From the results of the previous section we have that

\[ N_{\text{new}} := 2 (2m - 1) 5^{k-1}\|H_1\|t \left( \frac{4εmt\|H_2\|}{ε} \right)^{1/(2k)} \frac{4εmt}{3} \left( \frac{5}{3} \right)^{k-1} \]

exponentials suffice for error $ε$. The corresponding previously known estimate [17] is

\[ N_{\text{prev}} = 2 m 5^{2k} (m\|H_1\|t)^{1+1/(2k)} \left( \frac{1}{ε} \right)^{1/(2k)}, \]

where $H = \sum_{j=1}^{l} H_j$.

The ratio of the two estimates is

\[ \frac{N_{\text{new}}}{N_{\text{prev}}} \leq \frac{1}{3k} \left( \frac{4ε\|H_2\|}{\|H_1\|} \right)^{1/(2k)}. \quad (4.27) \]
So for large $k$ we have an improvement in the estimate of the cost of the algorithm. On the other hand, if $\|H_2\| \ll \|H_1\|$ we have an improvement in the estimate of the cost the algorithm, not just for large $k$ but for all $k$. This is particularly significant when $k$ is small. For instance, $k = 1$ for the Strang splitting $S_2$, which is frequently used in the literature.

Let us now consider the optimal $k$, i.e., the one minimizing $N_{\text{new}}$, for a given accuracy $\varepsilon$. It is obtained from the solution of the equation

$$2k^2 \ln \frac{25}{3} - \ln \frac{4\text{emt}\|H_2\|}{\varepsilon} = 0.$$ 

Since we seek an integer $k^*_{\text{new}}$ minimizing $N_{\text{new}}$, we set

$$k^*_{\text{new}} := \left\lceil \sqrt{\frac{1}{2} \log_{25/3} \frac{4\text{emt}\|H_2\|}{\varepsilon}} \right\rceil.$$ 

For $k^*_{\text{new}}$ the number of exponentials $N_{\text{new}}$ satisfies

$$N_{\text{new}}^* \leq \frac{8}{3} (2m - 1) \text{met} \|H_1\| e^2 \sqrt{\frac{1}{2} \ln \frac{25}{3} \ln \frac{4\text{emt}\|H_2\|}{\varepsilon}}.$$ 

Berry et al. [17] find

$$k^*_{\text{prev}} = \text{round} \left( \frac{1}{2} \sqrt{\log_5 \frac{m\|H_1\|t}{\varepsilon}} + 1 \right),$$

which minimizes $N_{\text{pre}}$. For $k^*_{\text{prev}}$ the number of exponentials $N_{\text{prev}}$ becomes

$$N_{\text{prev}}^* = 2m^2 \|H_1\| t e^2 \sqrt{\ln 5 \ln \frac{m\|H_1\|t}{\varepsilon}}.$$ 

As a final comparison with $N_{\text{prev}}$ we have

$$\frac{N_{\text{new}}^*}{N_{\text{prev}}^*} \leq \frac{8e}{3} e^2 \left( \sqrt{\frac{1}{2} \ln \frac{25}{3} \ln \frac{4\text{emt}\|H_2\|}{\varepsilon}} - \sqrt{\ln 5 \ln \frac{m\|H_1\|t}{\varepsilon}} \right).$$

Hence, there is an important difference between the previously derived optimal $k$ and the one derived in the present chapter. In [17], the optimal $k$ depends on $\|H_1\|$. More precisely, we show that the optimal $k$ depends on $\|H_2\|$, the second largest norm of the Hamiltonians comprising $H$, which can be considerably smaller than $\|H_1\|$. 


4.5 Discussion

Hamiltonian simulation plays an important role in scientific and engineering research. In this chapter, we have studied the splitting method, providing an improved upper bounds for the number of exponentials needed in the simulation of composite systems.

The advantage of our analysis is that we consider the influence of the second greatest Hamiltonian norm, $\|H_2\|$, on the computational complexity. In Chapter 6, we will use these results to design quantum algorithms that solve the ground state energy problem in multi-particle systems. Since the system is usually unbalanced, which means that the norm of one Hamiltonian is quite greater than that of the other, our conclusion improves the performance of the quantum algorithm significantly.

On the other hand, our study of Hamiltonian simulation focuses on deterministic splitting methods in this chapter. We also propose randomized algorithms for Hamiltonian simulation, which will be described in the next chapter.
Chapter 5

Randomized Hamiltonian Simulation

5.1 Introduction

Recall that, in a Hamiltonian simulation problem, the goal is to simulate the unitary operator $e^{-iHt}$, for some given time-independent Hamiltonian $H$ and evolution time $t$. Often the accuracy $\varepsilon$ of the simulation is measured by the trace distance [80] between the simulated final state and the desired final state. Various deterministic algorithms for this problem have been proposed as described in the previous chapter. However, as far as we know only deterministic algorithms have been considered.

In this chapter, we consider randomized algorithms for Hamiltonian simulation. By randomized we mean algorithms simulating $U = e^{-iHt}$ by $\hat{U}_\omega = \prod_{s=1}^{N_\omega} e^{-iH_{j_s,\omega}t_{s,\omega}}$ for random sequences of $j_{s,\omega}$ and intervals of $t_{s,\omega}$, occurring with probability $p_\omega$. Consequently, the final state is approximated by a mixed quantum state.

This chapter is organized as follows. In Section 5.2, we provide a method to analyze the error bound of randomized algorithms in Hamiltonian simulation. Consider a randomized algorithm, where the unitary operator $U$ is simulated by $\hat{U}_\omega$ with probability $p_\omega$. Let the initial and final states for $U$ be $\rho_{\text{init}}$ and $\rho_{\text{final}}$, and the initial and final state of the simulation
process be $\tilde{\rho}_{\text{init}}$ and $\tilde{\rho}_{\text{final}}$, respectively. Let $D(\cdot)$ be the trace distance. Then

$$D(\rho_{\text{final}}, \tilde{\rho}_{\text{final}}) \leq D(\rho_{\text{init}}, \tilde{\rho}_{\text{init}}) + 2\|E(\hat{U}_\omega) - U\| + E(\|\hat{U}_\omega - U\|^2)$$

where $E(\cdot)$ denotes the expectation. In Section 5.3, we provide three randomized algorithms which are easier to implement than deterministic algorithms having the same accuracy. In Section 5.4, we prove that for positive evolution time, $t > 0$ any deterministic or randomized algorithm simulating $e^{-iHt}$ with error $\varepsilon$ must use $\Omega(t^{3/2}\varepsilon^{-1/2})$ exponentials.

### 5.2 The Randomized Model for Hamiltonian Simulation

In the randomized model, the sequence of unitary operators is selected randomly according to a certain probability distribution. The distribution can be realized either by “coin-flips” or by “control qubits”. As a result, the algorithm is a product of a random sequence of unitary operators $\hat{U}_\omega = \prod_{s=1}^N e^{-iH_{js,\omega}t_s}$ selected with probability $p_\omega$. Hence, for initial state $\rho_{\text{init}} = |\psi_0\rangle\langle\psi_0|$, the final state of the quantum algorithm is a mixed state $\sum_\omega p_\omega \hat{U}_\omega \rho_{\text{init}} \hat{U}_\omega^\dagger$. For more general cases, where the initial state of the simulation is not exactly $\rho_{\text{init}}$, but is a different mixed state $\tilde{\rho}_{\text{init}}$, the final state becomes

$$\tilde{\rho}_{\text{final}} = \sum_\omega p_\omega \hat{U}_\omega \tilde{\rho}_{\text{init}} \hat{U}_\omega^\dagger.$$ 

We now obtain an upper bound for the trace distance between the desired state and the one computed by a randomized algorithm.

**Theorem 6.** Let $U$ be the unitary operator being simulated by a set of random unitary operators $\{\hat{U}_\omega\}$ with probability distribution $\{p_\omega\}$. Assume the initial state for $U$ is $\rho_{\text{init}}$, and the final state is $\rho_{\text{final}} = U\rho_{\text{init}}U^\dagger$. Let $\tilde{\rho}_{\text{init}}$ and $\tilde{\rho}_{\text{final}}$ respectively denote the initial and final states. Then the trace distance between $\rho_{\text{final}}$ and $\tilde{\rho}_{\text{final}}$ is bounded from above by

$$D(\rho_{\text{final}}, \tilde{\rho}_{\text{final}}) \leq D(\rho_{\text{init}}, \tilde{\rho}_{\text{init}}) + 2\|E(\hat{U}_\omega) - U\| + E(\|\hat{U}_\omega - U\|^2),$$

where $D(\cdot)$ denotes the trace distance, $E(\cdot)$ denotes the expectation, and $\|\cdot\|$ is the 2-norm.
Proof. First, we calculate the difference between $\rho_{\text{final}}$ and $\tilde{\rho}_{\text{final}}$, which is

$$
\rho_{\text{final}} - \tilde{\rho}_{\text{final}} = \sum_{\omega} p_{\omega} \tilde{\rho}_{\text{init}} \hat{U}_{\omega} \tilde{\rho}_{\text{init}} \hat{U}_{\omega}^\dagger - U \rho_{\text{init}} U^\dagger
$$

$$
= \sum_{\omega} p_{\omega} (U + \hat{U}_{\omega} - U) \rho_{\text{init}} (U + \hat{U}_{\omega} - U)^\dagger - U \rho_{\text{init}} U^\dagger
$$

$$
= \sum_{\omega} p_{\omega} (\hat{U}_{\omega} - U) \rho_{\text{init}} \hat{U}_{\omega}^\dagger + \sum_{\omega} p_{\omega} U \rho_{\text{init}} (\hat{U}_{\omega} - U)^\dagger
$$

$$
+ \sum_{\omega} p_{\omega} (\hat{U}_{\omega} - U) \rho_{\text{init}} (\hat{U}_{\omega} - U)^\dagger + \sum_{\omega} p_{\omega} U \rho_{\text{init}} U^\dagger - U \rho_{\text{init}} U^\dagger
$$

$$
= \left( \sum_{\omega} p_{\omega} \hat{U}_{\omega} - U \right) \rho_{\text{init}} U^\dagger + U \rho_{\text{init}} \left( \sum_{\omega} p_{\omega} \hat{U}_{\omega} - U \right)^\dagger
$$

$$
+ \sum_{\omega} p_{\omega} (\hat{U}_{\omega} - U) \rho_{\text{init}} (\hat{U}_{\omega} - U)^\dagger + U (\tilde{\rho}_{\text{init}} - \rho_{\text{init}}) U^\dagger.
$$

Hence,

$$
D(\tilde{\rho}_{\text{final}}, \rho_{\text{final}}) = \text{Tr} |\tilde{\rho}_{\text{final}} - \rho_{\text{final}}|
$$

$$
\leq \text{Tr} \left| \left( \sum_{\omega} p_{\omega} \hat{U}_{\omega} - U \right) \rho_{\text{init}} U^\dagger + U \rho_{\text{init}} \left( \sum_{\omega} p_{\omega} \hat{U}_{\omega} - U \right)^\dagger \right|
$$

$$
+ \sum_{\omega} p_{\omega} \text{Tr} \left| (\hat{U}_{\omega} - U) \rho_{\text{init}} (\hat{U}_{\omega} - U)^\dagger \right| + \text{Tr} \left| \tilde{\rho}_{\text{init}} - \rho_{\text{init}} \right|
$$

$$
\leq 2 \left\| \sum_{\omega} p_{\omega} \hat{U}_{\omega} - U \right\| + \sum_{\omega} p_{\omega} \| \hat{U}_{\omega} - U \|^2 + D(\rho_{\text{init}}, \rho_{\text{init}})
$$

$$
= D(\rho_{\text{init}}, \rho_{\text{init}}) + 2 \| E(\hat{U}_{\omega}) - U \| + E(\| \hat{U}_{\omega} - U \|^2).
$$

Similarly to deterministic splitting algorithms, in a randomized algorithm the evolution time $t$ is divided into $K$ small intervals of size $\Delta t = t/K$, where $K$ is decided later. The algorithm is comprised of $K$ stages, and in each stage it approximates $e^{-iH\Delta t}$ by a product of unitary operators selected randomly according to a certain probability distribution. More precisely, in the $k$-th stage, the initial state is $\tilde{\rho}_{k-1}$, and the algorithm selects a product of exponentials randomly according to a certain probability distribution $\{p_{\omega}\}$. Then the final state of the $k$-th stage is

$$
\tilde{\rho}_k = \sum_{\omega} p_{\omega} \hat{U}_{\omega} \tilde{\rho}_{k-1} \hat{U}_{\omega}^\dagger.
$$
CHAPTER 5. RANDOMIZED HAMILTONIAN SIMULATION

Obviously, \( \tilde{\rho}_{\text{init}} = \rho_{\text{init}} = |\psi(0)\rangle\langle \psi(0)| \). The final state \( \tilde{\rho}_K \) of the algorithm is used to approximate \( \rho_{\text{final}} = |\psi(t)\rangle\langle \psi(t)| \). Then by choosing different unitary operator sets \( \{\hat{U}_\omega\} \) and corresponding distributions \( \{p_\omega\} \), we can provide different randomized algorithms with different efficiencies.

From Theorem 6, in each stage the increase of the trace distance is bounded from above by \( \|E(\hat{U}_\omega) - U\| \) and \( E(\|\hat{U}_\omega - U\|^2) \), modulo a constant. If both of these two terms are bounded from above by \( O(\Delta t^{r+1}) \) for some integer \( r \), then the randomized algorithm yields a total error scaling as \( O(t^{r+1}/K^r) \). Hence, the value of \( K \) required to achieve a given error bound \( \varepsilon \) scales as \( O(t^{1+1/r}/\varepsilon^{1/r}) \). When the number of exponentials in each stage can be considered constant, the number of exponentials equals

\[
N = O(K) = O(t^{1+1/r}/\varepsilon^{1/r}).
\]

We have the following corollary.

**Corollary 2.** Consider a randomized algorithm for \( e^{-iHt} \), where the evolution time \( t \) is divided into \( K \) small intervals of length \( \Delta t \), and the evolution in each interval is simulated by the randomly selected \( \hat{U}_\omega \) with probability \( p_\omega \). If

\[
\max\{\|E(\hat{U}_\omega) - e^{-iH\Delta t}\|, E(\|\hat{U}_\omega - e^{-iH\Delta t}\|^2)\} = O(\Delta t^{r+1})
\]

for some integer \( r \), then the total number of exponentials of the algorithm approximating \( e^{-iHt} \) is

\[
O(t^{1+1/r}/\varepsilon^{1/r}).
\]

### 5.3 Examples of Randomized Algorithms

In this section, we give several examples of randomized algorithms and use the lemma above to analyze their costs. The goal is to simulate the evolution of \( H = \sum_{j=1}^m H_j \) for an evolution time \( t \).

**Algorithm 1:**

1. Divide the total evolution time \( t \) into \( K \) equal small segments of size \( \Delta t \), where \( K \) will
be defined later. The algorithm is comprised of $K$ stages, and in the $k$-th stage, the initial state $\tilde{\rho}_{\text{init}}$ is denoted as $\tilde{\rho}_{k-1}$ and the final state $\tilde{\rho}_{\text{final}}$ is denoted as $\tilde{\rho}_k$, for $k = 1, \cdots, K$.

2. Let $\tilde{\rho}_0 = \rho_0 = |\psi_0\rangle\langle\psi_0|$ be the initial state of the first stage of the algorithm.

3. In the $k$-th stage of the algorithm, there are $m$ substages. In the $l$-th substage, the initial state is $\tilde{\rho}_{k,l}$, and of course $\tilde{\rho}_{k,0} = \tilde{\rho}_{k-1}$. 3.1 In each substage, the algorithm chooses uniformly and independently at random an operator from $\{e^{-iH_1\Delta t}, \ldots, e^{-iH_m\Delta t}\}$, i.e., in the $l$-th substage, the operator would be $\hat{U}_{\omega_l} = e^{-iH_{\omega_l}\Delta t}$ with probability $p_{\omega_l} = 1/m$ for $\omega_l = 1, \cdots, m$. Taking into account all the alternatives, the final state of $l$-th substage in the $k$-th stage is

$$\tilde{\rho}_{k,l} = \sum_{j=1}^{m} \frac{1}{m} e^{-iH_j\Delta t} \tilde{\rho}_{k,l-1} e^{iH_j\Delta t}.$$ 3.2 The final state of the $k$-th stage is $\tilde{\rho}_k = \tilde{\rho}_{k,m}$.

4. The final result of the algorithm is $\tilde{\rho}_K$, which is used to approximate the final quantum state.  

In each stage of the algorithm, the operator $U_0 = e^{-iH\Delta t}$ is simulated by the product of random operators $\hat{U}_{\omega_l}$, for $l = 1, \cdots, m$ in $m$ consecutive substages. Let $\hat{U}_\omega = \prod_{l=1}^{m} \hat{U}_{\omega_l}$, then due to Theorem 6, the error of the algorithm in each stage is decided by two elements, $\|E(\hat{U}_\omega) - U_0\|$ and $E(\|\hat{U}_\omega - U_0\|^2)$. Since the selection of each operator is independent and uniform, we have

$$E(\hat{U}_\omega) = \left( \frac{1}{m} \sum_{j=1}^{m} e^{-iH_j\Delta t} \right)^m = I - i \sum_{j=1}^{m} H_j \Delta t + O(\Delta t^2).$$

Hence,

$$\|E(\hat{U}_\omega) - U_0\| = O(\Delta t^2).$$

Furthermore, for any $\omega$, $\hat{U}_\omega = I + O(\Delta t)$. Then

$$E(\|\hat{U}_\omega - U_0\|^2) = O(\Delta t^2).$$
Thus the total error is $\varepsilon = O(K\Delta t^2)$ and the total number of exponentials used in the algorithm is

$$N = mK = O(t^2/\varepsilon).$$

We remark that this is equal modulo a constant to the cost of the deterministic algorithm that is based on a direct application of the Trotter formula $\prod_{j=1}^m e^{-iH_j\Delta t}$. However, Algorithm 1 has a certain advantage over this deterministic algorithm. In each stage, the deterministic algorithm has a product of $m$ exponentials in a precise sequence, hence it has to store the current index $j$ of $e^{-iH_j\Delta t}$, for $j = 1, \cdots, m$. However, in Algorithm 1, the exponentials are random and independent of each other, hence the algorithm can be considered to be “memoryless”.

Algorithm 2:

1. Divide the total evolution time $t$ into $K$ equal small segments of size $\Delta t$. The algorithm is comprised of $K$ stages, and in the $k$-th stage, the initial state $\tilde{\rho}_{\text{init}}$ is denoted as $\tilde{\rho}_{k-1}$ and the final state $\tilde{\rho}_{\text{final}}$ is denoted as $\tilde{\rho}_k$, for $k = 1, \cdots, K$.

2. Let $\tilde{\rho}_0 = |\psi_0\rangle\langle\psi_0|$ be the initial state of the first stage of the algorithm.

3. In the $k$-th stage of the algorithm where the initial state is $\tilde{\rho}_{k-1}$, $k = 1, \cdots, K$. The algorithm selects a unitary operator uniformly and independently at random from $\{\hat{U}_1 = \prod_{j=1}^m e^{-iH_j\Delta t}, \hat{U}_2 = \prod_{j=m}^1 e^{-iH_j\Delta t}\}$, i.e., in the $k$-th stage the operator would be $\hat{U}_\omega$ with probability $p_\omega = 1/2$, for $\omega = 1, 2$. Taking into account all the alternatives, the final state of the $k$-th stage is

$$\tilde{\rho}_k = \frac{1}{2} \left( \hat{U}_1\tilde{\rho}_{k-1}\hat{U}_1^\dagger + \hat{U}_2\tilde{\rho}_{k-1}\hat{U}_2^\dagger \right).$$

4. The final state of the algorithm is $\tilde{\rho}_K$ and is used to approximate the final quantum state.

In each stage, the algorithm simulates $U_0 = e^{-iH\Delta t}$ by $\hat{U}_1$ or $\hat{U}_2$ with equal probabil-
ity $1/2$. Since

$$\hat{U}_1 = \prod_{j=1}^{m} (I - iH_j \Delta t - \frac{1}{2} H_j^2 \Delta t^2 + O(\Delta t^3))$$

$$= I - i \sum_{j=1}^{m} H_j \Delta t - \frac{1}{2} \sum_{j=1}^{m} H_j^2 \Delta t^2 - \sum_{j_1<j_2} H_{j_1} H_{j_2} \Delta t^2 + O(\Delta t^3),$$

and

$$\hat{U}_2 = \prod_{j=m}^{1} (I - iH_j \Delta t - \frac{1}{2} H_j^2 \Delta t^2 + O(\Delta t^3))$$

$$= I - i \sum_{j=1}^{m} H_j \Delta t - \frac{1}{2} \sum_{j=1}^{m} H_j^2 \Delta t^2 - \sum_{j_1<j_2} H_{j_2} H_{j_1} \Delta t^2 + O(\Delta t^3),$$

we see that $\|\hat{U}_\omega - U_0\| = O(\Delta t^2)$, for $\omega = 1, 2$, hence

$$E(\|\hat{U}_\omega - U_0\|^2) = O(\Delta t^4).$$

Moreover, since $E(\hat{U}_\omega) = I - iH \Delta t - \frac{1}{2} H^2 \Delta t^2 + O(\Delta t^3)$, we have

$$\|E(\hat{U}_\omega) - U_0\| = O(\Delta t^3).$$

Due to Theorem 6, the error of this algorithm simulating $e^{-iH \Delta t}$ in each stage is $O(\Delta t^3)$. Hence, for a given accuracy $\varepsilon$, the total number of exponentials in Algorithm 2 is

$$N = mK = O(t^{3/2}/\varepsilon^{1/2}).$$

We remark that this equals to the cost of a deterministic algorithm modulo a constant. The difference is that the deterministic algorithm is more complicated, since it is based on the Strang splitting formula

$$\hat{U} = \prod_{j=1}^{m} e^{-i\frac{1}{2}H_j \Delta t} \prod_{j=m}^{1} e^{-i\frac{1}{2}H_j \Delta t}.$$ 

As a result, in each stage, the deterministic algorithm has $2m - 1$ exponentials, but Algorithm 2 only has $m$ exponentials.

Next, we focus on the case that $m = 2$. In [105], the author provided the deterministic algorithm

$$\hat{U} = e^{-i\frac{1}{2}s H_1 \Delta t} e^{-is H_2 \Delta t} e^{-i\frac{1}{2}(1-s)H_1 \Delta t} e^{-i(1-2s)H_2 \Delta t} e^{-i\frac{1}{2}(1-s)H_1 \Delta t} e^{-is H_2 \Delta t} e^{-i\frac{1}{2}s H_1 \Delta t}, \quad (5.2)$$
for simulating $e^{-iH\Delta t}$, where $s = 1/(2 - \sqrt{2})$. The algorithm yields an error $O(\Delta t^4)$ in each stage. From Corollary 2, it has $O(t^{4/3}/\varepsilon^{1/3})$ exponentials. However, it requires irrational evolution times, which may be difficult to implement. We present a randomized algorithm with the same performance, but using fewer and simpler exponentials in each stage.

**Algorithm 3:**

1. Divide the total evolution time $t$ into $K$ equal small segments of size $\Delta t$. The algorithm is comprised of $K$ stages, and in the $k$-th stage, the initial state $\tilde{\rho}_{\text{init}}$ is denoted as $\tilde{\rho}_{k-1}$ and the final state $\tilde{\rho}_{\text{final}}$ is denoted as $\tilde{\rho}_k$, for $k = 1, \cdots, K$.

2. Let $\tilde{\rho}_0 = |\psi_0\rangle\langle\psi_0|$ be the initial state of the first stage of the algorithm.

3. In the $k$-th stage of the algorithm where the initial state is $\tilde{\rho}_{k-1}$, $k = 1, \cdots, K$. The algorithm selects

$$
\hat{U}_1 = e^{-i\frac{1}{2}H_1\Delta t}e^{-i\frac{1}{2}H_2\Delta t}e^{-i\frac{1}{2}H_1\Delta t}e^{-i\frac{1}{2}H_2\Delta t} \quad \text{with probability } p_1 = \frac{5}{12},
$$

$$
\hat{U}_2 = e^{-i\frac{1}{2}H_2\Delta t}e^{-i\frac{1}{2}H_1\Delta t}e^{-i\frac{1}{2}H_2\Delta t}e^{-i\frac{1}{2}H_1\Delta t} \quad \text{with probability } p_2 = \frac{5}{12},
$$

$$
\hat{U}_3 = e^{-i\frac{3}{2}H_1\Delta t}e^{i\frac{1}{2}H_2\Delta t}e^{i\frac{1}{2}H_1\Delta t}e^{-i\frac{1}{2}H_2\Delta t} \quad \text{with probability } p_3 = \frac{1}{12},
$$

$$
\hat{U}_4 = e^{-i\frac{3}{2}H_2\Delta t}e^{i\frac{1}{2}H_1\Delta t}e^{i\frac{1}{2}H_2\Delta t}e^{-i\frac{3}{2}H_1\Delta t} \quad \text{with probability } p_4 = \frac{1}{12}.
$$

i.e., the operator in the $k$-th stage is $\hat{U}_\omega$ with $p_\omega$ for $\omega = 1, 2, 3, 4$. Taking into account all the alternatives, the final state of stage $k$ is

$$
\tilde{\rho}_k = \sum_{\omega=1}^{4} p_\omega \hat{U}_\omega \tilde{\rho}_{k-1} \hat{U}_\omega^\dagger.
$$

4. The final result of the algorithm is $\tilde{\rho}_K$ and is used to approximate the final quantum state.

In each stage, the algorithm simulates $U_0 = e^{-iH\Delta t}$ with $U_\omega$ by $p_\omega$, for $\omega = 1, 2, 3, 4$. It
is easy to check, for any $x$,
\[
e^{-ixH_1\Delta t} e^{-i(1-x)H_2\Delta t} e^{-i(1-x)H_1\Delta t} e^{-ixH_2\Delta t}
\]
\[
= I - i(H_1 + H_2)\Delta t - \left[ \frac{1}{2} H_1^2 + \frac{1}{2} H_2^2 + x(2-x)H_1 H_2 + (1-x)^2 H_2 H_1 \right] \Delta t^2
\]
\[
+ \left\{ \frac{1}{6} H_1^3 + \frac{1}{6} H_2^3 + \left[ x^2 \left( \frac{3}{2} - x \right) + \frac{1}{2} x(1-x)^2 \right] H_1^2 H_2 + \frac{1}{2} (1-x)^3 H_1^2 H_2 \right\} \Delta t^3
\]
\[
+ x(1-x)^2 H_1 H_2 H_1 + (1-x)^2 H_2 H_1 H_2 \Delta t^3 + O(\Delta t^4).
\]

and
\[
e^{-ixH_2\Delta t} e^{-i(1-x)H_1\Delta t} e^{-i(1-x)H_2\Delta t} e^{-ixH_1\Delta t}
\]
\[
= I - i(H_1 + H_2)\Delta t - \left[ \frac{1}{2} H_1^2 + \frac{1}{2} H_2^2 + x(2-x)H_2 H_1 + (1-x)^2 H_1 H_2 \right] \Delta t^2
\]
\[
+ \left\{ \frac{1}{6} H_1^3 + \frac{1}{6} H_2^3 + \left[ x^2 \left( \frac{3}{2} - x \right) + \frac{1}{2} x(1-x)^2 \right] H_2^2 H_1 + \frac{1}{2} (1-x)^3 H_2^2 H_1 \right\} \Delta t^3
\]
\[
+ x(1-x)^2 H_2 H_1 H_2 + (1-x)^2 H_1 H_2 H_1 \Delta t^3 + O(\Delta t^4).
\]

Therefore, $\|\hat{U}_\omega - U_0\| = O(\Delta t^2)$, for $\omega = 1, \cdots, 4$, and
\[
E(\|\hat{U}_\omega - U\|^2) = O(\Delta t^4).
\]

Furthermore, from (5.3) and (5.4),
\[
E(\hat{U}_\omega) = I - i(H_1 + H_2)\Delta t - \frac{1}{2} (H_1 + H_2)^2 \Delta t^2
\]
\[
+ i \left\{ \frac{1}{2} - E(x(1-x)^2) \right\} (H_1 H_2^2 + H_2 H_1^2 + H_1^2 H_2 + H_2^2 H_1)
\]
\[
+ E(x(1-x)^2) (H_1 H_2 H_1 + H_2 H_1 H_2) \Delta t^3 + O(\Delta t^4),
\]
where
\[
E(x(1-x)^2) = 2 \times \frac{5}{12} \times \frac{1}{2} (1 - \frac{1}{2})^2 + 2 \times \frac{1}{12} \times \frac{3}{2} (1 - \frac{3}{2})^2 = \frac{1}{6}.
\]

Hence,
\[
\|E(\hat{U}_\omega) - U_0\| = O(\Delta t^4).
\]

From Theorem 6, the error in each stage is bounded by $O(\Delta t^4)$, and the total number of exponentials used is $N = 4K = O(t^{4/3}/\varepsilon^{1/3})$. 

---
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Note that Algorithm 3 is not the only randomized algorithm that has $O(t^{4/3}/\varepsilon^{1/3})$ exponentials. In fact, if in each stage the algorithm selects

$$
\hat{U}_\omega = e^{-ix_\omega H_1 \Delta t} e^{-i(1-x_\omega)H_2 \Delta t} e^{-i(1-x_\omega)H_1 \Delta t} e^{-ix_\omega H_2 \Delta t}
$$

with probability $\frac{1}{2}p_\omega$ and

$$
\hat{V}_\omega = e^{-ix_\omega H_2 \Delta t} e^{-i(1-x_\omega)H_1 \Delta t} e^{-i(1-x_\omega)H_2 \Delta t} e^{-ix_\omega H_1 \Delta t}
$$

with the same probability $\frac{1}{2}p_\omega$, as long as $E(x_\omega (1 - x_\omega)^2) = \sum_\omega p_\omega x_\omega (1 - x_\omega)^2 = \frac{1}{6}$, then the algorithm also has $O(t^{4/3}/\varepsilon^{1/3})$ exponentials.

Compared to the deterministic algorithm that uses seven exponentials in each stage, Algorithm 3 uses only four exponentials. Moreover, the exponentials in the deterministic algorithm have irrational factors in their evolution time, which certainly bring difficulties in implementation. However, all of the exponentials used in Algorithm 3 have very simple factors in the evolution time. From [105], it is known that it requires at least six exponentials in each stage to simulate $e^{-iH\Delta t}$ within error bound $O(\Delta t^4)$ for deterministic algorithms. For the same efficiency, we have presented a randomized algorithm, i.e., Algorithm 3, which uses only four exponentials in each stage.

### 5.4 Lower Bounds for Positive Hamiltonian Simulation

Algorithms simulating $e^{-iHt}$ by $\prod_{s=1}^N e^{-iH_s t_s}$ often require some of the $t_s$ to be negative. Indeed, in splitting methods with order of convergence greater than or equal to three, some of the evolution times $\{t_s\}$ must be negative [106]. This may limit their applicability. For instance, such methods cannot be used for the simulation of diffusion operators, because there exists no inverse exponential diffusion operator, as noted by Suzuki [105].

In this section, we consider deterministic and randomized quantum algorithms simulating $e^{-iHt}$ using only positive $\{t_s\}$. We call such a simulation a “positive Hamiltonian simulation”. We provide a lower bound for the number of exponentials needed in positive Hamiltonian simulation as stated in the following theorem.
Theorem 7. Any deterministic (randomized) algorithm simulating $e^{-itH}$ by $\prod_{s=1}^{N} e^{-iH_s t_s}$, $t_s > 0$ ($\prod_{s=1}^{N} e^{-iH_s \omega t_s \omega}$, $t_s \omega > 0$), with error $\varepsilon$, uses a number of exponentials bounded from below by $\Omega(\frac{t^3}{2^{\varepsilon - \frac{1}{2}}})$.

Before proving the theorem, we start with the following lemma.

Lemma 7. Let $\sum_{i=1}^{N} x_i = 2$, where $0 \leq x_i \leq 1$ for $i = 1, \cdots, N$. Let $S$ be the sum of all elements in $\{x_i x_j x_k : i < j < k, 2 | k - i, 2 \nmid j - i\}$. Then $S < 1/3$.

Proof. For $N = 3$, it is easy to check $S \leq (2/3)^3 < 1/3$. Assume that, for $N < M$, the conclusion holds.

For the case $N = M$, the global minimum of $S$ will be achieved at a local minimum or the boundary. Moreover, if the global minimum is obtained at the boundary, it means some $x_i = 0$ or 1, and the problem reduces to the case $N < M$. Thus we only consider its local minimum and assume $x_i \neq 0$ for each $i$.

By using the Lagrange multiplier method, let $f(x) = S - \lambda(\sum_{i}^{N} x_i - 2)$. In any local minimum, $\partial f/\partial x_i = 0$, for each $x_i$. Then

$$\frac{\partial f}{\partial x_i} = \sum_{i < j < k} x_j x_k + \sum_{2 | j - i} x_j x_k + \sum_{2 \nmid j - i} x_j x_k - \lambda = 0,$$

and

$$\frac{\partial f}{\partial x_{i+2}} = \sum_{i+2 < j < k} x_j x_k + \sum_{2 | j - i} x_j x_k + \sum_{2 \nmid j - i} x_j x_k - \lambda = 0.$$ 

Subtracting these two equations, we have

$$x_{i+1} (\sum_{k \geq i+2 \overline{2k - i} \overline{2k - i}} x_k + \sum_{k \leq i+1 \overline{2k - i} \overline{2k - i}} x_k - \sum_{k \geq i+3 \overline{2k - i} \overline{2k - i}} x_k - \sum_{k \leq i \overline{2k - i} \overline{2k - i}} x_k) = 0.$$ 

From the assumption, $x_{i+1} \neq 0$, we have

$$\cdots + x_{i-3} + x_{i-1} + x_{i+2} + x_{i+4} + \cdots = \cdots + x_{i-2} + x_i + x_{i+3} + x_{i+5} + \cdots.$$ 

Then, we consider $\partial f/\partial x_{i+1} = 0$ and $\partial f/\partial x_{i+3} = 0$, which yields

$$\cdots + x_{i-1} + x_{i+1} + x_{i+4} + x_{i+5} + \cdots = \cdots + x_{i-2} + x_i + x_{i+3} + x_{i+5} + \cdots.$$ 
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Combine them together, we have $x_{i+1} = x_{i+2}$. Therefore, $x_2 = x_3 = \cdots = x_{N-1}$. Then, by considering $\partial f/\partial x_1 = \partial f/\partial x_2$ and $\partial f/\partial x_N = \partial f/\partial x_{N-1}$, we have $x_1 = 0$ when $N$ is even; and $x_1 = x_2 = \cdots = x_N$ when $N$ is odd. Since the first case contradicts our assumption, we need only consider the case $N$ is odd. Let $N = 2K + 1$, then each term in $S$ is $(2/N)^3$, and there are $\frac{1}{6}K(K+1)(2K+1)$ terms. Therefore, the local minimum satisfies

$$S = \frac{1}{6}K(K+1)(2K+1)\left(\frac{2}{2K+1}\right)^3 = \frac{1}{6} \left( 1 - \frac{1}{N^2} \right) < \frac{1}{3}.$$ 

Hence, for any $N$ the conclusion holds. \hfill \Box

From the previous Lemma, we have the following theorem.

**Theorem 8.** In each stage of deterministic or randomized algorithms, let $e^{-iH\Delta t}$ be simulated by a product of exponentials of $H_j$ with positive evolution time, where $j = 1, \ldots, m$ and $H = \sum_{j=1}^m H_j$. Then, the trace distance in each stage increases no less than $\Omega(\Delta t^3)$.

**Proof.** Since deterministic algorithms are special cases of randomized algorithms, it is enough to consider randomized algorithms. Assume $e^{-iH\Delta t}$ is simulated by $U_\omega$ with probability $p_\omega$. Consider the evolutions of Hamiltonians $H_1$ and $H_2$ in $U_\omega$. Let $\alpha_1\Delta t, \alpha_2\Delta t, \cdots, \alpha_K\Delta t$ be the overall evolution time of $H_1$ between two consecutive evolutions of $H_2$, while $\beta_1\Delta t, \beta_2\Delta t, \cdots, \beta_K\Delta t$ are the overall evolution time of $H_2$ between two consecutive evolutions of $H_1$.

For example, if

$$U_\omega = e^{-iH_1\lambda_1\Delta t}e^{-iH_2\lambda_2\Delta t}e^{-iH_3\lambda_3\Delta t}e^{-iH_4\lambda_4\Delta t}e^{-iH_5\lambda_5\Delta t}e^{-iH_6\lambda_6\Delta t}e^{-iH_7\lambda_7\Delta t},$$

then $\alpha_1 = \lambda_1$, $\alpha_2 = \lambda_5 + \lambda_7$ and $\beta_1 = \lambda_2 + \lambda_4$.

Due to the alternation of the Hamiltonians in the algorithm, we have $|K - K'| \leq 1$. From Theorem 1, the difference of trace distance depends on $E(\|U_\omega - U_0\|^2)$ and $E(U_\omega - U_0)$. If $\sum_{j=1}^K \alpha_j \neq 1$ or $\sum_{j=1}^{K'} \beta_j \neq 1$ for some $\omega$, $\|U_\omega - U_0\|^2 = \Omega(\Delta t^2)$, which follows by expanding the exponentials in the tower series. Thus, $E(\|U_\omega - U_0\|^2) = \Omega(\Delta t^2)$. Hence, we only need to consider the situation $\sum_{j=1}^K \alpha_j = 1$ and $\sum_{j=1}^{K'} \beta_j = 1$. Let us focus on the terms $iH_1H_2\Delta t^3$ and $iH_2H_1\Delta t^3$, in $e^{-iH\Delta t}$, each of which has coefficients $1/6$. If the simulation has an error less than $O(\Delta t^3)$, their coefficients in $E(U_\omega)$ must also be $1/6,
therefore their sum should be $1/3$. However, we will show in every $U_\omega$, the sum of these two coefficients is less than $1/3$. Without loss of generality, assume $K \geq K'$, let $x_{2j-1} = \alpha_j$, for $j = 1, \cdots, K$, and $x_{2j} = \beta_j$, for $j = 1, \cdots, K'$. Then the coefficient of $iH_1H_2H_1\Delta t^3$ is the sum of $x_jx_kx_l$, for $j < k < l$ where $j, l$ are odd and $k$ is even, while the coefficient of $iH_2H_1H_2\Delta t^3$ is the sum of $x_jx_kx_l$, for $j < k < l$ where $j, l$ are even and $k$ is odd. Lemma 7 implies that the sum of the coefficients is always less than $1/3$, since $\sum_{j=1}^{K+K'} x_j = \sum_{j=1}^{K} \alpha_j + \sum_{j=1}^{K'} \beta_j = 2$. Since there always exists $\Theta(\Delta t^3)$ terms in any simulation, the error of any simulation is no less than $\Omega(\Delta t^3)$.

We are ready to prove Theorem 7.

Proof of Theorem 7. Assume the simulation is comprised of $K$ stages, and in the $j$-th stage, constant exponentials are used to simulate $e^{-iHt_j}$, where $\sum_{j=1}^{N} t_j = t$. From the previous theorem, the final error is $\Omega(\sum_{j=1}^{K} t_j^3)$, the minimum of which is $\Omega(t^3/K^2)$. Hence, to guarantee the final error is bounded by $\varepsilon$, we must have $K = \Omega(t^3/\varepsilon^{-1/2})$. Therefore, $N = \Omega(K) = \Omega(t^{3/2}\varepsilon^{-1/2})$.

It is straightforward to obtain the following two Corollaries.

Corollary 3. The deterministic algorithm based on the Strang splitting is asymptotically optimal for strict Hamiltonian simulation.

Corollary 4. The randomized algorithm Algorithm 2 is asymptotically optimal for strict Hamiltonian simulation.

5.5 Future Work

In this chapter, we have proposed a new model for Hamiltonian simulation. By selecting the local Hamiltonians randomly, we can design algorithms more easily, meanwhile maintaining the efficiency and accuracy.

For randomized Hamiltonian simulation, several questions remain open and should be addressed in future work. As we know, there exist deterministic algorithms based on Suzuki’s decomposition that can simulate the evolution of a Hamiltonian with $O(t^{1+1/k}\varepsilon^{-1/k})$
exponentials, where $k$ can be any small positive integer. However the implementation of this algorithm has two drawbacks: First, almost all of the factors in the algorithm are irrational. Second, there exists a huge constant term in the big-$O$, which is exponential in $k$. The huge constant arises from the number of exponentials used in each stage, which is $\Theta(5^k)$.

By giving Algorithm 3, we show that randomized algorithms may have the potential to overcome these two problems. Algorithm 3 uses only rational factors to achieve $O(\Delta t^4)$ error bound in each stage, while all previous known deterministic algorithms must use irrational factors. Moreover, in each stage Algorithm 3 uses only four exponentials, while deterministic algorithm with the same efficiency requires at least six exponentials. Hence, an interesting problem is to determine whether we can derive randomized algorithms, which achieve $O(\Delta t^k)$ error bound in each stage, use fewer exponentials in each stage, and keep all the factors rational, for any $k > 0$. 
Chapter 6

Ground State Energy Estimation

6.1 Introduction

In this chapter, we study the problem of estimating the ground state energy of a time-independent Hamiltonian corresponding to a multiparticle system. The cost of solving such problems on a classical computer in the worst case setting is exponential in the number of particles. In particular, the number of state variables $d$ is proportional to the number of particles and the cost to solve the problem with relative accuracy $\varepsilon$ may grow as $\varepsilon^{-d}$.

For these reasons researchers have been experimenting with quantum computers to solve eigenvalue problems in quantum chemistry with very encouraging results [38; 71]. See also [64; 65] and the references therein.

The eigenvalue problem considered in this chapter is called the time-independent Schrödinger equation in the physics literature and the Sturm-Liouville eigenvalue problem in the mathematics literature. It is described in Section 1.2.2. For convenience, we redefine the problem as follows. For a multiparticle system, if the potential is a function of only state variables then the ground state energy is given by the smallest eigenvalue $E_1$ of the equation

$$
(-\frac{1}{2}\Delta + V) \Psi_1(x) = E_1 \Psi_1(x) \quad \text{for all } x \in I_d := (0, 1)^d,
$$

$$
\Psi_1(x) = 0 \quad \text{for all } x \in \partial I_d,
$$

where $\Delta = \sum_{j=1}^{d} \partial^2/\partial x_j^2$ is the Laplacian, $\partial I_d$ denotes the boundary of the unit cube and $\Psi_1$ is a normalized eigenfunction. Moreover, $V$ and its first order partial derivatives $\partial V/\partial x_j$, ...
for \( j = 1, \cdots, d \), are continuous and uniformly bounded by 1.

We will exhibit a quantum algorithm that achieves relative error \( \epsilon \) with cost \( Cd\epsilon^{-3+\delta} \), where \( \delta > 0 \) is an arbitrarily small positive number. The cost includes the number of queries plus all other quantum operations. The algorithm uses \( C'd \log \epsilon^{-1} \) qubits. The constants \( C \) and \( C' \), as well as all constants in our estimates throughout this chapter, are independent of \( d \) and \( \epsilon \).

The remainder of the chapter is organized as follows. In Section 6.2, we introduce the background knowledge about the ground state eigenvalue problem. In Section 6.3, we show how to transfer this problem from a continuous problem to a discrete problem, and the error introduced in the transfer. In Section 6.4, we provide our algorithm, and in Section 6.5, we analyze the cost of our algorithm.

### 6.2 Preliminary Analysis

The properties of the eigenvalues and eigenvectors of the problem are discussed extensively in [13; 32; 34; 46; 107], where it is shown that the eigenfunctions are continuous and have continuous partial derivatives of the first order, including the boundary of \( I_d \).

The operator \( L_V = -\frac{1}{2}\Delta + V \) is symmetric with real eigenvalues and eigenvectors. The eigenvalues are positive, they can be indexed in nondecreasing order

\[
0 < E_1(V) \leq E_2(V) \leq \cdots \leq E_k(V) \leq \cdots
\]

and the sequence of eigenvalues tends to infinity. We denote the corresponding eigenvectors by \( \Psi_k(\cdot; V) \), for \( k = 1, 2, \cdots \).

The smallest eigenvalue \( E_1(V) \) is simple, the corresponding eigenspace has dimension one, and the eigenvector \( \Psi_1(\cdot; V) \) is uniquely determined up to its sign. It is convenient to assume that the \( \Psi_k(\cdot; V) \) are normalized, i.e., that

\[
\|\Psi_k(\cdot; V)\| := \left( \int_{I_d} |\Psi_k(x, V)^2(x)| \, dx \right)^{1/2} = 1,
\]
for \( k = 1, 2, \cdots \). Thus they form a complete orthonormal system. Then

\[
E_1(V) = \min_{\|\Psi\|=1} \int_{I_d} \sum_{j=1}^{d} \left( \frac{\partial \Psi}{\partial x_j} \right)(x) \Psi^2(x) dx \\
= \int_{I_d} \sum_{j=1}^{d} \left( \frac{\partial}{\partial x_j} \Psi_1(x; V) \right)^2 + V(x)\Psi_1^2(x; V) dx
\]

(6.1)

For a constant potential \( V(x) \equiv c \), we know that

\[
E_1(c) = \frac{1}{2}d\pi^2 + c
\]

and

\[
\Psi_1(x_1, \cdots, x_d; c) = 2^{d/2} \prod_{j=1}^{d} \sin(\pi x_j).
\]

It is also known that the eigenvalues of \( L_V \) are nondecreasing functions of \( V \) \([32]\), i.e. if \( V(x) \leq \tilde{V}(x) \) for all \( x \in [0, 1]^d \), then \( E_k(x; V) \leq E_k(x; \tilde{V}) \) for all \( x \) and \( k \). Thus

\[
\frac{1}{2}d\pi^2 = E_1(0) \leq E_1(V) \leq E_1(1) = \frac{1}{2}d\pi^2 + 1
\]

For \( d > 1 \), the eigenvalues of \( L_V \) are generally not all simple. However, as in the case \( d = 1 \), the smallest eigenvalue \( E_1(V) \) is simple and is well separated from the remaining eigenvalues. This is because of the nondecreasing property of the eigenvalues of \( L_V \) with respect to \( V \) and the fact that the second smallest eigenvalue of \( L_0 \) is equal to \( E_2(0) = \frac{1}{2}(d + 3)\pi^2 \). Therefore, using \( E_1(V) \leq \frac{1}{2}d\pi^2 + 1 \), we obtain

\[
E_k(V) - E_1(V) \geq E_2(V) - E_1(V) \geq \frac{3}{2}d\pi^2 - 1, \tag{6.2}
\]

for any \( k \). From this fact, there is an estimate for the smallest eigenvalue by considering a perturbation of \( V \).

Consider a potential function \( V \) and let \( \tilde{V} \) be a perturbation of \( V \). Then the eigenvalue \( E_1(V) \) and \( E_1(\tilde{V}) \) are related according to the formula

\[
E_1(V) = E_1(\tilde{V}) + \int_{I_d} (V(x) - \tilde{V}(x))\Psi_1^2(x; \tilde{V}) dx + O(\|V - \tilde{V}\|_{\infty}^2). \]

This implies that approximating \( E_1 \) is at least as hard as approximating a multivariate integral in the worst case. As a result, any classical deterministic algorithm for the eigenvalue problem with accuracy \( \varepsilon \) must use a number of function evaluations of \( V \) that grows as \( \varepsilon^{-d} \); see \([83]\) for details. For convenience, in the remainder of this chapter we use \( E_1 \) to denote \( E_1(V) \).
6.3 Discretization

Finite differences are often used for approximating $E_1$. The discretization of the operator $-\frac{1}{2}\Delta + V$ with mesh size $h = (m + 1)^{-1}$ yields an $m^d \times m^d$ matrix $M_h := M_h(V) = -\frac{1}{2}\Delta_h + V_h$. Then one solves the corresponding matrix eigenvalue problem $M_hz_{h,1} = E_{h,1}z_{h,1}$. Note that $\Delta_h$ denotes the discretization of the Laplacian and $V_h$ is a diagonal matrix whose entries are evaluations of the potential $V$ at the $m^d$ grid points. The reader may assume that $\Delta_h$ is obtained using a $2d + 1$ stencil for the Laplacian; see, e.g., [72].

For instance, if $d = 2$, we have

$$
-\Delta_h = h^{-2} \begin{pmatrix}
T_h & -I \\
-I & T_h & -I \\
& \ddots & \ddots & \ddots \\
& & -I & T_h & -I \\
& & & -I & T_h
\end{pmatrix},
$$

which is an $m^2 \times m^2$ matrix, where $I$ is the $m \times m$ identity matrix while

$$
V_h = \begin{pmatrix}
v_{11} \\
\vdots \\
v_{ij} \\
\vdots \\
v_{mm}
\end{pmatrix},
$$

where $v_{ij} = V(ih, jh)$, for $i, j = 1, \ldots, m$, and $T_h$ is the $m \times m$ matrix given by

$$
T_h = \begin{pmatrix}
4 & -1 & & & \\
-1 & 4 & -1 & & \\
& \ddots & \ddots & \ddots \\
& & -1 & 4 & -1 \\
& & & -1 & 4
\end{pmatrix}.
$$

The matrix $M_h$ is symmetric positive definite and sparse and has been extensively studied in the literature [34; 46; 72]. For a constant potential $v_{j,k} \equiv c$, the ground eigenvalue is

$$
E_{h,1} = c + \frac{1}{2} \cdot 4dh^{-2} \sin^2(\pi h/2) = c + 2dh^{-2} \sin^2(\pi h/2)
$$
and the ground eigenvector is $|\psi_1\rangle^\otimes d$, where the coordinates of $|\psi_1\rangle$ are

$$\psi_{1j} = \sqrt{2h} \sin(j\pi h), \quad j = 1, \ldots, m,$$

(6.3)

and $|\psi_1\rangle^\otimes d$ has unit length [34].

For $V$ that has bounded first order partial derivatives, we use the results of [115; 116] to conclude that

$$|E_1 - E_{h,1}| \leq c_1 dh.$$  
(6.4)

If $\hat{E}_{h,1}$ is such that $|E_{h,1} - \hat{E}_{h,1}| \leq c_2 dh$, we have relative error

$$|1 - \hat{E}_{h,1}/E_1| \leq c'h,$$

where $c'$ is a constant. The inequality follows by observing that $2E_1$ is bounded from below by the smallest eigenvalue $4dh^{-2}\sin^2(\pi h/2)$ of the discretized Laplacian.

Such a discretization approach for a multiparticle system is not new; see e.g. [28]. The problem is that the size of the resulting matrix is exponential in $d$, and so is the cost of classical algorithms approximating its ground state eigenvalue.

### 6.4 Quantum algorithm

In this section, we describe our quantum algorithm in general terms. The key observation is that the discretization we outlined above and the estimation of the smallest eigenvalue of the resulting matrix can be implemented on a quantum computer with cost that does not grow exponentially with $d$. This is accomplished by modifying quantum phase estimation, a well known quantum algorithm for approximating an eigenvalue of a unitary matrix $W$, see e.g., [80]. First we provide the sketch of the algorithm.

#### Sketch of the algorithm

1. Consider the discretization $M_h = -\frac{1}{2}\Delta_h + V_h$ of $-\frac{1}{2}\Delta + V$ and let $h \leq \varepsilon$, where $\varepsilon$ is the desired accuracy. The matrix

$$W = e^{iM_h/(2d)},$$

is unitary since $M_h$ is Hermitian.
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2. For $W$ use phase estimation to approximate the phase corresponding to $e^{iE_{h,1}/(2d)}$ with the following modifications:

(a) Use the approximate eigenvector $|0\rangle^\otimes b |\psi_1\rangle^\otimes d$ as an initial state, where $|\psi_1\rangle^\otimes d$ is the ground state eigenvector of $-\Delta_h$.

(b) Replace $W^{2^t}, t = 0, \ldots, b-1$, that are required in phase estimation, using approximations given by high order splitting formulas that deal with the exponentials of $-\frac{1}{2}\Delta_h$ and $V_h$ separately,

Next we discuss the details of our algorithm. Assume $h$ is the largest mesh size satisfying $h \leq \min(\varepsilon, 1/4)$. This leads to the desired accuracy while ensuring the discretization is not trivial. The eigenvalue of $W$ that corresponds to $E_{h,1}$ is $e^{iE_{h,1}/(2d)} = e^{2\pi i \varphi_1}$, where

$$\varphi_1 = E_{h,1}/(4\pi d)$$

is the phase and belongs to the interval $[0, 1)$ since $E_{h,1} \leq 2dh^{-2}\sin^2(\pi h/2) + 1 \leq d\pi^2/2 + 1$.

Quantum phase estimation approximates the phase $\varphi_1$ with $b$-bit accuracy, where $b = \lceil \log_2 h^{-1} \rceil$. The output of the algorithm is an index $j \in [0, 2^b - 1]$ such that $|\varphi_1 - j2^{-b}| \leq 2^{-b}$. The algorithm approximates the ground state eigenvalue $E_1$ by

$$\hat{E}_{h,1} := 4\pi dj2^{-b}.$$ 

The initial state of our algorithm is

$$|0\rangle^\otimes b |\psi_1\rangle^\otimes d,$$

where $|\psi_1\rangle^\otimes d$ is the ground state eigenvector of the discretized Laplacian $-\Delta_h$ as described in (6.3). The quantum state $|\psi_1\rangle$ can be prepared by the quantum cosine transform [69].

The matrix exponentials $W^{2^t}$ is approximated by a high-order splitting formula in Hamiltonian simulation. We simulate the evolution of a quantum system with Hamiltonian $H = M_h/(2d)$ for time $2^t$, where $t = 0, 1, \ldots, b-1$. Let $H = H_1 + H_2$ where $H_1 = -\Delta_h/(4d)$ and $H_2 = V_h/(2d)$. Recall that $h$ is the largest mesh size satisfying
$h \leq \min(\varepsilon, 1/4)$. The eigenvalues and eigenvectors of the discretized Laplacian are known and the evolution of a system with Hamiltonian $H_1$ can be implemented with $d \cdot O(\log^2 \varepsilon^{-1})$ quantum operations using the Fourier transform in each dimension. The evolution of a system with Hamiltonian $H_2$ can be implemented using two quantum queries and phase kickback. The details can be found in Section 1.2.2. The queries are similar to those in Grover’s algorithm [80] and return function evaluations of $V$ truncated to $O(\log \varepsilon^{-1})$ bits.

In particular, we use a splitting formula of order $2k + 1$, where $k \geq 1$, to approximate $W^{2t} = e^{i(H_1 + H_2)2t}$ by

$$
\prod_{\ell=1}^{N_t} e^{iH_{j_{\ell}}z_{\ell}},
$$

(6.6)

where $j_{\ell} \in \{1, 2\}$ and suitable $z_{\ell}$ that depend on $t$ and $k$ as described in chapter 4.

### 6.5 Cost of our Quantum Algorithm

In quantum phase estimation, since $b = \lceil \log_2 h^{-1} \rceil$, we have

$$
|E_{h,1} - 4\pi dj 2^{-b}| \leq c_2 dh.
$$

(6.7)

Combining (6.4) and (6.7) we conclude that

$$
|E_1 - 4\pi dj 2^{-b}| \leq c_1 d\varepsilon + c_2 d\varepsilon = cd\varepsilon.
$$

(6.8)

This estimate holds with probability at least $8/\pi^2$ [23] assuming that

- The initial state of the algorithm is $|0\rangle \otimes |z_{h,1}\rangle$, where $|z_{h,1}\rangle$ is the eigenvector of $M_h$ that corresponds to $E_{h,1}$.

- We are given the matrix exponentials $W^{2t}$, $t = 0, \ldots, b - 1$.

In our case, however, we do not know $|z_{h,1}\rangle$ and we use an approximation $|\psi_1\rangle \otimes d$. Similarly, we use approximations of the $W^{2t}$, for $t = 0, \ldots, b - 1$, to simulate the evolution of the quantum system that evolves with Hamiltonian $H = M_h/(2d)$. We will compute the cost to implement these approximations so that (6.8) holds. All these approximations affect the estimate $8/\pi^2$ of the success probability of phase estimation, but only by a small amount.
In our algorithm, the initial state \( |0\rangle^b |\psi_1\rangle^d \) is prepared by quantum cosine transform. Since \( h \) is proportional to \( \varepsilon \), the matrix \( M_h \) has size \( m^d \times m^d \), with \( m = \Theta(\varepsilon^{-1}) \). Therefore, \( |\psi_1\rangle^d \in \mathbb{C}^{m^d} \) and can be represented using \( \log_2 m^d = O(d \log_2 \varepsilon^{-1}) \) qubits and can be implemented with \( d \cdot O(\log_2 \varepsilon^{-1}) \) quantum operations [69; 117]. We point out that here and elsewhere the implied constants in the big-O and \( \Theta \) notation are independent of \( d \) and \( \varepsilon \).

Expanding \( |\psi_1\rangle^d \) using the eigenvectors of \( M_h \) we have

\[
|\psi_1\rangle^d = \sum_{k=1}^{m^d} d_k |z_{h,k}\rangle.
\]

The approximate initial state reduces the success probability of phase estimation by a factor equal to the square of the magnitude of the projection of \( |\psi_1\rangle^d \) onto \( |z_{h,1}\rangle \), to become \( 8|d_1|^2/\pi^2 \); see, e.g., [2; 62].

We will see that \( |d_1|^2 > \pi^2/10 \). Indeed, we estimate \( |d_1| \) using the approach in [119], which is based on the separation of the eigenvalues of \( M_h \). In particular, we have

\[
1 \geq (E_{h,2} - E_{h,1})^2 (1 - |d_1|^2),
\]

where \( E_{h,1} \) and \( E_{h,2} \) are the smallest and second smallest eigenvalues of \( M_h \). We estimate \( E_{h,2} - E_{h,1} \) from below using the two smallest eigenvalues of \( -\Delta_h \) to obtain

\[
E_{h,2} - E_{h,1} \geq 2h^{-2}(\sin^2(\pi h) - \sin^2(\pi h/2)) - 1.
\]

This yields that the success probability of phase estimation with the approximate ground state eigenvector is at least

\[
\frac{8}{\pi^2} \left( 1 - \frac{1}{(2h^{-2}(\sin^2(\pi h) - \sin^2(\pi h/2)) - 1)^2} \right) > \frac{4}{5}, \tag{6.9}
\]

since \( h \leq 1/4 \).

Now let us turn to the cost of approximating the matrix exponentials by Hamiltonian simulation. From Chapter 4, the number of exponentials needed to approximate \( W^{2^t} \) by a splitting formula of order \( 2k + 1 \) with error \( \varepsilon_t \), where \( t = 0, \ldots, b - 1 \), is

\[
N_t \leq 16e\|H_1\|2^t \left( \frac{25}{3} \right)^{k-1} \left( \frac{8e^{2^t\|H_2\|}}{\varepsilon_t} \right)^{1/(2k)}.
\]
for any \( k \geq 1 \). The total number of exponentials required for the approximation of all the \( W^{2^t} \) is bounded from above by

\[
N = \sum_{t=0}^{b-1} N_t \leq 16e\|H_1\| \left(\frac{25}{3}\right)^{k-1} (8e\|H_2\|)^{1/(2k)}
\times \sum_{t=0}^{b-1} 2^t \left(\frac{2^t}{\varepsilon_t}\right)^{1/(2k)}
\leq 16e\|H_1\| 2^b \left(\frac{25}{3}\right)^{k-1} (160e 2^b\|H_2\|)^{1/(2k)},
\]

where we obtained the last inequality by setting

\[
\varepsilon_t = \frac{2^{t+1-b}}{40},
\]

for \( t = 0, \ldots, b - 1 \). It is easy to check that \( \sum_{t=0}^{b-1} \varepsilon_t \leq 1/20 \). Thus the success probability of phase estimation can be reduced by twice this amount [80]. Using (6.9) we conclude our algorithm succeeds with probability at least

\[
\frac{8}{\pi^2} \left(1 - \frac{1}{(3\pi^2 - 2)^2}\right) - \frac{1}{10} \geq \frac{2}{3}.
\]

Since \( \|H_1\| \leq 4dh^{-2}/(4d) \leq \varepsilon^{-2} \) and \( \|H_2\| \leq 1/(2d) \), the number \( N \) of exponentials of \( H_1 \) and \( H_2 \) that the algorithm uses satisfies

\[
N \leq 16e \left(\frac{80e}{d}\right)^{1/(2k)} \left(\frac{25}{3}\right)^{k-1} \varepsilon^{-2} 2^{b(1+1/(2k))}.
\]

Since we have chosen \( 2^b = \Theta(1/\varepsilon) \) we obtain

\[
N \leq \tilde{C} \left(\frac{80e}{d}\right)^{1/(2k)} \left(\frac{25}{3}\right)^{k-1} 2^{-(3+1/2k)},
\]

for any \( k > 0 \), where \( \tilde{C} \) is a constant.

The optimal \( k^* \), i.e., the one minimizing the upper bound for \( N \) in (6.10), is obtained in Chapter 4 and is given by

\[
k^* = \sqrt{\frac{1}{2} \log_{25/3} \frac{80e}{d}} = O\left(\sqrt{\frac{1}{d\varepsilon}}\right) \quad \text{as } d\varepsilon \to 0,
\]

The number of exponentials corresponding to \( k^* \) satisfies

\[
N^* = O\left(\varepsilon^{-3} e^{\sqrt{\ln 1/d\varepsilon}}\right) \quad \text{as } d\varepsilon \to 0.
\]
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We remark that of the $N^*$ matrix exponentials half involve $H_1$ and the other half involve $H_2$; see the detailed definition of the high order splitting formula in chapter 4. Since each exponential involving $H_2$ requires two queries the total number of queries is also $O \left( \varepsilon^{-3}e^{\sqrt{\ln 1/\varepsilon}} \right)$.

Hence the number of quantum operations, excluding queries, to implement the initial state, the matrix exponentials involving $H_1$ and the inverse Fourier transform yielding the final state of phase estimation is

$$N^* \cdot O(d \log^2 \varepsilon^{-1}).$$  \hspace{1cm} (6.12)

For the computational complexity, the depth of the quantum circuit realizing the algorithm grows as $N^*$ which is given in (6.11). Clearly, $\varepsilon^{-3}e^{\sqrt{\ln 1/\varepsilon}} \leq \varepsilon^{-3}e^{\sqrt{\ln 1/\varepsilon}}$, for any $d$. Thus $N^*$ is bounded from above by a quantity independent of $d$. Recall that $N^*$ is the total number of matrix exponentials the algorithm uses. Half of these exponentials involve the discretized Laplacian $\Delta_h$ and the other half involve the discretized potential $V_h$.

Each of the matrix exponentials involving $\Delta_h$ in $d$ dimensions is implemented efficiently with cost proportional to $d \log^2 \varepsilon^{-1}$ using the quantum Fourier transform. Hence the cost of all matrix exponentials involving $\Delta_h$ is linear in $d$.

For the matrix exponentials involving $V_h$, each can be implemented with two quantum queries. The cost of each query is constant. Hence the cost of all matrix exponentials involving $V_h$ is $2N^*$ times the cost of a quantum query.

Equations (6.10), (6.11) and (6.12) yield that the total cost of the algorithm, including the number of queries and the number of all other quantum operations, is

$$Cd\varepsilon^{-(3+\delta)},$$

where $\delta > 0$ is arbitrarily small and $C$ is a constant.

Summarizing our results we see that both the number of qubits and the cost depend linearly on $d$. The algorithm uses phase estimation to approximate an eigenvalue of a matrix whose size is proportional to $\varepsilon^{-d} \times \varepsilon^{-d}$. The number of coordinates in the corresponding eigenvector is proportional to $\varepsilon^{-d}$, and is therefore represented using a number of qubits proportional to $d \log_2 \varepsilon^{-1}$.

Therefore, we obtain the following theorem.
Theorem 9. Phase estimation with an approximate initial state and approximate powers of $W$ with probability at least $\frac{2}{3}$ yields an estimate of $E_1$ with relative error $\varepsilon$ and total cost $Cd\varepsilon^{-(3+\delta)}$

for any $\delta > 0$, using $C'd\log\varepsilon^{-1}$ qubits, where $C$ and $C'$ are constants.

This cost analysis reveals that the computational effort spent on solving the ground state eigenvalue problem unobscured by the cost of evaluating $V$ (i.e., the the cost of a quantum query). It is not limited in any way, since for any particular choice of $V$ when the actual cost of a query is known, it suffices to multiply it by the number of queries and add the product to (6.12) to obtain an aggregate cost estimate.

For multiparticle systems studied in physics and chemistry the number of dimensions $d$ is directly proportional to the number of particles $p$. For instance, $p$ particles in three dimensions yield $d = 3p$. Thus the number of qubits and the cost of the algorithm depends linearly on $p$. Nevertheless, we should point out that since $d \ll \varepsilon^{-1}$ in the interesting cases, precision plays the key role in the cost of approximating the ground state energy on a quantum computer.

### 6.6 Future Work

In this chapter, we have provided a quantum algorithm to estimate the ground state energy of a time-independent Hamiltonian corresponding to a multiparticle system. We assume that the potential $V$ and its first order partial derivatives $\partial V/\partial x_j$, $j = 1, \ldots, d$, are continuous and uniformly bounded by 1. In our case we are able to efficiently obtain a rough but very useful approximation of the ground state eigenvector. Consequently, the cost of implementing and simulating the evolution of the Hamiltonian for the amount of time prescribed by the accuracy demand is polynomial in $d$ and $\varepsilon$, which determines that we can approximate the ground state eigenvalue efficiently.

Observe that, an arbitrary potential ground state estimation problem is a QMA (Quantum Merlin Arthur)-complete problem [67], which is the quantum analog of the complexity class NP-complete problem or the probabilistic complexity class MA (Merlin Arthur)-complete problem [114].
On the other hand, there is still room for us to improve our algorithm. In the current version, the algorithm prepares the initial quantum state by $|0\rangle^{\otimes b}|\psi_1\rangle^{\otimes d}$, where $|\psi_1\rangle^{\otimes d}$ is the ground state eigenvector of $-\Delta_h$. It is possible to further reduce the cost of the initial state using the algorithm in [62] but we do not pursue this alternative in this chapter since the analysis of the algorithm becomes more involved. Another potential alternative is to prepare the initial state by adiabatic evolution introduced in Section 1.5. It is an interesting open problem to find the range of potentials in which quantum computers can substantially speedup the ground state eigenvalue problem relative to classical computers.

Moreover, in our algorithm the approximation of the matrix exponentials is simulated by high-order splitting methods. Quantum walk is an alternative way to simulate the evolution Hamiltonians, and in certain cases, the number of exponentials in the algorithm grows linearly with the Hamiltonian norm and the evolution time. It is an open question whether we can improve our algorithm by using the techniques of quantum walk.
Chapter 7

Conclusion and Future work

7.1 Conclusion

In this thesis, we studied five problems, including counting problem, quantum PAC learning, deterministic Hamiltonian simulation, randomized Hamiltonian simulation and ground state energy estimation.

Chapter 2 is about an application of adiabatic quantum algorithms to the counting problem. Adiabatic computation is a model of quantum computation different from the quantum circuit model. It applies adiabatic evolutions to find the solution of problems. We designed an adiabatic algorithm based on geometric phases to approximate the proportion of the marked items in a given database. The geometric phases depend only on the path of the evolution, not on how fast the path is traversed. Hence, the computation is robust to decoherence and resilient to certain kinds of noise. Since the counting problem is the foundation of many other numerical problems, such as high-dimensional integration and path integration, our adiabatic algorithms can be directly generalized to these kinds of problems.

Chapter 3 is about the query complexity of the quantum PAC learning model. For a concept class with $d$-VC dimension, we provide lower bound for query complexity, which is $\Omega(\varepsilon^{-1}(d^{1-\eta} + \log(1/\delta)))$, where $\varepsilon$ is the required error bound, $\delta$ is the maximal failure possibility and $\eta$ can be an arbitrarily small positive number. Since the best lower bound known in classical PAC learning model is $\Omega(\varepsilon^{-1}(d + \log(1/\delta)))$, we have almost optimally
Chapter 4 is about Hamiltonian simulation, i.e., simulating the evolution of a quantum system under a given Hamiltonian. We focus on high-order splitting methods. For a given Hamiltonian $H$, where $H = \sum_{j=1}^{m} H_j$, we simulate the unitary operator $e^{-iHt}$ by a product of exponentials of $H_j$. The efficiency of the simulation is measured by the number of exponentials. By providing an upper bound for the efficiency which depends explicitly on the second largest norm of the Hamiltonians comprising $H$, we significantly improved the previously known conclusions. We also point out that the optimal order of the splitting methods is decided by the second largest norm rather than the largest norm of the Hamiltonians.

In Chapter 5 we proposed the randomized model of Hamiltonian simulation. In a randomized algorithm, the evolution of Hamiltonian $H = \sum_{j=1}^{m} H_j$ is simulated by a product of exponentials of $H_j$ in a random sequence and random evolution times. Hence the final state of the system is approximated by a mixed quantum state. In classical computation, the error is measured by different standards in deterministic algorithms and randomized algorithms. However, in Hamiltonian simulation the error is measured by the trace distance of the output quantum state and the desired state, in both deterministic algorithms and randomized algorithms. We provide an upper bound for the error in randomized algorithms, and then showed some randomized algorithms which have the same efficiency as certain deterministic algorithms but which are simpler to implement.

In Chapter 6 we showed an application of Hamiltonian simulation to the estimation of the ground state energy of a multiparticle system, which is also known as the multivariate Sturm-Liouville eigenvalue problem. The problem suffers from the curse of dimensionality in classical computation. We exhibited a quantum algorithm that achieves relative error $\varepsilon$ using $O(d \log \varepsilon^{-1})$ qubits with total cost (number of quantum queries and other quantum operations) $O(d \varepsilon^{-(3+\delta)})$, where $\delta > 0$ is arbitrarily small. Thus, the number of qubits and the total cost are linear in the number of particles. The quantum algorithm is based on quantum phase estimation, and we use Hamiltonian simulation to implement the queries needed in phase estimation.
7.2 Future work

In Chapter 4, we studied splitting methods in Hamiltonian simulation and provided upper bounds for the number of exponentials. Our research focus is on the case where the Hamiltonian is time-independent. It would be an interesting research direction to generalize our results to the case where the Hamiltonian varies during the evolution time. In Chapter 4, we considered the problem of simulating the evolution of a Hamiltonian \( H = \sum_{j=1}^{m} H_j \) with the exponentials of \( H_j \), for \( j = 1, \ldots, m \). But we didn’t study how to decompose any given Hamiltonian \( H \) to the Hamiltonians which can be implemented efficiently. In [17], the author provide a method to decompose a sparse Hamiltonian to the sum of local Hamiltonians. However, for some Hamiltonians, it is not efficient to decompose it to local Hamiltonians. For instance, in Chapter 6, the Hamiltonian is decomposed as the sum of the Laplacian operator and a diagonal Hamiltonian, which improves the efficiency significantly compared to decomposing it to local Hamiltonians. Hence, an important problem in Hamiltonian simulation is to consider how to decompose a given Hamiltonian to make the simulation more efficient by applying the intrinsic characteristic of the Hamiltonian.

In Chapter 5, we proposed the model for randomized algorithms in Hamiltonian simulation. We provide some randomized algorithms to show the potential superiority of this new model. There are deterministic algorithms that can simulate the evolution of a Hamiltonian with \( O(t^{1+1/k} \varepsilon^{-1/k}) \) exponentials, where \( k \) can be any small positive integer. However the implementation of this algorithm has two drawbacks: First, almost all of the factors in the algorithm are irrational. Second, there exists a huge constant term in the big-\( O \), which is exponential in \( k \). The huge constant arises from the number of exponentials used in each stage, which is \( \Theta(5^k) \). We provide a randomized algorithm, which uses only rational factors to achieve \( O(\Delta t^4) \) error bound in each stage, while all previous known deterministic algorithms must use irrational factors. Moreover, in each stage the algorithm uses only fewer exponentials than any deterministic algorithm with the same efficiency. Hence, an interesting problem is to determine whether we can derive randomized algorithms, which achieve \( O(\Delta t^k) \) error bound in each stage, use fewer exponentials in each stage, and keep all the factors rational, for any \( k > 0 \).

In Chapter 6, we provided a quantum algorithm to estimate the ground state energy of
a time-independent Hamiltonian corresponding to a multiparticle system. We assume that the potential $V$ and its first order partial derivatives $\partial V/\partial x_j, j = 1, \cdots, d$, are continuous and uniformly bounded by 1. It is known that for certain potentials, the ground state energy estimation problem is a QMA(Quantum Merlin Arthur)-complete problem [67]. It is an interesting open problem to find the range of potentials for which quantum computers can substantially speedup the ground state energy problem relative to classical computers. Of particular interest is the Coulomb potential, which plays a key role in many scientific applications. Moreover, we consider the ground state energy for a multiparticle system where the masses of the particles are the same. A natural generalization is to estimate the ground state energy of the multiparticle system where the particles have different masses.
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Appendix A

Appendix of Adiabatic Counting

In this Appendix, we show the details of how to derive the quantum state under the Hamiltonian $H(\theta) = H(\omega t)$. The quantum system is initially in a state $|\psi\rangle = (\sqrt{\beta}, \sqrt{\alpha})$, and then evolves under the Hamiltonian

$$H(\theta) = \begin{pmatrix}
\alpha & -\sqrt{\alpha \beta} e^{i\theta} \\
-\sqrt{\alpha \beta} e^{-i\theta} & \beta
\end{pmatrix}.$$ (A.1)

Let $|\varphi(t)\rangle$ be the $t$-time quantum state in the system. Then the Schrödinger equation (1.2) turns out to be,

$$i \frac{d}{dt} |\varphi\rangle = H |\varphi\rangle = \begin{pmatrix}
\alpha & -\sqrt{\alpha \beta} e^{i\omega t} \\
-\sqrt{\alpha \beta} e^{-i\omega t} & \beta
\end{pmatrix} |\varphi\rangle.$$ (A.2)

Let $|\varphi\rangle = \begin{pmatrix} x \\ y \end{pmatrix}$, then

$$i \frac{d}{dt} x = \alpha x - \sqrt{\alpha \beta} e^{i\omega t} y,$$ (A.3)

$$i \frac{d}{dt} y = -\sqrt{\alpha \beta} e^{-i\omega t} x + \beta y.$$ (A.4)

From (A.3), we have

$$y = \sqrt{\frac{\alpha}{\beta}} e^{-i\omega t} x - i \frac{1}{\sqrt{\alpha \beta}} e^{-i\omega t} \frac{dx}{dt},$$

$$\frac{dy}{dt} = \frac{1}{\sqrt{\alpha \beta}} e^{-i\omega t} \left(-i \alpha \omega x + (\alpha - \omega) \frac{dx}{dt} - i \frac{d^2 x}{dt^2} \right).$$ (A.5)
Substituting (A.5) into (A.4), we obtain
\[ \frac{d^2 x}{dt^2} + i(1 - \omega) \frac{dx}{dt} + \alpha \omega x = 0. \] (A.6)

Similarly, we can derive
\[ \frac{d^2 y}{dt^2} + i(1 + \omega) \frac{dy}{dt} - \beta \omega y = 0. \] (A.7)

The roots of (A.6) and (A.7) are 
\[ -\frac{1}{2}i \pm i \omega_{1,2}, \] separately, where
\[ \omega_{1,2} = \frac{\omega \pm \sqrt{(1 - \omega)^2 + 4\alpha \omega}}{2}. \] (A.8)

Then
\[ x = e^{-\frac{i}{2}t} (A e^{i\omega t} + B e^{i\omega t}), \] (A.9)
\[ y = e^{-\frac{i}{2}t} (C e^{-i\omega t} + D e^{-i\omega t}). \]

From the initial state \( |\psi\rangle = \sqrt{\beta} |\hat{0}\rangle + \sqrt{\alpha} |\hat{1}\rangle \), we have
\[ A + B = \sqrt{\beta} ; C + D = \sqrt{\alpha}. \] (A.10)

Substituting Eq.(A.9) into Eq.(A.3), it can be derived that
\[ \frac{D}{A} = -\frac{B}{C} = \lambda = \frac{2\sqrt{\alpha \beta}}{(\beta - \alpha - \omega) + \sqrt{(1 - \omega)^2 + 4\alpha \omega}}. \] (A.11)

Then we attain that
\[ A = \frac{\lambda \sqrt{\alpha} + \sqrt{\beta}}{1 + \lambda^2}, \quad B = \lambda \sqrt{\beta} - \lambda \sqrt{\alpha} \frac{1 + \lambda^2}{(1 - \omega)^2 + 4\alpha \omega + (\beta - \alpha - \omega) E} \sqrt{\beta}, \] (A.12)
\[ C = \sqrt{\alpha} - \lambda \sqrt{\beta} \frac{1 + \lambda^2}{1 + \lambda^2}, \quad D = \lambda \sqrt{\alpha} + \sqrt{\beta} \frac{1 + \lambda^2}{(1 - \omega)^2 + 4\alpha \omega + (\beta - \alpha - \omega) E} \sqrt{\alpha}, \]

where \( E = \sqrt{(1 - \omega)^2 + 4\alpha \omega} \). On the other hand, denote the quantum state evolving under the Hamiltonian \( H(-\theta) = H(-\omega t) \) by \( |\varphi'(t)\rangle \), and it can be derived from \( |\varphi\rangle \) by exchanging all \( \omega \) by \( -\omega \).

Then, the final state of the \( j \)-th evolution is
\[ |\psi_j(T)\rangle = \frac{1}{\sqrt{2}} (|0\rangle |\varphi(T)\rangle + |1\rangle |\varphi'(T)\rangle), \] (A.13)
where \( T = 2^j \pi / \omega \), for \( j = 1, \cdots, m \). Let \( |\varphi_\perp\rangle \) be a state in the span space of \( |\hat{0}\rangle \) and \( |\hat{1}\rangle \), that is orthogonal to \( |\varphi\rangle \). From (A.13), we find that

\[
|\psi_j(T)\rangle = \frac{1}{\sqrt{2}}(|0\rangle + \langle \varphi(T)|\varphi'(T)|1\rangle)|\varphi\rangle + \frac{1}{\sqrt{2}}(\varphi_\perp(T)|\varphi'(T)|1\rangle)|\varphi_\perp(T)\rangle.
\]  

(A.14)

Hence, with probability

\[
p_s = \frac{1 + |\langle \varphi(T)|\varphi'(T)\rangle|^2}{2},
\]

(A.15)

the relative phase will be the argument of \( \langle \varphi(T)|\varphi'(T)\rangle \). We know that

\[
\langle \varphi(T)|\varphi'(T)\rangle = (AA' + DD')e^{i\mu_1} + (BB' + CC')e^{-i\mu_1} + (AB' + C'D)e^{i\mu_2} + (A'B + CD')e^{-i\mu_2},
\]

(A.16)

where \( A', B', C', D' \) are derived from \( A, B, C, D \) by exchanging \( \omega \) by \(-\omega\), and

\[
\mu_1 = \frac{1}{2}(\sqrt{(1-\omega)^2 + 4\alpha \omega} - \sqrt{(1+\omega)^2 - 4\alpha \omega})T,
\]

\[
\mu_2 = \frac{1}{2}(\sqrt{(1-\omega)^2 + 4\alpha \omega} + \sqrt{(1+\omega)^2 - 4\alpha \omega})T
\]

(A.17)

From the assumption \( \omega \ll 1 \), the relative phase can be estimated by \( \langle \varphi(T)|\varphi'(T)\rangle \), from \( AA' + DD', BB' + CC', AB' + C'D \) and \( A'B + CD' \). Since the four terms above share the same denominator, we can first calculate the denominator \( F \), then calculate their numerators separately. The denominator is

\[
F = \left( (1 - \omega)^2 + 4\alpha \omega + (1 - 2\alpha - \omega)\sqrt{(1-\omega)^2 + 4\alpha \omega} \right)
\cdot \left( (1 + \omega)^2 - 4\alpha \omega + (1 - 2\alpha + \omega)\sqrt{(1+\omega)^2 - 4\alpha \omega} \right)
\]

\[
= ((1 - \omega)^2 + 4\alpha \omega) \cdot ((1 + \omega)^2 - 4\alpha \omega)
\]

\[
+ ((1 + \omega)^2 - 4\alpha \omega)(1 - 2\alpha - \omega)(1 - (1 - 2\alpha)\omega + 2\alpha \beta \omega^2)
\]

\[
+ ((1 - \omega)^2 + 4\alpha \omega)(1 - 2\alpha + \omega)(1 + (1 - 2\alpha)\omega + 2\alpha \beta \omega^2)
\]

\[
+ ((1 - 2\alpha)^2 - \omega^2)(1 - (1 - 2\alpha)\omega + 2\alpha \beta \omega^2)(1 + (1 - 2\alpha)\omega + 2\alpha \beta \omega^2) + O(\omega^3)
\]

\[
= 1 - 2(1 - 8\alpha \beta)\omega^2 + 2(1 - 2\alpha)(1 - 2(1 - 5\alpha \beta)\omega^2)
\]

\[
+ (1 - 2\alpha)^2 - \omega^2 - (1 - 2\alpha)^2(1 - 8\alpha \beta)\omega^2 + O(\omega^3)
\]

\[
= 4\beta^2(1 - 2\beta(1 - 4\alpha)\omega^2) + O(\omega^3).
\]

(A.18)
Then

$$\begin{align*}
(AA' + DD')F \\
= & \beta \left( (1 - \omega)^2 - \alpha(1 - 3\omega) + (1 - \alpha - \omega)\sqrt{(1 - \omega)^2 + 4\alpha\omega} \right) \\
& \cdot \left( (1 + \omega)^2 - \alpha(1 + 3\omega) + (1 - \alpha + \omega)\sqrt{(1 + \omega)^2 - 4\alpha\omega} \right) \\
& + \alpha\beta^2 \left( (1 - \omega) + \sqrt{(1 - \omega)^2 + 4\omega} \right) \cdot \left( (1 + \omega) + \sqrt{(1 + \omega)^2 - 4\alpha\omega} \right) \\
= & \beta \left( (1 - \omega)^2 - 2\alpha(1 - 5\omega^2) + \alpha^2(1 - 9\omega^2) + \alpha\beta(1 - \omega^2) \right) \\
& + \beta \left( \beta + (\beta(2\beta - 1)\omega - (2\alpha - 1)\omega^2) (1 - (1 - 2\alpha)\omega + 2\alpha\beta\omega^2) \right) \\
& + \beta \left( \beta - (\beta(2\beta - 1)\omega + (2\alpha - 1)\omega^2) (1 + (1 - 2\alpha)\omega + 2\alpha\beta\omega^2) \right) \\
& + \beta(\beta - \omega^2)(2\alpha - 1)\omega^2(1 - (1 - 2\alpha)\omega + 2\alpha\beta\omega^2)(1 + (1 - 2\alpha)\omega + 2\alpha\beta\omega^2) + O(\omega^3) \\
= & 4\beta^2(1 - \beta(2 - 5\alpha)\omega^2) + O(\omega^3). \\
\end{align*}$$

Hence,

$$\begin{align*}
AA' + DD' = \frac{4\beta^2(1 - \beta(2 - 5\alpha)\omega^2) + O(\omega^3)}{4\beta^2(1 - 2\beta(1 - 4\alpha)\omega^2) + O(\omega^3)} = 1 - 3\alpha\beta\omega^2 + O(\omega^3). \\
\end{align*}$$

$$\begin{align*}
(BB' + CC')F\\
= & \alpha^2 \beta(1 + \omega - \sqrt{(1 - \omega)^2 + 4\alpha\omega})(1 - \omega - \sqrt{(1 + \omega)^2 - 4\alpha\omega}) \\
& + \alpha \left( (1 + \omega)^2 - \beta(1 + 3\omega) - (\alpha + \omega)\sqrt{(1 - \omega)^2 + 4\alpha\omega} \right) \\
& \cdot \left( (1 - \omega)^2 - \beta(1 - 3\omega) - (\alpha - \omega)\sqrt{(1 + \omega)^2 - 4\alpha\omega} \right) \\
= & \alpha (\alpha + (9\alpha\beta + \beta^2 - 2)\omega^2) \\
& + (\alpha + (1 - 2\alpha)\alpha\omega + (1 - 2\alpha)\omega^2)(1 - (1 - 2\alpha)\omega + 2\alpha\beta\omega^2) \\
& + (\alpha - (1 - 2\alpha)\alpha\omega + (1 - 2\alpha)\omega^2)(1 + (1 - 2\alpha)\omega + 2\alpha\beta\omega^2) \\
& + \alpha(\alpha - \omega^2)(1 - (1 - 2\alpha)\omega + 2\alpha\beta\omega^2)(1 + (1 - 2\alpha)\omega + 2\alpha\beta\omega^2) + O(\omega^3) \\
= & -4\alpha\beta^3 + O(\omega^3). \\
\end{align*}$$

Hence,

$$\begin{align*}
BB' + CC' = \frac{-4\alpha\beta^3 + O(\omega^3)}{4\beta^2(1 - 2\beta(1 - 4\alpha)\omega^2) + O(\omega^3)} = -\alpha\beta\omega^2 + O(\omega^3). \\
\end{align*}$$
Moreover,

\[(AB' + C'D)F\]

\[= \alpha \beta \left( (1 - \omega)^2 - \alpha (1 - 3 \omega) + (\beta - \omega) \sqrt{(1 - \omega)^2 + 4\alpha \omega} \right) \cdot \left( 1 - \omega - \sqrt{1 - \omega^2 - 4\alpha \omega} \right)

+ \alpha \beta \left( (1 - \omega)^2 - \beta (1 - 3 \omega) + (\alpha - \omega) \sqrt{1 + \omega^2 - 4\alpha \omega} \right) \cdot \left( 1 - \omega + \sqrt{1 - \omega^2 + 4\alpha \omega} \right)

= \alpha \beta (1 - \omega)(1 - \omega + 2\omega^2)

+ \alpha \beta (1 - (3 - 2\beta)\omega + 2\omega^2)(1 - (1 - 2\alpha)\omega + 2\alpha \beta \omega^2)

- \alpha \beta (1 + (3 - 2\beta)\omega + 2\omega^2)(1 + (1 - 2\alpha)\omega + 2\alpha \beta \omega^2)

- (1 - 2\omega)(1 - (1 - 2\alpha)\omega + 2\alpha \beta \omega^2) \cdot (1 + (1 - 2\alpha)\omega + 2\alpha \beta \omega^2) + O(\omega^3)

= 8\alpha \beta^3 \omega^3 + O(\omega^3). \tag{A.23}\]

Hence,

\[AB' + C'D = \frac{8\alpha \beta^3 \omega^3 + O(\omega^3)}{4\beta^2 (1 - 2\beta (1 - 4\alpha \omega^2)) + O(\omega^3)} = 2\alpha \beta \omega^2 + O(\omega^3). \tag{A.24}\]

Since \(A'B + CD' = (AB' + C'D)'),

\[A'B + CD' = 2\alpha \beta \omega^2 + O(\omega^3). \tag{A.25}\]

Hence,

\[\langle \varphi(T)|\varphi'(T) \rangle = (1 - 3\alpha \beta \omega^2)e^{i\mu_1} - \alpha \beta \omega^2 e^{-i\mu_1}

+ 4\alpha \beta \omega^2 \cos(\mu_2) + O(\omega^3). \tag{A.26}\]

So

\[p_s = \frac{1 + |\langle \varphi(T)|\varphi'(T) \rangle|^2}{2} \geq 1 - 8\alpha \beta \omega^2, \tag{A.27}\]

and

\[|\arg(\langle \varphi(T)|\varphi'(T) \rangle) - \mu_1| \leq 8\alpha \beta \omega^2. \tag{A.28}\]

\[T = O \left( \frac{1}{\epsilon} \right)^{3/2} \] \(\tag{A.29}\)
Appendix B

Appendix of Hamiltonian Simulation

Proof of Lemma 6. Unwinding the recurrence for $S_{2k}$ we see that
\[
S_{2k}(\mathcal{H}_1, \ldots, \mathcal{H}_m, \Delta t) = \prod_{\ell=1}^{K} S_2((\mathcal{H}_1, \ldots, \mathcal{H}_m, z_{\ell} \Delta t) = \prod_{\ell=1}^{K} \left[ \prod_{j=1}^{m} e^{-i\mathcal{H}_j z_{\ell} \Delta t/2} \prod_{j=m}^{1} e^{-i\mathcal{H}_j z_{\ell} \Delta t/2} \right],
\]
where $K = 5^{k-1}$ and each $z_{\ell}$ is defined according to the recursive scheme, $\ell = 1, \ldots, K$. For the details, see the part of the text that follows (4.3). The bound (4.4), namely,
\[
|z_{\ell}| \leq \frac{4k}{3^k}
\]
for all $\ell = 1, \ldots, K$,
holds independently of $m$, because it depends on the $k - 1$st levels of the recursion tree and not on the leaf, $S_2((\mathcal{H}_1, \ldots, \mathcal{H}_m, z_{\ell} \Delta t)$, which ends the path corresponding to $\ell$.

In the expression of $S_2((\mathcal{H}_1, \ldots, \mathcal{H}_m, z_{\ell} \Delta t)$ the sum of the magnitudes of the factors multiplying the Hamiltonians in the exponents is $m|z_{\ell}| \cdot |\Delta t|$, for all $\ell = 1, \ldots, K$. Thus in the expression of $S_{2k}$ above, the sum of the magnitudes of all factors multiplying the Hamiltonians in the exponents is
\[
\sum_{\ell=1}^{K} (m|z_{\ell}| \cdot |\Delta t|) \leq 5^{k-1} m \frac{4k}{3^k} |\Delta t|.
\]

Define
\[
d_k := m \frac{4}{3} k \left( \frac{5}{3} \right)^{k-1} \quad k \geq 1. \tag{B.1}
\]
Equivalently, one can view the expression for $S_{2k}$ above as a product of exponentials of the form $e^{i H_j r_{j,n} \Delta t}$, where $\sum_{n=1}^{N_j} r_{j,n} = 1$, $j = 1, \cdots, m$, and $N_j$ is the number of occurrences of $H_j$ in $S_{2k}$. Recall that for $m = 2$ we used $s_n$ to denote $r_{1,n}$ and $z_n$ to denote $r_{2,n}$. With this notation and using (B.1) we have

$$\sum_{j,n} |r_{j,n}| \leq d_k. \quad (B.2)$$

(Recall the derivation of (4.6).)

Expanding the factors of $S_{2k}$ in a power series individually, and then carrying out the multiplications amongst them, we conclude that $S_{2k}$ is given by an infinite sum whose terms have the form

$$\prod_{(j,n)} \frac{1}{\gamma_{j,n}} H_j^{\gamma_{j,n}} [-i r_{j,n} \Delta t]^{\gamma_{j,n}}. \quad (B.3)$$

The factors of these products are specified by the Hamiltonians $H_j$ and the order of their occurrences after unwinding the recurrence for $S_{2k}$, where $j = 1, \cdots, m$ and $\gamma_{j,n} = 0, 1, 2, \cdots$, for all $n = 1, \cdots, N_j$.

Consider the terms that contain only $H_1$ and, therefore, have $\gamma_{j,n} = 0$, for $n = 1, \cdots, N_j$ and $j = 2, \cdots, m$. The sum of these terms is

$$\sum_{\gamma_{j,n}=0 \text{ for } j \neq 1 (j,n)} \prod_{(j,n)} \frac{1}{\gamma_{j,n}} H_j^{\gamma_{j,n}} [-i r_{j,n} \Delta t]^{\gamma_{j,n}} = \sum_{\gamma_{1,n}=0}^{\infty} \prod_{(1,n)} \frac{1}{\gamma_{1,n}} H_1^{\gamma_{1,n}} [-i r_{1,n} \Delta t]^{\gamma_{1,n}} = \prod_{n=1}^{N_1} e^{-i H_1 r_{1,n} \Delta t} = e^{-i \sum_{n=1}^{N_1} H_1 r_{1,n} \Delta t} = e^{-i H_1 \Delta t}. \quad (B.4)$$

On the other hand,

$$e^{-i \sum_{j=1}^{m} H_j \Delta t} = I + \left( -i \sum_{j=1}^{m} H_j \Delta t \right) + \cdots + \frac{1}{k!} \left( -i \sum_{j=1}^{m} H_j \Delta t \right)^k + \cdots, \quad (B.5)$$

and the terms that contain only $H_1$ have the sum

$$\sum_{k=0}^{\infty} \frac{1}{k!} H_1^k (-i \Delta t)^k = e^{-i H_1 \Delta t}. \quad (B.6)$$
Let us now consider the error bound in (4.25). The sum of the terms with only $H_1$ in $S_{2k+1}$ and $\exp(\sum_{j=1}^{m} H_j \Delta t)$ is the same and cancels out when we subtract one from the other. Moreover, in $\exp(-i \sum_{j=1}^{m} H_j \Delta t) - S_{2k}(\Delta t)$ we know that the terms of order up to $2k$ also cancel out, see (4.25). From this we conclude that the error is proportional to $\|H_2\| |\Delta t|^{2k+1}$.

Consider

$$\exp(-i(H_1 + \cdots + H_m) \Delta t) - S_{2k}(H_1, \ldots, H_m, \Delta t) = \sum_{l=2k+1}^{\infty} [R_l(\Delta t) - T_l(\Delta t)], \quad (B.7)$$

where $R_l(\Delta t)$ is the sum of all terms in $\exp(-i(H_1 + \cdots + H_m) \Delta t)$ corresponding to $\Delta t^l$ and $T_l(\Delta t)$ is the sum of all terms in $S_{2k}$ corresponding to $\Delta t^l$. We can ignore the terms in $T_l(\Delta t)$ and $R_l(\Delta t)$ that contain only $H_1$ (and not $H_2$) as a factor.

Then

$$\|R_l(\Delta t)\| = \left\| \frac{1}{l!} \left( \sum_{j=1}^{m} H_j \Delta t \right)^l - \frac{1}{l!} H_1^l \Delta t^l \right\| \leq \frac{m^l}{l!} \|H_2\| |\Delta t|^l, \quad (B.8)$$

because there are $m^l - 1$ terms in $R_l$ and each norm is at most $\|H_2\| |\Delta t|^l / l!$.

From Eq.(B.3) we have

$$T_l(\Delta t) = \sum_{\gamma_{j,n}} \prod_{(j,n)} \frac{r_{j,n}^{\gamma_{j,n}}}{\prod_{(j,n)} \gamma_{j,n}!} H_{\gamma_{j,n}}^j \Delta t^l, \quad (B.9)$$

where $\sum_{n} \gamma_1,n \neq l$, i.e., there is no terms containing only $H_1$. So, $\| \prod_{(j,n)} H_{\gamma_{j,n}}^j \| \leq \|H_2\|$ and

$$\|T_l(\Delta t)\| \leq \sum_{\sum_{j,n} \gamma_{j,n} = l} \prod_{(j,n)} \frac{|r_{j,n}|^{\gamma_{j,n}}}{\prod_{(j,n)} \gamma_{j,n}!} \|H_2\| |\Delta t|^l. \quad (B.10)$$

To calculate the coefficients of the sum, we consider

$$\prod_{(j,n)} \exp(|r_{j,n} \Delta t|) = \prod_{(j,n)} \sum_{\gamma_{j,n} = 0}^{\infty} \frac{1}{\gamma_{j,n}!} |r_{j,n} \Delta t|^{\gamma_{j,n}} \prod_{l=0}^{\infty} \sum_{\sum_{j,n} \gamma_{j,n} = l} \prod_{(j,n)} \frac{|r_{j,n}|^{\gamma_{j,n}}}{\prod_{(j,n)} \gamma_{j,n}!} |\Delta t|^l. \quad (B.11)$$

Hence the coefficient of $|\Delta t|^l$ in Eq.(B.10) is equal to that in Eq.(B.11). Also

$$\prod_{j,n} \exp(|r_{j,n} \Delta t|) = \exp(\sum_{j,n} |r_{j,n} \Delta t|). \quad (B.12)$$
From Eq. (B.2) we obtain
\[ \| T_l(\Delta t) \| = \frac{d_k}{l!} \| H_2 \| |\Delta t|^l. \]  
\[ (B.13) \]

Therefore,
\[ \| \exp(\sum_{j=1}^{m} H_j \Delta t) - S_{2k}(\Delta t) \| \leq \sum_{l=2k+1}^{\infty} \| R_l(\Delta t) \| + \| T_l(\Delta t) \| \]
\[ \leq 2 \sum_{l=2k+1}^{\infty} \frac{d_k}{l!} \| H_2 \| |\Delta t|^l \]
\[ = 2\| H_2 \| \sum_{l=2k+1}^{\infty} \frac{1}{l!} |d_k \Delta t|^l \]  
\[ \leq \frac{2}{(2k+1)!} \| H_2 \| |d_k \Delta t|^{2k+1} \left( 1 - \frac{d_k |\Delta t|}{2k + 2} \right)^{-1} \]
\[ \leq \frac{4}{(2k+1)!} \| H_2 \| |d_k \Delta t|^{2k+1}, \]
\[ (B.14) \]

where the last two inequalities follow from the assumption \( d_k |\Delta t| \leq k + 1 \) and an estimate of the tail of the Poisson distribution; see, e.g., [70]. \( \square \)