Seismogenic structure and processes associated with magma inflation and hydrothermal circulation beneath the East Pacific Rise at 9°50’N
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[1] A dense ocean bottom seismometer array recorded more than 7,300 microearthquakes between October 2003 and April 2004 on the fast spreading East Pacific Rise at 9°50’ N. A previous initial analysis of these data revealed the general structure of an along-axis oriented hydrothermal circulation cell, with an inferred down-flow zone near a 4th-order axial discontinuity, a horizontal band of seismicity overlying the axial magma chamber (AMC), and an upflow zone that correlates with activity patterns of hydrothermal vents. Here we present cross-correlation-based double-difference hypocenter locations that reveal further insight into the detailed structure and kinematics that control seismic failure. We find that the majority of events within the inferred down flow pipe occur near the surface where the entrenched seawater presumably lowers the frictional strength of faults generated by local tectonic stresses. Beneath the eastern side of the ridge axis, just above the AMC at ~1.4 km depth, we observe repeated shear failure along well defined steeply east dipping faults. Composite focal mechanisms indicate reverse motion, suggesting that slip on these faults is caused by AMC inflation and possibly injection of magma into a narrow sill. We resolve a small counterclockwise skew in the strike of the reverse faults relative to the direction of the ridge axis, consistent with Nuvel 1A spreading direction suggesting that the regional tectonic stress field may be controlling the seismogenic structures at depth. Earthquakes on the reverse faults occur preferentially during peak extensional tidal stresses, indicating that these faults are critically stressed.
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Theme: Recent Volcanic Eruptions, Properties, and Behavior of the EPR, 8°–11°N

1. Introduction

[2] Seismogenic processes along extensional segments of fast spreading Mid Ocean Ridges (MOR) typically take place undetected by global seismic networks. Earthquake monitoring experiments using ocean bottom seismometers (OBS) placed near the ridge axis on fast spreading ridges have shown that
microearthquakes occur at levels mostly below magnitude $M_L = 2$ and are largely inferred to be associated with tectonic, magmatic, or hydrothermal processes, or a combination of all [e.g., Sohn et al., 1999; Tolstoy et al., 2006, 2008; Wilcock et al., 2009]. The high cost and technical challenges of deploying long-term seafloor seismic arrays have limited the longer-term characterization of the spatiotemporal behavior of seismogenic processes at mid-ocean ridges. Long-term images of seismic activity are particularly important to study the structure and dynamics of crustal extension, and the tectonic, magmatic, and hydrothermal processes that control it. Long-term studies at slow [e.g., deMartin et al., 2007], intermediate [e.g., McClain et al., 1993; Golden et al., 2003; Wilcock et al., 2002, 2009] and fast spreading ridges [e.g., Sohn et al., 1999; Tolstoy et al., 2006, 2008] have all shown high levels of microearthquakes beneath hydrothermal vent sites interpreted as a hydrothermal cracking zone where fluids and hot rock are interacting.

[3] Recent work at the Endeavor segment of the Juan De Fuca ridge has shown a pattern of ridge parallel compressive and extensional focal mechanisms [Wilcock et al., 2009]. This pattern is consistent with the stresses that would result above the melt lens from a recent injection of magma into the melt lens. Wilcock et al. [2009] hypothesize that this deformation associated with injection of magma may be required to keep the hydrothermal field active by continually cracking and thinning the thermal boundary layer. Without some kind of thinning processes the thermal boundary layer would thicken from below due to freezing of the roof of the magma chamber and from above due to clogging of cracks through mineralization. Thus it might be predicted that sites with active hydrothermal venting should be undergoing magma injection, and show similar patterns of deformation.

[4] A long-term seismic monitoring experiment has been carried out between October 2003 and January 2007 on the East Pacific Rise (EPR) at 9°50’N (Figure 1a), a site of robust black smoker venting and volcanism [e.g., Haymon et al., 1993; Rubin et al., 1994; Tolstoy et al., 2006; Cowen et al., 2007] and extensive focused interdisciplinary study for almost two decades. The site has recently been a focus area of the National Science Foundation’s
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In this paper we build on our previous work and
employ waveform cross-correlation methods in the
double-difference relocation procedure to resolve and characterize the fine-scale structure of seismicity. The new locations presented here image in
detail (tens of meter resolution) the seismogenic structures and properties of the high-temperature hydrothermal reaction zones. We use location, correlation, and focal mechanism information to discriminate between the different modes of failure and their implication for the nature of the stress field that controls crustal extension at the 9°50' segment of the EPR. We focus on seismic signals that exhibit impulsive onsets and a frequency content that is typical of abrupt frictional slip in tectonic double-couple earthquakes. In fast spreading mid-ocean ridge environments they may also be generated by magmatic or fluid induced abrupt tensile failure (crack opening) with non-double-couple source mechanisms that include a positive (or negative) volumetric component [Julian et al., 1997]. We find that while slip on the apparently mature faults at depth is likely controlled by the regional tectonic stress field and by stress imposed by ascending magma, the occurrence of most other events is driven by very localized heterogeneous stress conditions that are likely controlled by small-scale fluid movement.

2. Data and Methods

The first OBS array deployment, consisting of 9 two-component (vertical and hydrophone) instruments within an approximately 4 × 4 km area, recorded continuously with a sampling rate of 125 samples per second between October 2003 and April 2004 (Figure 1) [Tolstoy et al., 2008]. The OBSs were freefall deployed and located to an accuracy of ~10 m using R/V Atlantis’ shipboard acoustic ranging tool. The data has been processed using the Antelope system, with arrival times for 76,000 P and 48,000 S waves manually picked and associated to some 16,000 events. Events within the array (7.342; ML = −0.9–1.2) were located one at a time with Hypoinverse [Klein, 2002], using a layered 1D model and station corrections to account for station elevation and velocity structure variations beneath each station. The model and station corrections are obtained from a simultaneous inversion of the arrival times of some 400 well-recorded events for changes in hypocenter location, layer velocities, and station corrections (Velest [Kissling et al., 1994]). A starting model was derived from active source data [Vera et al., 1990] (Figure 2). We use the double-difference algorithm hypoDD of Waldhauser [2001] to improve the resolution of the Hypoinverse locations. hypoDD minimizes, in an iterative least squares sense, residuals between observed and calculated phase delay times between pairs of nearby events recorded at common stations, thus removing bias due to model errors in the single-
We compute delay times from the phase pick data and, with higher precision, from cross correlating similar P and S wave trains.

2.1. Cross-Correlation Delay Time Measurements

Waveforms recorded at common stations can be similar when the events are separated by small distances (i.e., travel similar paths for most of the time) and have similar source mechanisms. The P and S wave trains can then be precisely aligned and the phase delay times measured with subsample accuracy in the optimal case [e.g., Poupinet et al., 1984]. We cross correlate, using a time domain cross-correlation method [Schaff et al., 2004; see also Van Decar and Crosson, 1990; Dodge et al., 1995], all possible pairs (~54 million) from the 7,342 events within the array using 1.28 s windows around the picked P and S wave arrival time. If no picks are available then they are predicted using the 1D location model. We retain all delay times measured from seismograms with a cross-correlation coefficient (Cf) of 0.7 or greater, resulting in a total of one million P and 108,000 S wave delay times.

Figure 3 shows sample seismograms from five OBSs, aligned on the cross-correlated P wave train, of 24 strongly correlated events located just east of the axial summit trough (AST). The bottom trace in each panel shows all 24 waveforms superimposed, revealing a wiggle for wiggle match in most cases. Waveform similarities are higher at stations east of the ridge (S001, S002, S007) compared to seismograms recorded on stations west of the ridge (S003, S004) to which the waves traveled through the complex structure associated with rifting and hydrothermal processes beneath the ridge crest. Stations close to the events show clear P and S wave energy, while station S009, the most distant station, exhibits the weakest signals (seismograms for S009 not shown in Figure 3). A secondary phase that arrives between the P and S wave at stations S002 and S007 is interpreted as a P to S wave conversion at the boundary of layer 2A/2B. At station S002 the P-S conversion trails the P phase by ~0.2 s while at S007 it is ~0.4 s, consistent with the thickening of layer 2A with increasing distance from the ridge axis. Using a Vp/Vs ratio of 4 in layer 2A (Figure 2b) we calculate a thickness of ~0.5 km beneath S007, consistent with the active source data of Vera et al. [1990]. Stations S002, S004, and S007 all record the bounce from the water surface at about 3.5 s after the P wave arrival.

Cross-correlation aligned seismograms as shown in Figure 3 are useful in evaluating the consistency of the analyst picks (shown by red ticks on each seismogram). P wave onset times have been reliably picked for most of the 24 events. The S picks are noisier compared to the P picks because of the P wave coda obscuring the S wave onset. At station S003 the P waves appear to be picked late for shallower events due to a less clear phase onset, and picked correctly for deeper events. It is noteworthy that in the double-difference inversion consistently late (or early) picked phases are less problematic than a mixture of early and late picks. Delay times formed between late and early P picks at station S003, for example, exhibit higher residuals during the double-difference inversions and will therefore be down-weighted or removed. Erroneous but consistent picking of near-surface conversions instead of the direct wave will not significantly

Figure 2. Depth-dependent (a) Vp (solid) and Vs (dashed) and (b) Vp/Vs velocity models from Vera et al. [1990] (green, esp5, on axis; cyan, esp7, east of axis; blue, esp8, west of axis). Red indicates the resampled velocity model used in the DD analysis derived from simultaneous inversion of the arrival times for changes in hypocenter locations, layer velocities, and station corrections, using the Vera et al. [1990] velocities as starting values.
Figure 3. Seismograms of 24 earthquakes aligned on the correlated P wave train, shown for stations S001–S004 and S007. Bottom traces show all seismograms superimposed. Red ticks show analyst P and S wave onset picks. Station map shows location of event cluster (red star) and OBS locations (triangles). Thin line denotes AST.
bias the double-difference solutions as long as their partial derivatives are similar. This, however, may not be the case for P-S conversions, especially at stations above a thick layer 2A.

The absolute differences between pick and corresponding cross correlation based delay times for P and S waves have means generally less than 0.05 s. Absolute median deviations (MAD) are 0.026 s for P waves and 0.033 for S waves for measurements with correlation coefficients ≥0.7 (Figure 4a). These values mainly represent the (low) uncertainty of the arrival time picks, as the precision of the cross-correlation data is typically in the range of a few milliseconds. The statistics are similar for data with CF ≥ 0.9 (MAD = 0.017 s for P and 0.030 s for S waves) (Figure 4a), indicating that the cross-correlation measurements are robust down to the CF cutoff value of 0.7.

2.2. Hypocenter Relocation

Pick and cross-correlation delay times are combined and simultaneously inverted for event separation using the double-difference algorithm hypoDD, relocating events that do not correlate to the accuracy of the pick data, and those that do correlate to the accuracy of the correlation data. Dynamic iteration-dependent weighting functions are used to account for the different data types and quality and varying event separation and residual performance [Waldhauser and Ellsworth, 2000; Waldhauser, 2001]. After relocation, the RMS of the (unweighted) pick based delay time residuals is 0.015 s (down from 0.038 s), and the RMS of the cross-correlation time residuals is 0.004 s (Figure 4b). The RMS values are based on 82% of the original pick and 66% of the original cross-correlation delay times used during the final iteration. Most delay times get removed during the
Figure 5. (a) Map view and axis (b) longitudinal and (d) perpendicular cross sections of final locations (dots). Labeled boxes in Figure 5a outline events included in cross sections. Orange dots represent events that correlated at $C_f > 0.7$, and red dots represent events that correlated at $C_f > 0.9$. Groups of blue dots labeled C1–C4 are strongly correlated events. (c) On-fault view of event density (red $> 10$ events). In Figure 5a labeled squares denote station locations, green lines are mapped AST, gray lines are bathymetry contours [Ferrini et al., 2007], and thick black line is location of imaged AMC [Kent et al., 1993]. In Figure 5d gray lines on top of each cross section denotes ridge topography where available (vertical exaggeration is 15). Triangles are high-temperature vent locations (TWP, Tube Worm Pillar; BV, Bio Vent). Arrows point to steeply dipping faults discussed in text.
final double-difference iterations by the distance weighting function [Waldhauser and Ellsworth, 2000] that retains, in this specific study, delay times only for pairs of hypocenters that are less than a few hundred meters apart. Relative location uncertainties are computed from a bootstrap analysis of the final residual vector. Horizontal and vertical projection of the 95% confidence ellipses derived from 200 bootstrap samples are on average 45 m and 52 m, respectively. Formal uncertainty estimates of the absolute locations of individual events are somewhat larger, but the overall location of the seismicity pattern is well constrained by its strong correlation with geologic surface features [Tolstoy et al., 2008]. Several tests confirm both precision and accuracy of the double-difference locations and demonstrate that the seismicity pattern we image is robust (Appendix A).

3. Results

3.1. Locations

[13] The final 7,300 hypocenter locations are presented in Figure 5 in map view and depth sections along and across the ridge axis. A 3D rendition of the seismicity distribution is given in Figure 6. These surfaces drape over volumes of dense seismicity. Most of the recorded seismic activity concentrates along a ~4 km long stretch of ridge axis and within a few hundred meters of the AST, with an apparent aseismic gap of a few hundred meter length observed in the northern part of the array (Figure 5a). While the seismicity west of the AST gently bulges westward in the central part of the array, the seismicity east of the AST exhibits a rougher boundary between seismic and aseismic areas (Figures 5a and 6). Depth sections of hypocenter locations (Figures 5b and 5d) and density distribution (Figure 5c) reveal that the majority of earthquakes locate in two areas: in a horizontal zone between 1.1 and 1.5 km depth and a dense cluster reaching a few hundred meters below the surface near the southern end of the array (Figure 6). Two near vertical pipe like structures of activity are seen leaving the near surface cluster; one connecting to the horizontal seismicity zone at 1.1 km depth (Figure 5d, cross section 2–2'), the other veering to the south. Both pipes veer slightly to the west, with the one veering to the south including fewer recorded earthquakes presumably due to its location at the southern edge of the OBS array. Compared to the pick-based DD solutions presented by Tolstoy et al. [2008], the new locations show sharper structures associated with the pipes and a narrower seismicity band, and resolve an asymmetry in the
epicenter distribution. The improvements are greatest with respect to depths due to the additional S wave correlation data.

3.2. Correlation Characteristics

About 75% of the relocated events consist of event pairs that share similar waveforms with $Cf \geq 0.7$ at a minimum of 2 stations (orange dots in Figures 5a, 5b, and 5d). The locations of the correlated events coincide, to a first order, with the two areas of high event density at the top of the vertical pipe and within the deeper horizontal seismicity zone. The most strongly correlated events ($Cf \geq 0.9$ at 3 or more stations, red dots) cluster predominantly within the horizontal seismicity zone. Waveform similarity typically decays with increasing event separation as a result of increasing paths and source variation. Figure 7 shows both the distribution of $Cf$ values and the number of correlated pairs as a function of hypocenter separation. Compared to events within the vertical pipe, events in the

Figure 6. Three-dimensional renditions of the seismicity. (a) Map view, (b) looking WNW, and (c) looking ENE. Gray lines denote mapped AST, blue cones denote high-temperature vents, and yellow arrows indicate path and direction of inferred fluid flow.
horizontal tube correlate over longer distances with higher correlation coefficients (Figure 7).

Earthquakes along the rough eastern wall of the horizontal seismicity zone, in particular the correlated events, occur predominantly on narrow, steeply east dipping, NNW trending structures that are about 0.5 km tall and reach depths of 1.5 km (Figures 5a and 5d). Some of the most strongly correlated events, indicated by blue dots in Figures 5a, 5b, and 5d, are included in three of these structures labeled C1–C3. Events within these clusters are characterized by waveforms that are remarkably similar from the onset of the P wave through the S phase and the coda (see Figure 3 for seismograms of events in C1). Cluster C1, which locates at the base of the vertical pipe, includes some of the deepest events. Clusters C2 and C3 are somewhat shallower (starting at 1.4–1.5 km depth) and locate in the central part of the array. A fourth cluster of strongly correlated earthquakes, C4, that ruptured a simple, clearly defined structure is located about 700 m east of the AST around 9.83°N at depths between 1.2 and 1.5 km (Figures 5a and 5b). It is the only significant off-axis activity within the array we observed during the 6 months observational period.

In contrast to the repeated slip observed in C1–C3 above the AMC, where events occurred over the 6 months observational period, most events (~80) that form structure C4 occurred within a 12 h period on February 27/28. The largest event had a magnitude $M_L = 0.2$ and occurred 7 min after the activity began, indicating that the events might represent a foreshock-mainshock-aftershock sequence.

3.3. Focal Mechanisms

The limited distribution and quality of first motion data hampers the computation of focal mechanisms for most events. For the strongly correlated events in C1–C4, however, we derived composite solutions by stacking the first motion polarities for the most impulsive events (Figure 8). Because of the limited availability of data we could not estimate the active fault planes in a formal way. Instead, we manually estimated a range for planes, assuming double-couple sources, which fit both the polarity data and the general strike of the active faults C1–C4 as imaged by the relocated seismicity (see cross sections 2, 4, and 5 in Figure 5d). The resulting focal mechanisms indicate reverse faulting on eastward dipping faults that strike parallel to the ridge axis (Figure 8). An oblique slip component appears to be present in the mechanisms of the off-axis events in C4.

4. Discussion

4.1. Seismogenic Processes

The overall structure of the improved relocations is consistent with the general features observed by Tolstoy et al. [2008] where we interpreted them as the seismic expression of an along axis hydrothermal circulation cell: a narrow down-flow zone near a 4th order axial discontinuity expressed by seismicity along the pipe like structure between the surface and 1.5 km depth at 9.82°N (~1 km model distance in Figures 5a and 5b); a seismically less pronounced and more broadly defined up-flow zone at around 9.84°N presumably feeding the overlying active high-temperature vents Io, Bio9, and Tica; and an approximately 400 m wide band of seismicity connecting the down- and up-flow zones and overlying the axial magma chamber (AMC) at about 1.5 km depth [Kent et al., 1993]. A second inferred down-flow pipe is imaged just south of the first one,
veering to the south and presumably feeding an adjacent circulation cell located outside our seismic network with fluids flowing along axis from north to south (Figure 5b, between −2 and −1 km model distance; Figure 6). Most of the earthquakes concentrate within the uppermost 300 m of the pipe and within the horizontal seismicity zone overlying the AMC (Figure 5c).

[18] Earthquake hypocenters in the inferred downflow zone image two slightly west veering pipes that are interpreted as feeding the central and southern circulation cell, respectively (Figures 5b and 5d, cross section 2′−2″, and Figure 6). Regional tectonic stresses responsible for the adjoining kink in the AST may have weakened the crust in that area and created a zone of high permeability, providing pathways for fluids to enter the oceanic crust [Tolstoy et al., 2008]. The fluids may lower the frictional strength of the tectonically stressed faults, causing seismic failure. The change in the density of earthquakes in the downflow zone at ∼0.25 km depth (Figure 5c) coincides roughly with the layer 2A/2B boundary, suggesting a brittle and highly fractured layer 2A near the AST kink. This is also expressed by the low correlation coefficients that we compute even for events that locate close in space (Figure 7a).

[19] Earthquakes below 0.25 km in the pipe (Figure 5c) may be caused by crustal-scale thermal strain due to the steep temperature gradient between the seafloor (∼2°C) and the top of the melt lens at ∼1.4 km depth (1100°–1200°C). The tectonic stresses are likely to keep the fluid pathways open via fracturing and prevent them from clogging up
[Lowell and Yao, 2002], which is supported by high permeabilities (∼10^{-9.4} m²) inferred in this zone from modeling of tidal triggering [Crone et al., 2011]. Furthermore, the tidal modulation of these earthquakes [Stroup et al., 2009] suggests that fluid pressures are large enough to maintain a critically stressed fault system. With increasing depths along the pipe, stresses due to an inflating magma chamber may become an increasingly important cause of seismic failure.

[20] The axis perpendicular cross section along 2–2' (Figure 5d) reveals that the west veering down-flow pipe connects to the smooth western side of the horizontal seismicity zone at a depth of ∼1.2 km. It suggests that fluids move north toward the up-flow zone mainly along the western side of the horizontal seismicity zone, as seismicity there is diffuse and presumably caused by hydro fracturing above the AMC (Figure 5). Seismic failure along the rough eastern wall of the horizontal seismicity zone is controlled by slip on preexisting, steeply east dipping reverse faults (Figure 8). The existence of reverse faulting in an extensional environment is surprising, as normal faults typically accommodate the stresses associated with tectonic extension. Here, they likely accommodate stresses implied by a inflating magma chamber at the beginning of an eruptive cycle that culminated in January 2006 [Tolstoy et al., 2006]. Fluids that may seep through from the fluid pathways along the western wall of the horizontal seismicity zone might bring these faults closer to failure. Bands of axis-parallel reverse faulting events on the Juan de Fuca ridge have been interpreted to be associated with recharge of magma into the crustal magma chamber [Wilcock et al., 2009]. It is interesting to note that the reverse fault C1 includes some of the deepest events (Figure 5d, cross section 2–2'). It also locates directly beneath the down-flow pipe, suggesting that the cold water may push the thermal boundary and thus the brittle-ductile transition to greater depths.

[21] The eastern and western strand of the horizontal seismicity zone merge beneath the high-temperature vent pair Io/Ty to form a simple, ∼200 m wide, near vertical and ridge parallel structure that we interpret as the upflow zone (Figure 5d, cross section 6–6'). The lower seismicity rate in the upflow zone compared to the downflow zone may be partly due to the less dense station coverage in the northern part of the central circulation cell. North of the central circulation cell an inferred northern circulation cell appears to be diverging into an asymmetric distribution similar to the central cell (cross section 7–7').

[22] The axis-perpendicular cross sections in Figure 5d indicate a change from an arrow shaped base of the seismogenic layer beneath the down-flow pipe to a horizontal cutoff of seismicity near the inferred up-flow zone at ∼1.4 km depth. It is possible that these changes reflect variations in the expression of the underlying magma sill. A narrow sill may be present in the southern part of the circulation cell (cross sections 2–2' and 4–4'), with the sharp, near vertical structures that define faults C1 and C2 representing brittle asperities on the eastern wall of such a sill. A wider sill may have formed near C3 (cross section 5–5'). Both depth and lateral extent of the deepest seismicity near C3 correlates with the location and extent of a melt lens that was imaged by active source data [Kent et al., 1993] (Figure 5d, cross section 5–5'). It is important to note that the melt lens was imaged in 1985, and the general structure of the system therefore appears robust over extended periods of times, or at least between periods of eruptive activity. Projection of the C3 structure to the surface coincides with the location of two active hydrothermal vents, Io and Ty (Figure 5), suggesting that C3 may represent a main upflow path. This is supported by an upward bulging of the seismicity in the C3 area that is best seen in Figure 6.

[23] Only one noteworthy cluster of seismic activity occurred off-axis and within the OBS array during the 6 months observational period. It includes events along C4 that ruptured a simple, clearly defined structure about 700 m east of the AST around 9.83 N at depths between 1.2 and 1.5 km (Figure 5). The range of possible composite focal mechanisms that fit both the polarity and the hypocenter data include slip on a ridge parallel, oblique reverse fault (Figure 8). Because C4 is similar in orientation and spatial extension to C2 (Figure 5d, cross section 4–4'), we speculate that the swarm on C4 reactivated an old fault that was formed beneath the ridge axis about 4000 years ago (assuming a constant spreading rate of 11 cm/year [Carbotte and Macdonald, 1992]) and migrated east as new oceanic crust was formed. This is supported by the observation that fault C4 is located slightly deeper than C2, which may reflect the effect of thickening Layer 2A with increasing age or distance from the ridge axis.

[24] Although the tidal stresses at 9°50' N are small (<2 kPa), seismic slip along C1–C4 predominately
occurs near times of peak extension when the confining compressing stresses are at a minimum (Figure 9), indicating that these fracture systems are critically stressed [Stroup et al., 2007]. Furthermore, increased permeability may allow fluids to enter the fault zones more easily and lower the frictional strength of the faults. Another possibility is that the faults respond to AMC inflation that is modulated by the earth tides. Earthquakes along C1 at the bottom of the downflow pipe are triggered preceding the maximum predicted volumetric extension, while the earthquakes along C2 directly above the AMC are triggered after the maximum of predicted volumetric extension (Figure 9b). This is consistent with Stroup et al. [2009] who find systematic clockwise rotation of phase angles relative to peak extension along the ridge axis. Events along C1 preferentially occur during spring tides (Figure 9a), suggesting that this fault is stronger and/or the permeability is lower compared to C2 and C3.

4.2. Regional Kinematics

[25] The strike of the C1 structure exhibits a small but resolvable counterclockwise skew relative to the
NNW direction of the ridge axis north of the kink (Figure 8). The skew can be seen in both the fault structure as imaged by the hypocenters along C1 as well as the composite focal mechanism. We argue that the skew is caused by differential tectonic stresses that are also responsible for the kink in the overlying surface expression of the ridge axis. The kink marks a change in axis orientation from N-S south of the kink to NNW-SSE north of it. It is possible that it takes up the differential stresses that arise from extensional plate motion (11 cm/year) in direction perpendicular to the ridge axis and the absolute plate motion (35 cm/year) in northwest direction. Thus, it is possible that some basal drag process is playing a role in generating the skew observed for the C1 structure. Due to the limited data coverage focal mechanisms of the events along C2 and C3 allow for a range of strikes that include ridge parallel to a slight counterclockwise skew similar to the C1 structure (Figure 8).

[26] Recent results from analysis of active source seisms in the 9°–10° N EPR area have inferred an anticlockwise skew of ~10° in the alignment of mantle upwelling from the normal of the ridge axis [Toomey et al., 2007]. While this interpretation has been controversial [Singh and Macdonald, 2009; Toomey et al., 2009], the near alignment of the skew of the compressional focal mechanisms (~15° anticlockwise) with the skew inferred in the mantle is notable, and also consistent with Nuvel 1-A plate spreading direction for the area [Gripp and Gordon, 2002]. Toomey et al. [2009] suggest that the skew is a driving force for changes in plate boundary kinematics, with basal tractions imposed by mantle flow contributing to ongoing anticlockwise changes in plate spreading directions. While the skew in orientation of our C2 and C3 focal mechanisms are not well constrained, the results observed, if sustained through later deployments, would be consistent with Toomey et al.’s model, despite the general assumption that melt lens dynamics are decoupled from mantle melt supply [Combier et al., 2008]. However, the Combier et al. results are from the structurally more complex overlapping spreading center (OSC) at 9°N where local stresses from the OSC may dominate upper crustal tectonics more than would occur at 9°50’N. At 9°50’N regional stresses from plate separation may be the primary control, in particular the (progressively anticlockwise) reorganization of plate motion over the last few million years [Pockalny et al., 1997]. Results from 3-D multichannel seismic work indicate that the axial magma chamber in the 9°50’N area is highly segmented, with some segments showing evidence for slight anticlockwise rotation, and others not (S. Carbotte, personal communication, 2011).

5. Conclusions

[27] We have applied high-precision waveform cross-correlation based double-difference location methods to 7,300 earthquakes recorded between October 2003 and April 2004 by a dense OBS array located on the East Pacific Rise at 9°50’N. The new relocations confirm the overall description of an along axis hydrothermal circulation cell reported by Tolstoy et al. [2008], and provide new insight into the tectonic, magmatic, and hydrothermal processes that accompany the precursory phase of a magmatic spreading event and seismic crisis in January 2006. We locate a zone of intense cracking just below the ocean floor near a 4th order axial discontinuity where water is inferred to be entrained into the down-flow pipe and slip is likely caused by local tectonic stresses. High-precision relocations and composite focal mechanisms reveal steeply dipping reverse faults that overly the AMC. They define the eastern wall of a horizontal zone of intense seismicity and are likely activated by AMC inflation and possibly injection of magma into a narrow sill. At least one reverse fault exhibits a resolvable anticlockwise skew in its strike relative to the direction of the ridge axis, suggesting that the regional tectonic stress field or mantle dynamics may be controlling the seismogenic faults at depth. The limited number of stations prevents us from resolving such detailed structural and kinematic information for other faults. Data from subsequent deployments recorded at this site, when processed and located, should better constrain the consistency and orientation of fault structures in the upper crust and their driving stresses, if they are robust throughout the eruption preparation.

Appendix A: Evaluation of Data and Location Robustness

[28] Sparse station coverage and the small magnitudes of recorded events are offset by a high event density that can be harnessed with the double-difference method and the quality of our hand-picked arrival time picks. We perform a few simple tests, described in more detail by Waldhauser and Ellsworth [2000], aimed at quantifying the robustness of our double-difference solutions. A first test
aims at evaluating the robustness of the shallow events in the down-flow zone. Depths of shallow sources are typically difficult to resolve as the partial derivatives are approaching zero, especially when the stations are close by. In order to test the robustness of the shallowest earthquake locations in the down-flow zone, we conducted a synthetic test. We compute synthetic P and S travel times from 960 sources, simulating the pipe like structure imaged in our relocated seismicity, to the 3 nearest stations S001, S002, and S003 (Figure A1a). We add noise with a standard deviation of 0.01 s to the synthetic differential times and location errors with a standard deviation of 100 m to the initial (true) locations (Figure A1b), and relocated these data using hypoDD. The results (Figure A1c) show that we are able to reconstruct the pattern of the true locations throughout the pipe, with mislocations ranging from several meters for events in the center of the pipe where connectivity is highest, to tens of meters at the pipe’s periphery. If we add the fourth closest station to the synthetic data set, then the double-difference algorithm is able to restore the pattern out to the pipe’s periphery (Figure A1d).

A second test is aimed at evaluating the consistency and accuracy of the arrival time picks for P and S phases (Figure A2). We select 22 events that spread across a significant part of the seismicity and are well connected through both P and S wave pick differential times so that they can be relocated as a single cluster with P and S phase data individually. The starting locations are chosen to be a common location at the centroid of the cluster (indicated by a blue star in Figure A2). Figure A2a shows the DD solutions for the P phase data, Figure A2b for the S phase data, and Figure A2c for the combined P and S data. In all three cases the same pattern of seismicity is revealed, demonstrating the high quality and consistency of the manually picked arrival times. Note that fewer events could be relocated using the S pick differential times alone, since we typically have fewer and noisier S picks (which is also expressed in the larger crosses that represent the least squares errors).

Finally, we test the sensitivity of the differential time data to the absolute location of the events. We use the same 22 earthquakes from the previous test, with original locations taken from the final DD catalog computed in this study and shown again in map view and N-S cross section in Figure A3a. We move the entire cluster 1 km to the south and 0.4 km shallower relative to its original location, simulating
a severe error in absolute location (Figure A3b). We then relocate these shifted locations with hypoDD, allowing the algorithm to correct for potential bias in absolute location by removing the constraint on fixing the centroid location [Waldhauser and Ellsworth, 2000]. The result, shown in Figure A3c, moves the events back close to the original locations, demonstrating that the iterated hypoDD solu-

Figure A2. Testing robustness of delay time data. Earthquakes (22) relocated with (a) P wave differential times alone, (b) S wave, and (c) both P and S wave data. See text for details.

Figure A3. Testing robustness of absolute locations. (a) Original DD locations. (b) Shifted locations used as starting locations in hypoDD run. Arrows denote shift vectors. (c) DD relocations. See text for details.
tions converge toward the absolute locations despite a gross absolute error in the starting locations. Furthermore, this test demonstrates the quality of the arrival time picks.
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