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ABSTRACT

Real-time Awareness and Fast Reconfiguration Capabilities

for Agile Optical Networks

Atiyah Sayyidah Ahsan

Ever-growing demand for speed and bandwidth coupled with increasing energy con-

sumption in current networks are driving the need for intelligent, next-generation net-

working architectures that can overcome fundamental spectral and energy limitations.

Metro-only internet traffic in particular is experiencing unprecedented growth rates and

increasing twice as fast as long-haul traffic. The current quasi-static peak capacity pro-

visioned network is ill-equipped to support this rise of unpredictable, high bandwidth

but short-duration traffic flows.

A promising solution to address the emerging networking challenges is agile optical

networking. Agile optical networking leverages novel photonic devices and multi-layer

switching capabilities along with network awareness and intelligence to allocate re-

sources in accordance to changing traffic demands and network conditions. However,

network agility requires changing the wavelength configuration in the optical layer in

real-time to match the traffic demands. Rapidly changing the wavelength loading con-

ditions in optical amplifiers result in debilitating power fluctuations that propagate

through the network and can lead to network instability, a problem that is avoided in

current networks by using long reconfiguration times encompassing many small adjust-

ments.

An agile optical network, once successfully implemented, will be characterized by

unpredictable transmission impairments. Power levels along any path in an agile net-

work is constantly fluctuating due to the continuously changing wavelength configu-

ration; consequently, power dependent transmission impairments are also constantly

fluctuating. Real-time knowledge of the state of the physical layer is thus critical for

managing signal quality and reliability in an agile optical network, requiring the develop-

ment of cost-effective, energy-efficient monitoring solutions that can support advanced



modulation formats.

This dissertation focuses on developing solutions for the two key requirements for

a stable agile optical network. Techniques that allow wavelength reconfiguration on

the order of seconds while maintaining stable network operation and minimal data

loss are presented. Functionality of an existing advanced optical performance monitor

is extended to include autonomous monitoring of both single and multiple channel

systems, so that it can be used in agile optical network for real-time introspection of

the physical layer.
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Chapter 1

Introduction

The Internet has evolved considerably from its humble beginning as the Advanced

Research Projects Agency Network (ARPANET)(Fig. 1.1); it originated as a four node

connection between academic institutions in the United States and grew into network

used by 3.2 billion people worldwide [11, 12]. This evolution has been primarily driven

by the insatiable consumer demand for speed and bandwidth. As traffic continues to

grow exponentially, the underlying fiber optical network is rapidly approaching the

Shannon limit, the fundamental capacity limit [13]. Historically, network growth has

been achieved through packet switching while the optical layer has been used a passive,

over-provisioned transmission medium. However, given emerging traffic patterns and

the physical capacity limits, it is no longer sustainable to just increase network capacity.

Versatile new networking paradigms have to be developed that make more efficient use

(a) (b) 

Figure 1.1: (a) ARPANET in 1969 (b) Level 3s North America internet backbone

(adapted from [1])
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1.1 Agile Optical Networks

of network resources for a scalable, energy-efficient next-generation Internet.

1.1 Agile Optical Networks

A. Existing Network Layered Architecture 

B. Agile Cross-Layer Architecture 

Figure 1.2: (a) Detailed current state of the art commercial network node. Data is

delivered as short packets that are aggregated and repetitively processed in multi-tiered

electronic switching and routing fabrics. (b) Agile optical network node with hybrid elec-

tronic and optical switching to minimize the electronic processing and set up end to end

data flows to deliver data on demand. (adapted from [2])

The current Internet infrastructure consists of a quasi-static optical transmission net-

work (λ) and separate layers of electronic switching (L2) and routing (IP). The optical

layer serves mostly as ’fat, dumb pipes’ connecting large electronic circuit and packet

switches, where majority of the processing is performed. Fig. 1.2 (a) illustrates the
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1.2 Drivers for Agile Optical Networks

current network architecture. Data is broken into many packets and electronic process-

ing is performed at each node to determine routing and service dependent functions

such as quality of service (QoS) handling, firewalling, and protection. Even for services

involving large bursts of data, the data is still broken down into many packets with

multiple layers of headers and repetitive electronic processing along the path. Optical

switching capabilities at reconfigurable optical add-drop multiplexers (ROADM) are

used predominantly for provisioning and restoring signals. Optical channel capacity

in a network is fixed and provisioned based on peak traffic demand, with additional

capacity margins to allow for back-up paths for network protection. Once a wavelength

channel is set-up, a process that can take up to days because of debilitating amplifier

dynamics (detailed in section 2.1), it is typically not changed during the life of the

system. Given the networking challenges outlined in section 1.2, this approach of a

static, heavily over-provisioned optical layer is not scalable and agile optical network-

ing has been proposed as an alternative solution [2, 4, 7, 14, 15, 16]. Agile optical

networking aims to achieve a more intelligent, active optical layer by moving the higher

layer switching functions down into the optical layer where photonic devices can be

used to efficiently switch and aggregate traffic (Fig. 1.2 (b)). Network agility allows

optical channel capacity to be provisioned in real-time in accordance to traffic demand,

resulting in tighter margins and improved network efficiency.

1.2 Drivers for Agile Optical Networks

1.2.1 Emerging Traffic Patterns

Figure 1.3: IP traffic growth showing a compound annual growth rate (CAGR) of 23%

from 2014 to 2019 (adapted from [3])
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1.2 Drivers for Agile Optical Networks

Network traffic is increasing at near exponential rates due to increased penetration

of broadband internet and an expanding variety of high bandwidth applications. IP

traffic is projected to grow at a compound annual growth rate (CAGR) of 23% from

2014 to 2019 (Fig. 1.3) and will pass the zettabyte (1000 exabytes) threshold by the

end of 2016 [3]. This traffic growth is driven by consumer demand for bandwidth-

hungry applications such as on-demand video, social media, cloud services etc. In

addition to traffic demand rising, the traffic itself is becoming increasingly heterogenous.

With the advent of the Internet of Things (IoT), the number of data-intensive devices

connected to the Internet is projected to reach 50 Billion – more than 6.5 times the

world population – by 2020 (Fig. 1.4) [4]. Machine-to-machine (M2M) communication,

where connected devices communicate directly with other devices, is expected to exceed

84 trillion events per year by 2022. IoT, consumer demand for cloud services and rise

of big data have resulted in tremendous growth in the number of cloud data centers

(CDC). As can be seen from Fig. 1.5 , CDC workload is growing at a CAGR of 24%of

while that of traditional data centers is declining at a CAGR of −2%. By 2018, 78% of

workload will be processed at cloud data centers [5]. Bulk data transfer between across

geographically distributed CDCs is very common as it provides improved end-to-end

performance and ensures high reliability under failures. Currently most CDCs perform

bulk data transfer among three or more data centers and this transport requirement

is projected to triple by 2018. As a result, inter-data center communication over the

Figure 1.4: Growth in the number of data-intensive devices connected to the Inter-

net(adapted from [4])
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1.2 Drivers for Agile Optical Networks

Figure 1.5: Cloud Data Center (CDC) workload is increasing driven by IoT, consumer

demand for cloud services and rise of big data (adapted from [5])

Figure 1.6: Inter-data center traffic over commodity Internet on the rise. It is growing

faster than either data center-to-user traffic or intra-data center traffic (adapted from [4, 5])

5



1.2 Drivers for Agile Optical Networks

commodity Internet is on the rise (Fig. 1.6) and is growing faster than either traffic to

end-users or traffic within the data center. This inter-data center traffic is very bursty,

with the amount of data transferred ranging from several terabytes to petabytes [5, 17].

Another significant contributor to the high volume of less aggregated, bursty network

traffic is metro traffic, which is which is growing 2 times faster than long haul traffic

and will exceed it in 2017 (Fig. 1.7 (a)). Consumer demand for video and cloud

services have resulted in an increase in the number of DCs and content caches within

the metro-network. Due to this increased concentration of traffic sources within the

metro network, traffic that originates and terminates within the metro-network itself

is on the rise as well (Fig. 1.7 (b)). The consequence of this rise in bursty traffic

is illustrated in Fig. 1.8, which shows that the discrepancy between busy hour and

100 20 30 40 50 60 70 80 

(a) 

(b) 

Figure 1.7: (a) Growth in metro-traffic which will surpass long-haul traffic in 2017. (b)

The changing distribution of traffic between metro and backbone (adapted from [6])
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1.2 Drivers for Agile Optical Networks

average hour is increasing over time. Since current methods allocate resources based

on busy hour traffic, resources will remain idle most of the time leading to network

inefficiency. Agile optical networking capabilities thus become increasingly desirable to

enable next-generation networks to support such unpredictable, high-bandwidth but

short-lived traffic flows

Figure 1.8: Discrepancy between busy hour and average hour is increasing over time due

to rising number of unpredictable, high-bandwidth but short-lived traffic flows(adapted

from [3])

1.2.2 Fundamental Limits and Energy Constraints

The fiber optic network has been able to cost-effectively support the exponential traffic

growth so far due to innovations – low-loss, single-mode transmission fiber, erbium-

doped fiber amplifiers (EDFAs), wavelength division multiplexing (WDM), high spec-

tral efficiency coding – that have increased its transmission capacity (Fig. 1.9). How-

ever, the transmission capacity of the optical network is not limitless and is bounded by

the nonlinear Shannon limit [13]. Existing systems have started to approach this limit,

resulting in the impending capacity crunch [18]. Continued capacity growth can be

achieved through parallelism and there is significant work on techniques such as multi-

core fiber [19] and multiple spatial modes [20] to enable this. However, parallel systems

do not solve the energy constraint problem that is bottleneck to network growth. The

Information and Communication Technology (ICT) industry’s global greenhouse gas

emissions is currently 2 −2.5% and given current trends, is projected to reach 4% by

2020 [21]. The increasing energy consumption is due to the huge and unsustainable
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1.2 Drivers for Agile Optical Networks

Figure 1.9: Data transmission capacity of fiber transmission systems as a function of year

along with an estimate of the single-fiber capacity required to meet the Internet traffic.

The nonlinear Shannon limit for the existing fiber technology is rapidly being approached

and a capacity crunch looms ahead (adapted from [7])

Figure 1.10: Unsustainable energy gap created due to equipment energy efficiency lagging

traffic growth (adapted from [4])

8



1.3 Key Requirements for Agility

energy gap that is caused by equipment energy efficiency improving only linearly while

traffic grows near-exponentially. Parallelism involves increasing the amount of network

equipment and consequently, results in linear increases in cost, energy and footprint

with capacity growth. This poses a severe challenge moving forward as central office

equipment are already at thermal density limits [22, 23, 24]. For parallel systems to

scale, denser, lower power optics are required and new network infrastructure have to

designed for efficient energy usage. Thus, optical networking solutions that can re-

duce the processing of high-bandwidth data flows in electronic switches and routers are

highly desirable [4].

1.3 Key Requirements for Agility

1.3.1 Rapid Wavelength Reconfiguration Capabilities

Network agility requires wavelengths in the optical layer be provisioned in real-time in

accordance to changing traffic patterns so that it can enable promising technologies such

as real time wavelength switched optical bypass, physical layer protection/restoration,

energy-efficient transceiver sleep modes etc. Since network traffic is becoming increas-

ingly bursty (section 1.2), wavelengths have to be re-configured on the order of seconds

in order to mimic the traffic patterns. Thus, rapid wavelength reconfiguration is key to

achieving a dynamic optical network. While there has been significant work on proto-

cols to enable dynamic wavelength reconfiguration and studies have shown light-path

set-up times below 3 seconds [25, 26, 27], fast wavelength reconfiguration has yet to

be implemented at scale in commercial networks. The world record for fastest wave-

length provisioning in a commercial network was recently reported as 19 minutes and 1

second [28]. A key unresolved obstacle to rapid wavelength reconfiguration is the chan-

nel power excursions that arise and propagate throughout a network due to changing

channel wavelength configurations in an automatic gain controlled (AGC) optically am-

plified system [29, 30]. The amplifier dynamics that cause these power excursions are

discussed in detail in section 2.1. In current generation quasi-static optical transmission

systems, power excursions are avoided by using off-line planning tools and long recon-

figuration times encompassing many adjustments along an optical path [28, 29]. While

there has been significant work on suppression of transient dynamics of amplifiers, com-

plete mitigation of this phenomenon has not yet been achieved [31, 32, 33, 34, 35, 36].
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1.3 Key Requirements for Agility

Even recent studies on dynamic optical networks use either pre-reserved wavelengths

or assume that the power dynamics problem will be solved [37]. To realize a truly

agile optical network, techniques that enable wavelength reconfiguration on the order

of seconds or faster while maintaining stable network operation have to be developed.

1.3.2 Real-Time Awareness of Physical Layer Impairments

An optical signal traverses various passive and/or active optical elements in its path

and accumulates physical layer impairments (PLI) that affect its intensity level and

temporal, spectral and polarization properties. The end-to-end optical signal quality

after accumulating all the PLIs in its path must still surpass a certain threshold for

error-free data transmission. The quality of a signal is commonly estimated using the

quality of transmission (QoT) factor [38, 39]. QoT models are based on either the

numerical calculation of OSNR [40] or analytical or experimental evaluation of the Q-

factor [41], both of which are accurate indicators of the signal bit-error-rate (BER). QoT

models take into account the impact of both linear and non-linear PLIs. Linear PLI are

signal power independent and affect each wavelength individually; the most important

linear PLIs are insertion loss, optical-signal-to-noise (OSNR) degradation, chromatic

dispersion (CD), polarization mode dispersion (PMD), polarization dependent losses

(PDL), crosstalk (XT) and filter concatenation (FC) [42]. Non-linear PLI, such as self

phase modulation (SPM), cross phase modulation (XPM), four wave mixing (FWM),

stimulated brillouin scattering (SBS), and stimulated Raman scattering (SRS), are

signal power dependent and cause interference among wavelengths [43].

In current quasi-static network, impairment aware routing and wavelength assign-

ment (RWA) algorithms are used to compute the QoT of candidate lightpaths before

establishment to determine their feasibility [44]. Once the feasible lightpaths have been

provisioned based on these algorithms, they are left undisturbed. Thus, unpredictable

impairments rarely occur in current networks and are caused mainly by fiber cuts and

equipment failure. An agile optical network on the other hand, is characterized by

persistent unpredictable impairments arising due to the continuously changing wave-

length configuration. Power levels along different links in an agile network is constantly

fluctuating, resulting in varying PLIs, especially the non-linear types. This problem is

further compounded by channel power excursions that occur due to changing loading

conditions in optical amplifiers. Channel power excursions grow rapidly in amplifier
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cascades, which are very common in metro-area networks, and result in unpredictable

impairments and can even lead to network instability [29, 45].

Knowledge about the state of the PL is key to making intelligent resource allocation

decisions. However, PL conditions in an agile network can not be reliably extrapolated

from QoT models because of all the unpredictable impairments. Instead, the PL has

to be continuously monitored using distributed advanced optical performance monitors

(OPM) to provide the control plane with real-time information about the PL conditions.

Advanced OPM have long been considered an enabling technology for next-generation

optical networks [46, 47, 48, 49, 50] and there has been considerable work on cross-layer

techniques – that allow bidirectional information exchange between the layers of the

network protocol stack – so that information provided by OPMs embedded in the PL

can used in conjunction with higher layer service requirements for intelligent routing

and traffic engineering decisions [51, 52, 53, 54, 55, 56, 57]. Since PL impairments in

an agile network can change drastically from one link to another, monitors distributed

ubiquitously throughout the network are required to accurately capture the current

state of the PL. Thus, it is imperative to develop energy-efficient and cost-effective

monitoring solutions that support a wide range of advanced modulation formats to

enable network agility.

1.4 Scope of Thesis

The work in this dissertation is focused on realizing the key requirements for enabling

agile optical networks: (i) rapid and stable wavelength reconfiguration capability and

(ii) real-time awareness of the state of PL through the use of cost-effective and energy

efficient OPMs.

In order to enable rapid wavelength reconfiguration, a new technique that dis-

tributes optical signal across multiple wavelengths at time scales much faster than the

response times of the optical amplifiers optical signal is developed. Since amplifier av-

erages any power fluctuation occurring faster than its response time, these switching

wavelengths are perceived as static channels whose powers are proportional to the wave-

length dwell time. By leveraging this property and varying the dwell time of switching

wavelengths, rapid wavelength reconfiguration can be achieved while maintaining power
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excursions on other channels within acceptable margins. This work is summarized in

chapter 2.

The work done to progress the advanced monitoring capabilities are detailed in

chapter 3. Delay-line-interferometer (DLI) based optical-signal-to-noise (OSNR) mon-

itor is a promising distributed monitoring solution as it supports advanced modulation

formats for single channel systems. The functionality of this device is extended to

monitor: (i) single channel systems autonomously by realizing modulation-format and

bit-rate awareness and (ii) multiple-carrier orthogonal frequency division multiplexed

(OFDM) signals, an emerging modulation format for next-generation networks.

12



Chapter 2

Rapid Wavelength

Reconfiguration Capabilities

2.1 EDFA Dynamics and Channel Power Transients

P
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Figure 2.1: Automatic gain control (AGC) amplifier output spectrum for three channels,

λ1, λ2, and λC . Solid curve show the gain spectrum (dB) and the dashed curve shows the

mean gain across all channels, Gm. Arrows indicate channel output powers for equal input

power on each.

Channel powers in networks have to be maintained within a certain range to meet the

OSNR requirements and avoid XT from high-power neighboring channels (lower bound)

and to avoid non-linear transmission impairments (upper bound). Channel power ex-

cursions can be highly detrimental when they cause deviation from this required power

range. These power excursions occur because AGC algorithms maintain constant gain

by monitoring the total input and output optical powers, and do not take into account

the wavelength dependent gain arising from the gain tilt and ripple of the amplifier and
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2.2 Wavelength Switching at Different Time Scales

fiber plant. Consequently, a change in input wavelength configuration into an ampli-

fier, even for constant input power on each channel, can affect the gain of individual

channels, as depicted in Fig. 2.1. Consider initially λC as the only input channel. If

λ1, which has higher gain than λC , is added at the same input power, the total input

power doubles but total monitored output power increases by more than 2x. In order

to maintain constant gain, the AGC decreases the gain and λC undergoes a negative

power excursion. The reverse process happens if λ2 is added instead, and λC undergoes

a positive power excursion. The size of the excursions depends on a variety of factors

such as number of channels, channel distribution, number of links etc. These excur-

sions can further be impacted by spectral hole burning and mean gain dependent gain

tilt in erbium doped fiber amplifiers (EDFAs) and SRS in the transmission fiber [58].

Excursion values as high as 7.5 dB for a 20 channel add/drop have been reported [59].

The channel power coupling effect described above grows with a cascade of amplifiers

[60] and power divergences of 15 dB were observed in recirculating loop experiments

with AGC EDFAs [29]. As a result, the effect of a single reconfiguration event can

propagate through the network and cause persistent power excursions and network in-

stability, and even oscillations in the worst case [30, 45, 61]. This issue is particularly

acute in mesh metro-area networks, which is characterized by a large number of short

amplified ROADM links with many amplifiers. The capability to manage these power

excursions, thus enabling rapid wavelength reconfiguration, is key to achieving an agile

optical network.

2.2 Wavelength Switching at Different Time Scales

EDFAs have long time constants, on the order of hundreds of microseconds [31]. The

amplifier is unable to temporally resolve any repetitive power fluctuations occurring

faster than its response time and averages these power fluctuations. For example,

when a fast-tunable laser switches continuously between two wavelengths, λ1 and λ2,

at time scales faster than the amplifier time constant, they are perceived as two static

wavelengths by the EDFA. The input power on the switching channels, as perceived by

the EDFA, is proportional to wavelength dwell time duty cycle. Fig. 2.2 illustrates the

EDFA transient response when a tunable laser switches between two wavelengths at

time scales faster and slower than the amplifier time constant. For the faster case, the
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Input into EDFA 

Output of EDFA 
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(b) 

Figure 2.2: (a) Laser switching between wavelengths, λ1 and λ2, with a period of 250 µs.

Since switching rate is slower than the amplifier’s time constant, it is able to detect the

continuous change in loading conditions, resulting in transients effects on the wavelength

output powers. (b) Laser switching between wavelengths, λ1 and λ2, with a period of 19

µs. Since switching rate is faster than the amplifier’s time constant, it is unable to detect

the switching event, resulting in no transient effect on the wavelength output powers.
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2.3 Hitless Wavelength Reconfiguration in Amplified
Optical Networks

amplifier is unable to detect the changing loading conditions; it perceives two, lower

power static channels and consequently, the wavelengths experience no transient effects.

For the slower case, the amplifier is able to identify that channel loading conditions

have changed after each switching event, and consequently the wavelengths experience

transient effects. This time dependent response property of the EDFA is leveraged to

achieve rapid wavelength reconfiguration capabilities by using lasers that switch faster

than EDFA time constants.

2.3 Hitless Wavelength Reconfiguration in Amplified

Optical Networks

This section describes a technique of reprovisioning a wavelength in an optically ampli-

fied transparent network by pulsing it at a rate faster than the EDFA response time and

varying its duty cycle in steps. This allows the effective loading conditions, as perceived

by the EDFA, to be changed in small steps so that power excursions in the network

are kept within margins of tolerance. Data loss during the reconfiguration process is

significantly reduced by maintaining data transmission wavelengths being reconfigured

throughout.

2.3.1 Background

Wavelength reconfiguration in current quasi-static systems involves numerous small and

repetitive adjustments to ensure that power fluctuations caused on the other channels

in the network are within margins of tolerance. As can be seen from Fig. 2.3, the power

excursion caused on an existing channel in an amplified link when adding (and similarly

dropping) another wavelength depends both on the position and the power of added

the wavelength. Consequently, the best way to maintain power excursions on existing

channels within required margins is to make small power changes in the wavelength

being added or dropped and adjusting for any fluctuations caused. Currently, when a

new wavelength is added, its power is increased in small increments until it reaches the

target power. After each power increment on the wavelength being added, the power of

all the other wavelengths in the network are examined and adjusted to ensure that their

target powers are maintained. This process is repeated when a wavelength is dropped.

Wavelengths being added or dropped can not transmit data error-free once its power
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falls below a certain threshold due to OSNR limitations. Consequently, wavelength

reprovisioning is a lengthy process [28] that can take up to several days and results in

significant data loss. Since wavelength reconfiguration is rare event in current networks,

this data loss is acceptable. However, in dynamic optical networks that rely on frequent

wavelength reconfiguration, the long reconfiguration times and accompanying data loss

pose a major obstacle.

Dynamic optical networks have to support rapidly changing traffic patterns by con-

tinuously adapting the wavelength assignment for optimum resource utilization. How-

ever, it is imperative that these physical layer changes do not affect service quality

adversely; no disruption can occur to exiting services and low latency has to be main-

tained for many short-lived but high bandwidth applications. Furthermore, network

dynamicity entails spectrum fragmentation as resources are continuously being assigned

for new connections and released from expired connections. Spectral fragments are nei-

ther contiguous in the frequency domain nor aligned along the link, making it difficult to

utilize them or to avoid them from becoming stranded bandwidths. This can potentially

cause high blocking probabilities and limit the maximum traffic volume the network

can accommodate. Various spectrum defragmentation algorithms [62, 63] and integer

linear programming solutions [64] have been proposed to mitigate this issue. These
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Figure 2.3: Power excursion on an existing channel in an amplified link when another

channel at a given wavelength and power is added. The power excursion caused on the

existing channel when adding (and similarly dropping) another wavelength depends both

on the position and the power of added the wavelength.
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techniques typically utilize devices in the physical layer to enable wavelength conver-

sion [65, 66] or continuous tuning of the transmitted wavelengths [67, 68] to change

the network wavelength configuration. Thus, it is crucial to develop rapid wavelength

reprovisioning techniques that cause minimal data loss.

2.3.2 Proposed Technique

The key to managing power excursions in the network is small step-wise power adjust-

ments on the wavelengths being reconfigured. The proposed technique achieves this by

pulsing the wavelength being reprovisioned at a rate faster than the EDFA response

time and varying its duty cycle in steps so that its effective power, as perceived by

the EDFA, also changes in steps. The actual power of the wavelength is constant and

maintained at the target power for data transmission. Thus, data transmission can

continue to occur during the time periods when the laser is on, resulting in signifi-

cantly reduced data loss. For example, when a new wavelength is added using this

technique, it is initially pulsed a low duty cycle and the duty cycle is increased in steps

until the wavelength is on at all times. The reverse process occurs when a wavelength
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Figure 2.4: Power excursion on an existing channel in an amplified link when another

channel at a given wavelength and power is added. The power excursion caused on the

existing channel when adding (and similarly dropping) another wavelength depends both

on the position and the power of added the wavelength.
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is dropped; pulsing is started at a high duty cycle and decreased in steps until the

wavelength is completely turned off. The add/drop wavelength is on and transmitting

data on average for 50% of the time for the duration of the reconfiguration time. Thus,

this technique has the potential to halve the data loss due to individual wavelength

add or drop processes. Data loss can be reduced even further when a signal is repro-

visioned from one wavelength to another (network defragmentation, for example). In

this case, a fast tunable laser is pulsed between the final and initial wavelength with

variable duty cycle for simultaneous wavelength add/drop. Data transmission occurs

at all times throughout this process, allowing for hitless wavelength reconfiguration.

Fig. 2.4 shows the power excursions on a static channel when a wavelength at 1535 nm

(λ1) is moved to 1560 nm (λ2) using:

1. a fast tunable laser and the proposed technique

2. two static lasers with the same power ratio as the dwell time ratio. The sum of

the total power of the two channels is constant and equal to the output power of

the tunable laser

For example, if the tunable laser power is -19 dBm and the DTR for λ1 to λ2 is

90:10, then the power on λ1 to λ2 for the second case is -19.45 dBm and -29 dBm

respectively. if the DTR for λ1 to λ2 is 50:50, then the power on the two wavelengths is

-22 dBm each. Case 2 thus generates the power distribution for the proposed technique

that is perceived by the EDFA. As can be seen from Fig. 2.4, the two power excursion

profiles are almost identical, establishing conclusively that the EDFA perceives the

tunable channels as static channels with power proportional to wavelength dwell time.

Note that, two static lasers can be used to achieve the same effect as a fast tunable

laser switching between two wavelengths. However, this requires an extra transceiver

during the re-provisioning process and may pose synchronisation issues, making the use

of a single tunable laser the more practical option.

2.3.3 Experimental Set-up

In order to establish the efficacy of the proposed technique, the use of pulsed signals for

wavelength reconfiguration in a metro-scale test-bed was studied. The experimental set

up is shown in Fig. 2.5. A field-programmable gate array (FPGA) controlled Sampled
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Figure 2.5: Metro-scale test-bed to study the power excursions caused in the network due

to rapid wavelength provisioning using proposed and current methods. PD = photodiode,

ADC = Analog to Digital Convertor.

Grating-Distributed Bragg Reflector (SG-DBR) fast tunable laser is used to perform

rapid wavelength switching between wavelengths being reprovisioned. The laser can

operate in both static and fast-switching modes and can access 80 wavelengths across

the 50 G C-band ITU grid. Previous work using similar lasers has demonstrated that

data on the switching wavelengths can be received error-free within nanoseconds of

the switching event. Error free transmission is achieved 30 ns after switching for mth

power double differential QPSK signals [69] and 8 ns after switching [70] for direct

detection burst mode orthogonal frequency division multiplexing (OFDM) signals. In

this work, the period of switching is 18 µs, i.e the laser spends x µs on λ1 and then

switches to λ1 for the remaining (18-x) µs and this process is repeated. The value

of x is varied to achieve different DTRs. Note that, it is possible to pulse the laser

with nanosecond switching periods. The limitation in this specific implementation was

the speed of the FPGA controller used to trigger the laser switching. The focus of this

work is to study the power excursions that the proposed technique would cause on both

existing wavelengths and those being re-provisioned. Since the power coupling effect

due to the wavelength switching is agnostic to the presence of data and depends solely

on the wavelength configuration and power values, a comb source in conjunction with a
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wavelength selective switch (WSS 1) is used to add the other static wavelengths into the

test-bed. This allows a wide range of wavelength configurations to be tested so that the

worst case scenario can be selected for in-depth study. The test-bed is comprised of two

amplified spans (spans 1 and 2) that are separated by a WSS (WSS 2) and terminate

at a receiver set-up. Each span contains of two AGC-EDFA, fiber and VOA link. A

metro network typically has 2 to 5 amplified links between ROADM/ WSS sites and

this test-bed with 4 EDFAs is a realistic replication of a real network. Furthermore,

the tilt of the amplifiers are adjusted to be high to emulate the effect of a much larger

amplified system; as shown previously, a single amplifier with large ripple or tilt is

equivalent to the combined ripple and tilt cascade of identical amplifiers, neglecting

gain dependent tilt [60]. In this case, the tilt of each span is 5.5 dB. Wavelengths are

injected into the text-bed at -19 dBm power each. Each link is configured to have net

zero insertion loss. All EDFAs operate in constant gain mode with gain of +21 dB

and VOAs are adjusted to provide a total passive loss of -21 dB in each link. WSS

3 is used to select the wavelength for power measurements at the receiver. All power

measurements are made using a 250 MHz PIN photo-detector, followed by a 2 MSa/s

analog-to-digital (ADC) data acquisition board.

2.3.4 Modelling of EDFA Dynamics

Equations outlined in [71] can be used to model the power coupling phenomenon in

AGC amplified system that cause power excursions. Given information about the cu-

mulative gain ripple and tilt in an amplified link, the model can be used to predict the

output powers of WDM channels for different input conditions. The fewer the number

of amplifiers cascaded together and treated as a single, greater the accuracy of this

model. The ability to predict power excursions in a network is highly beneficial as

it provides greater intelligence to the network management plane, enhancing network

performance. For example, the model can be used to predict the maximum step size of

a power adjustment that can be made on a wavelength being reconfigured. Similarly,

the model can be used to select from among available wavelengths the ones that will

cause minimum disruption. In a real network comprised of a wide variety of amplifiers

from different vendors, determining the cumulative gain ripple and tilt function is com-

plicated, making it difficult to create a model. The proposed technique can overcome

this difficulty by using a low duty cycle, and hence ”low power”, probe signal to sample
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Figure 2.6: (a) Output spectra from span 1 for different input configurations. Power

excursion caused by adding any wavelength across the C-band on the three existing chan-

nels in (b) Span 1 and (c) Span 2 (refer to Fig. 2.5). Experimental measurements and

predictions from models are presented.
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the gain spectra and extract the ripple-tilt function [72, 73]. A model was created each

for Span 1 and 2 in the test-bed and their accuracy in predicting power excursions for

the proposed technique is investigated. Both spans exhibit some degree of SHB at the

shorter wavelengths and this is accounted for in the model as well [74, 75].

Fig. 2.6 shows the predictions of the power excursions caused on existing channels

in the network when a new wavelength is added. Initially, the system is loaded with

three closely spaced wavelengths centered around 1557.5 nm. Due to their spatial

proximity, the wavelengths experience very similar power excursions and the average

power excursion is recorded. After the power excursion caused by a newly added

wavelength is measured, it is removed and replaced with another wavelength. Thus,

at any one time, there are at most four wavelengths in the system. All wavelengths

have equal input powers. As can be seen from Fig. 2.6 (b) and (c), the models predict

the power excursion within ±0.3 dB. The models can be used to predict the power

excursions for a wide range of scenarios, as will be presented in the following sections.

2.3.5 Basic Operation

The conventional method, hereafter designated as the ”static” method, of reprovision-

ing a signal from one wavelength to another involves attenuating the initial wavelength

(λ1) in steps until it is completely turned off (phase 1) and then bringing up the

power of the new wavelength (λ2) in steps (phase 2). The proposed method, hereafter

known as ”tunable” method, simultaneously decreases the power on λ1 and increases

the power on λ2, effectively merging phases 1 and 2 and decreasing the number of steps

for re-provisioning. Another benefit of the tunable method is that is always causes

unidirectional power excursions.

In many cases, depending on the positions of λ1, λ2 and the existing wavelength

under test, the power excursions caused by both phases 1 and 2 occur in the same

direction i.e. both positive or both negative. For these instances, both the static and

tunable methods have unidirectional excursion profiles. Such a scenario is presented in

Fig. 2.7. A wavelength at 1535 nm (λ1) and 3 other wavelengths centered around 1557.5

nm are injected into the test-bed. The 1535 nm wavelength is re-provisioned to 1560 nm

(Fig. 2.7(a)) using the static and tunable methods and the average power excursions on

the constant wavelengths are recorded(Fig. 2.7(b) and (c) respectively). Both methods

cause the same amount of excursion. In other cases, power excursions caused by phases

23



2.3 Hitless Wavelength Reconfiguration in Amplified
Optical Networks

Decreasing power on λ1 Increasing power on λ2

Power (dBm) 

-2
6

 
-2

7
-2

8
-2

9
-3

0
-3

1
-3

2
-3

3

-3
3

-3
2

-3
1

-3
0

-2
9

-2
8

-2
7

-2
6

 

-2
5

 
-2

4
 

-2
3

 
-2

2
 

-2
1

-2
0

N
o

  λ-2
5

-2
4

-2
3

-2
2

-2
1

-2
0

-1
9

-1
90

0.2

0.4

0.6

0.8

1

1.2

0

Sa
ti

c 
ch

an
n

e
l 

Ex
cu

rs
io

n
 (

d
B

)

Experiment

Simulation

1
0

0
%

 

9
0

%

8
0

%

7
0

%

5
0

%

4
0

%

3
0

%

2
0

%

1
0

%

6
0

%

1535 nm  dwell time % 

0
%

0
%

 

1
0

%

2
0

%

3
0

%

5
0

%

6
0

%

7
0

%

8
0

%

9
0

%

4
0

%

1560 nm  dwell time % 

1
0

0
%

0

0.2

0.4

0.6

0.8

1

1.2

0

St
at

ic
 C

h
an

n
e

l 
Ex

cu
rs

io
n

 (
d

B
) Experiment

Simulation

(a)

(b)

(c)

λ1 λ2

Figure 2.7: (a)Wavelength is re-provisioned from 1535 nm to 1560 nm. (b) Power excur-

sion on the constant wavelengths in the network for static re-provisioning is unidirectional

and total excursion is 0.88 dB. (c)Power excursion on the constant wavelengths in the

network for tunable re-provisioning is also unidirectional and total excursion is 0.88 dB.

24



2.3 Hitless Wavelength Reconfiguration in Amplified
Optical Networks

(a)

(b)

(c)

-0.8

-0.4

0

0.4

0.8

0

Sa
ti

c 
ch

an
n

e
l 

Ex
cu

rs
io

n
 (

d
B

)

Experiment
Simulation

Decreasing power on 1529nm Increasing power on 1560nm 

Power (dBm) 

-2
6

 
-2

7
-2

8
-2

9
-3

0
-3

1
-3

2
-3

3

-3
3

-3
2

-3
1

-3
0

-2
9

-2
8

-2
7

-2
6

 

-2
5

 
-2

4
 

-2
3

 
-2

2
 

-2
1

-2
0

N
o

  λ-2
5

-2
4

-2
3

-2
2

-2
1

-2
0

-1
9

-1
9

Net excursion: -0.55 dB

1
0

0
%

 

9
0

%

8
0

%

7
0

%

5
0

%

4
0

%

3
0

%

2
0

%

1
0

%

6
0

%

1535 nm  dwell time % 

0
%

0
%

 

1
0

%

2
0

%

3
0

%

5
0

%

6
0

%

7
0

%

8
0

%

9
0

%

4
0

%

1560 nm  dwell time % 

1
0

0
%

-0.8

-0.6

-0.4

-0.2

0
0

St
at

ic
 C

h
an

n
e

l 
Ex

cu
rs

io
n

 (
d

B
)

Experiment

Simulation

λ1λ2

Total excursion: -0.46 dB

Figure 2.8: (a)Wavelength is re-provisioned from 1535 nm to 1529 nm. (b) For static re-

provisioning, positive excursion occurs during phase 1 and negative power excursion occurs

during phase 2, resulting in net excursion of -0.55 dB. (c)Only negative excursion occur for

the tunable method and the total excursion is -0.46 dB. The discrepancy is due to slight

change in wavelength that occurs when the laser is operated in static versus tunable mode.

25



2.3 Hitless Wavelength Reconfiguration in Amplified
Optical Networks

1 and 2 are in opposite directions and the control system has to adjust for both positive

and negative power excursions over the course of a single re-provisioning event. For

these instances, when the tunable method is used, the wavelengths experience only the

net excursion. In addition to power excursions being unidirectional, the magnitude of

excursion is also reduced. Such a scenario is presented in Fig. 2.8. In this case, the

wavelength at 1535 nm (λ1) is re-provisioned to 1529 nm instead (Fig. 2.8(a)). As

can be seen from Fig. 2.8(b), positive excursion occurs during phase 1 of the static

method, followed by negative excursion during phase 2, resulting in a net excursion of

-0.55 dB. Only negative excursion occur for the tunable method (Fig. 2.8(c)) and the

total excursion is -0.46 dB. The discrepancy is due to slight change in wavelength that

occurs when the laser is operated in static versus tunable mode. All power excursion

measurements made in this section are at the end of span 1 of the test-bed (refer to Fig.

2.5). The predictions from the model for span 1 are also included in Fig. 2.7(b),(c)

and Fig. 2.8(b),(c) and the discrepancy between measured and calculated values are

within ±0.3 dB.

2.3.6 Performance in Different Network Scenarios

In this section, performance of the proposed technique is compared with to that of

the conventional method for wavelength reprovisioning to achieve defragmentation in a

range of network scenarios. Defragmentation is chosen as the test case since: (i) AON

will have to de-fragment significantly more frequently than current quasi-static network,

and (ii) by choosing a corner case defragmentation scenario, where the initial and final

wavelengths are widely separated and thus cause the most excursion, the performance

of the proposed technique can be stringently evaluated. For the work in this section,

the initial loading condition of the network is a fragmented spectrum with a wavelength

at 1535 nm and three other wavelengths centered around 1557.5 nm. The wavelength

at 1535 nm is re-provisioned to 1560 nm for defragmentation. The three wavelengths

centered around 1557.5 nm remain in the network at all times and are referred to

as the static channel. For the tunable method, wavelengths being reprovisioned are

continuously switching between each other and therefore, are designated as switching

channels. The wavelength reprovisioning time and data loss time for static and tunable

cases are compared. The wavelength reprovisioning process can be broken down into

two main processes:
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1. Power adjustment on the wavelengths being reconfigured, followed by power mea-

surements on the wavelengths in the network to determine if any thresholds have

been surpassed (designated as steps hereafter).

2. Power adjustment on channels that have deviated from the optimum range to

maintain the target power. This can be done by adjusting the WSS attenuation

for that channel(designated as WSS adjustments hereafter) or changing the laser

output power directly (designated as laser output adjustments hereafter).

The wavelength reprovisioning time thus can be estimated using the following for-

mula:

Wavelength reprovisioning time = (# steps ∗ Step time)

+

(# WSSadjustments ∗ WSS adjustment time)

+

(# laser output adjustments ∗ Laser output adjustment time) (2.1)

For static reprovisioning, the data loss time is equal to the wavelength reprovisioning

time.

Static data loss time = Wavelength reprovisioning time (2.2)

For the tunable case, data transmission is continued on the wavelengths being re-

provisioned. However, there is some data loss after each switching event [69, 70] and

the total data loss is given by:

Tunable data loss time = # switching events ∗ Data loss time per switch

= 2 ∗ wavelength reprovisioning time

Switching Period
∗

Data loss time per switch (2.3)

Each WSS adjustment takes about hundreds of milliseconds [76] while the step

time varies depending on the method of adjusting the power on wavelengths being

reprovisioned. If the power of wavelength if adjusted by directly changing the laser
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output, step time is considerably shorter and on the order of tens of milliseconds. On

the other hand, if power is adjusted by keeping the laser power constant and changing

the WSS attenuation on the channel, the step process can take up to hundreds of the

milliseconds as well. The latter is the more common step process in current network.

Here, estimations are based on shortest achievable step time achievable for a given

scenario. The assumptions used in the calculations are:

1. WSS adjustment time is 500 ms.

2. Laser output adjustment time is 50 ms.

3. Short step time is 50 ms and long step time is 500 ms

4. For the tunable reprovisioning case, data loss time after a switching event is 30

ns [69].

5. WSS adjustments occur simultaneously on many wavelengths. For example, if all

three static channels were adjusted simultaneously after a step, the WSS adjust-

ment time would be 500 ms plus some overhead time to account for imperfect

synchronization. However, the decreased time due to simultaneous WSS adjust-

ment is not used in the calculations here. Rather, the total number of individual

WSS adjustments are used for worst-case performance estimations.

2.3.6.1 ROADM to ROADM Amplified Link

ROADM 1

x n

ROADM 2

Figure 2.9: ROADM to ROADM amplified link. n = 4 for test-bed used in this experiment

(refer to Fig. 2.5)

In this section, the power excursions in a ROADM to ROADM amplified link, as

shown in Fig. 2.9, are studied. This network scenario is implemented in the test-bed

by setting WSS 2 (refer to Fig. 2.5) to all pass-mode so that it acts purely as a passive
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loss element. The VOAs are adjusted to maintain the required insertion losses. Two

different test cases are studied:

1. Test case 1: Equal launch powers. ROADM 1 adjusts the input power of all

wavelengths into the network to ensure that they are injected at the target launch

power. Wavelengths experience wavelength dependent gain in the amplified link

and reach ROADM 2 with unequal power. ROADM 2 adjusts the attenuation

on each wavelength by a different amount to maintain the target power at the

receiver.

2. Test case 2: Unequal launch powers. ROADM 1 adjusts the input power of all

wavelengths into the network to pre-compensate for wavelength dependent gain

of the amplified link. The launch powers are adjusted to ensure that the target

power at the receiver at ROADM 2 is maintained. All power adjustments occur

at ROADM 1.

Test case 1: Equal Launch Power

The cumulative power excursion measured on the static channel at ROADM 2 i.e.

WSS 3 in the test-bed (refer to Fig. 2.9,2.5)for static wavelength reprovisioning is

shown in Fig. 2.10. The figure also includes the cumulative power excursion predicted

by the amplifier models ( section 2.3.4). The models for span 1 and span 2 are cas-

caded to generate the results, resulting in a compounding of error from each model.

Consequently, the discrepancy between measured and predicted values (maximum of

0.7 dB) in this case is higher than those for single spans. The error can be reduced by

refining the models to take into account additional network parameters, such as fiber

non-linearities for example. The allowable end-to-end power fluctuation margin for the

link is set to be ±0.5 dB. Once the cumulative power excursion on a channel surpasses

the ±0.5 dB threshold, the WSS attenuation for that channel is adjusted to bring it

back to target power. As can be seen from Fig. 2.10, 3 WSS adjustments on each

of the static channels are required to ensure the system operates within the margin.

Thus for this scenario, the static reprovisioning process entails 30 steps and 9 WSS

adjustments. Since this is a point-to-point link, the power of the laser can be adjusted

directly, yielding a short step time of 50 ms. The reconfiguration time and data loss in

this case is 6 s.
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Figure 2.10: Cumulative power excursion measured on the static channel at ROADM 2

i.e. WSS 3 in the test-bed (refer to Fig. 2.9,2.5)for static wavelength reprovisioning.
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Figure 2.11: Cumulative power excursion measured on the static channel at ROADM 2

i.e. WSS 3 in the test-bed (refer to Fig. 2.9,2.5)for tunable wavelength reprovisioning.
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(a)

(b)

Figure 2.12: Power on the switching wavelengths at the receiver changes as the DTR is

varied during the reconfiguration process. (a) 1560 nm (b) 1535 nm

The cumulative power excursion measured on the static channel for tunable wave-

length reprovisioning is shown in Fig. 2.11. The total excursion is the same as the

static reprovisioning case and 3 WSS adjustments on each of the static channels are

required. In the tunable case, data transmission is continued on the switching wave-

lengths and consequently, the powers on these channels also have to maintained within

certain margins. Fig. 2.12 shows how the power on the switching wavelengths at the re-

ceiver changes as the DTR is varied during the reconfiguration process. The cumulative

power excursions on the switching channels is shown in Fig. 2.13. The 1560 nm chan-
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Figure 2.13: Cumulative power excursion measured on the switching channels at ROADM

2 i.e. WSS 3 in the test-bed (refer to Fig. 2.9,2.5)for tunable wavelength reprovisioning.(a)

1560 nm (b) 1535 nm
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nel is in the same spectral region as the static channels and consequently, experiences

similar cumulative power excursion (Fig. 2.13(a)). 4 WSS adjustments are required

to maintain its target power. The 1535 nm channel experiences significantly greater

cumulative power excursion (Fig. 2.13(b)) as SHB suppresses its gain at high powers.

The power on 1535 nm channel has to be adjusted after almost ever step, requiring 7

WSS adjustments in total. Thus, for this scenario, the tunable reprovisioning process

entails 10 steps and 20 WSS adjustments, resulting in a reprovisioning time of 10.5 s

and data loss time of 35 ms.

Test case 2: Unequal Launch Power

(a)

(b)

λ1

λ1

λ2

λ2

Figure 2.14: (a) Unequal launch power to compensate for wavelength dependent gain in

the link. (b) Wavelengths reach the end of the link with equal powers.

The power of the input wavelengths are adjusted such that they all reach ROADM

2 with equal target power (Fig. 2.14), resulting in the 1535 nm channel being launched

with approximately 6 dB less power than the static channels. The cumulative power
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i.e. WSS 3 in the test-bed (refer to Fig. 2.9,2.5)for static wavelength reprovisioning. Wave-

lengths are launched with unequal powers to pre-compensate for the wavelength dependent

gain in the link.
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ing. Wavelengths are launched with unequal powers to pre-compensate for the wavelength

dependent gain in the link.
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Figure 2.17: Cumulative power excursion measured on the switching channels at ROADM

2 i.e. WSS 3 in the test-bed (refer to Fig. 2.9,2.5)for tunable wavelength reprovisioning.(a)

1560 nm (b) 1535 nm. Wavelengths are launched with unequal powers to pre-compensate

for the wavelength dependent gain in the link.
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excursion measured on the static channel at ROADM 2 for static wavelength reprovi-

sioning is shown in Fig. 2.15. Since 1535 nm starts out at a lower launch power, the

total number of steps decreases to 24. The total power excursion on the static channel

is also lower than that in test case 1, requiring 2 power adjustments on each of the three

static channels. Since these channel power adjustments are made at the source, before

the amplified link, they are achieved by adjusting the laser output power. Thus for

this scenario, the static reprovisioning process entails 24 short steps and 6 laser output

adjustments, resulting in reconfiguration and data loss time of 1.5 s.

The cumulative power excursion measured on the static channel for tunable wave-

length reprovisioning is shown in Fig. 2.16 and it too requires 2 power adjustments on

each of the three static channels. The cumulative power excursions on the switching

channels is shown in Fig. 2.17. The cumulative excursions on both 1560 nm and 1535

nm are lower that than the equal launch power case and require 2 and 5 WSS adjust-

ments respectively. Since a single laser is switching between the two wavelengths, the

output power of the laser is kept constant and the individual wavelength attenuation

on the WSS is adjusted. Thus, for this scenario, the tunable reprovisioning process

entails 10 short steps, 6 laser output adjustments and 7 WSS adjustments, resulting in

a reprovisioning time of 4.3 s and data loss time of 14.3 ms.

2.3.6.2 Multiple ROADM Amplified Link

x n

ROADM 3ROADM 1

x m

ROADM 2
Link 1 Link 2

Figure 2.18: Multiple ROADM amplified link. Links 1 and 2 are spans 1 and 2 in the

test-bed used in this experiment (refer to Fig. 2.5).

In this section, the power excursions in a ROADM to ROADM amplified link, as shown

in Fig. 2.18, are studied. This network scenario is implemented in the test-bed by using

spans 1 and 2 as links 1 and 2 respectively and WSS 2 functions as ROADM 2. This

is the most common network scenario in mesh metro-networks which constitutes of

short amplified links with a large number of WSS for path diversity. Since power
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Figure 2.19: Cumulative power excursion on static channels during static wavelength

reconfiguration in a multi-ROADM link. (a) Cumulative power excursion on static channels

in span 2 when 1535 nm is attenuated in span 2 only. (b)Cumulative power excursion on

static channels in span 1 when 1535 nm is reconfigured to 1560 nm in span 1 only. (c)

Cumulative power excursion on static channels in span 2 when the power on 1560 nm is

increased in span 2.
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excursion grow rapidly in amplifier cascades [60], power adjustments are made at every

ROADM site along the end-to-end path for optimum network performance. During

a conventional reconfiguration event in such a network scenario, power adjustments

on the wavelengths being reconfigured are made on a link by link basis, starting from

the last link in the path and working backwards. By isolating the power adjustment

process to one link at a time, transient are prevented from compounding. For example,

when reconfiguring 1535 nm(λ1) to 1560 nm(λ2) in the test-bed, the power on λ1 in

span/link 2 is attenuated in steps by WSS 2 until it is completely turned off. Fig.

2.19(a) illustrates the cumulative power excursion on the static channels in span 2

during this process. Loading conditions and hence wavelength powers in span 1 are

unaffected while λ1 is attenuated in span 2. Once λ1 has been removed from span 2, its

power in span/link 1 is decreased in steps until the it is completely removed from the

network. The power on λ2 is then increased in steps until the target power is reached;

λ2 is blocked at WSS 2 in the meantime to ensure that channel loading conditions in

span 2 remain unchanged. Fig. 2.19(b) illustrates the cumulative power excursion on

the static channels in span 1 during this process. In span 1, the power adjustment on

wavelengths being reprovisioned can be made by directly decreasing the laser output

power. Once all the power adjustments in span 1 have been completed, the power on

λ2 in span 2 is increased in steps by decreasing its attenuation at WSS 2(Fig. 2.19(c)).

Thus, the static reconfiguration process entails 30 long steps, 30 short steps, and 15

WSS power adjustments, resulting in a reconfiguration and data loss time of 24 s for

the static reconfiguration method.

The tunable wavelength reconfiguration process doesn’t allow for individual links

to be isolated for power adjustments. In this case, a tiered thresholding system, with

the link closest to the transmitter having the tightest margins, is used instead to main-

tain power excursions within the margins of tolerance. For example, the maximum

allowable power excursions at the receiver is ±0.5 and so, the power excursion margin

at ROADM 2 is set to ±0.25. By clamping down the power excursions early in the

amplified path, they are prevented from growing uncontrollably. The cumulative power

excursion on the static channels at the end of span 1 is shown in Fig. 2.20. The total

excursion is 0.8 dB and 3 WSS adjustments on each of the static channels are made.

As can be seen from Fig. 2.21, illustrating the cumulative power excursions on the

switching channels, the 1560 nm channel requires 4 WSS adjustments and the 1535
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nm channel requires 7 WSS adjustments to maintain the power fluctuation within the

requisite ±0.25 range. Adjusting for the power fluctuations at ROADM 2 decreases

the cumulative power excursions of the channels at ROADM 3 significantly, as can be

seen from Fig. 2.22,2.23, 2.24. The cumulative excursion of static channels at the end

of span 2 is 1.5 dB when no adjustments are made at WSS 2; with adjustments, the

maximum power excursion drops to 0.8 dB and requires 2 WSS adjustments at WSS

3. Similarly, adjustment at WSS 2 decreases the maximum power excursion on 1560

nm from 1.8 dB to 1 dB (Fig. 2.23) and 1535 nm from 4.6 dB to 1.4 dB(Fig. 2.24).

1560 nm and 1535 nm channels both require 2 WSS adjustments at WSS 3 to maintain

the power at WSS 3 within the margins. Thus, the tunable reconfiguration process

for the multiple-ROADM network scenario entails 10 short steps and 30 WSS power

adjustments resulting in a reconfiguration time of 15.5 s and data loss time of 52 ms.

For longer paths with greater number of links, the step size has to be made smaller (e.g.

changing DTR by 5% instead of by 10% in each step) to ensure that the end-to-end
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Figure 2.20: Cumulative power excursion of static channels after span 1 at ROADM 2

i.e. WSS 2 in the test-bed (refer to Fig. 2.18,2.5)for tunable wavelength reprovisioning.
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Figure 2.21: Cumulative power excursion of switching channels after span 1 at ROADM 2

i.e. WSS 2 in the test-bed (refer to Fig. 2.18,2.5)for tunable wavelength reprovisioning.(a)

1560 nm (b) 1535 nm.
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power excursion after each step remains within margins. While this will increases the

data reconfiguration and data loss time, the performance will still be better than the

static case where the number of long steps increases linearly with the number of links.
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Figure 2.22: Cumulative power excursion of static channels after span 2 at ROADM 3

i.e. WSS 3 in the test-bed (refer to Fig. 2.18,2.5)for tunable wavelength reprovisioning.

Excursions with and without adjustments at WSS 2 are compared.
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Figure 2.23: Cumulative power excursion on 1560 nm switching channel after span 2

at ROADM 3 i.e. WSS 3 in the test-bed (refer to Fig. 2.18,2.5)for tunable wavelength

reprovisioning. Excursions with and without adjustments at WSS 2 are compared.
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Figure 2.24: Cumulative power excursion on 1535 nm switching channel after span 2

at ROADM 3 i.e. WSS 3 in the test-bed (refer to Fig. 2.18,2.5)for tunable wavelength

reprovisioning. Excursions with and without adjustments at WSS 2 are compared.
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2.4 Excursion-Free Dynamic Wavelength Switching in

Amplified Optical Networks

This section details a technique of distributing an optical signal across multiple wave-

lengths chosen to reduce or cancel the power dynamics so that excursion-free switching

can be achieved in an optically amplified transparent network. The use of variable

wavelength dwell times for excursion-free switching using arbitrary wavelength pairs is

presented. Spectral efficiency lost in utilizing multiple wavelengths is recovered through

time-division-multiplexing (TDM) two signals distributed over the same wavelengths.

2.4.1 Proposed Technique

2.4.1.1 Principle of Operation

The proposed technique distributes the optical power of a single signal over multiple

wavelengths such that the individual gain excursions cancel one another, so that the

power dynamics of wavelength reconfiguration is reduced or eliminated. Fast tunable

lasers that can switch between wavelengths on nanosecond time scales are used to

distribute the optical power. EDFAs have gain response time constants on the order

of hundreds of micro-seconds or even milliseconds and therefore do not respond to any

power fluctuations occurring at a faster time scale. For example, if the tunable laser

switches over N wavelengths with equal dwell times summing to less than a microsecond,

the EDFA perceives it as N static channels, each at 1
N the total laser power. By

using balanced wavelengths, that cause equal and opposite power excursions, the power

fluctuations that arise when switching these signals can be negated. Due to network

constraints it may not always be possible to choose a balanced pair/set of wavelengths

that cause equal and opposite excursions. However by varying the dwell time ratio

(DTR) between a pair of unbalanced switching wavelengths, their relative contributions

to the resultant excursions can be skewed so that excursion free operation is achieved.

For example, two unbalanced wavelengths, λ1 and λ2, added at equal power, cause

excursions of +x dBm and −y dBm respectively, where |x| > |y|. Since the amount

of excursion caused by a wavelength depends on its power, zero net excursion can be

achieved by decreasing the power on λ1 and increasing the power on λ2. For the fast

switching scenario, the effective power on a wavelength, as perceived by the EDFA, is
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proportional to the dwell time on that wavelength and excursion free switching using

λ1 and λ2 can be achieved by increasing the dwell time on λ2.

2.4.1.2 Time Division Multiplexing for Spectral Efficiency

(a) 

λ1 λ2 

Signal 1 only 

(b) 

λ1 λ2 

S 2  S 1  S 2  S 1  S 2  S 1  S 1  S 1  

Time  Signal 1 only Signal 1 & 2 TDM 

Power at λ1  

S 1  S 2  S 1  S 2  S 1  

Time  Signal 1 only Signal 1 & 2 TDM 

Power at λ2  

S 1  S 1  

(c) 

Signal 1 & 2 TDM 

Figure 2.25: (a) Single signal, S1 distributed over two wavelengths (λ1 and λ2) as per-

ceived by the EDFA; (b) Additional signal S2 also distributed over the same wavelengths;

(c) Power at the two wavelengths at nano-second time scale, illustrating how TDM is

achieved

Since the signal is switching over multiple wavelengths, it occupies only a single wave-

length at any given instant in time. Thus there are times when a wavelength is not

being utilized but is still reserved for the signal, resulting in spectral inefficiency. While

this not a problem in lightly loaded networks, it is not scalable for networks that have

higher traffic demands. For example, if signals are distributed over 2 wavelength posi-

tions, then the total spectral efficiency of the system would be reduced by 1
2 . In order

to overcome this issue, time division multiplexing can be used. For example, initially
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signal 1 is distributed over λ1 and λ2 but occupies either the λ1 or the λ2 time slot at

any given instant in time. When a new demand for capacity is initiated, and signal 2 is

provisioned, it can be distributed over λ1 and λ2 as well by ensuring that it occupies the

λ1 slot when signal 1 is at λ2 and vice versa. The effective power on each wavelength,

as perceived by the EDFA, doubles in this case. This concept is illustrated in Fig. 2.25.

2.4.1.3 Network Considerations

New wavelength assignment and network control techniques have to be developed in or-

der to deploy this paradigm in the network. The response of an AGC amplified system

can be modeled using the dynamic power control equations outlined in [71]. The model

predicts the output powers of WDM channels from an amplified system for different

input conditions so that wavelength sets can be chosen intelligently for zero-excursion.

The model requires information about the accumulated gain ripple in the amplified link

and this can be measured using probe wavelength signals [72, 73]. Fast-tunable lasers

can also be used as short duration probes for gain spectrum measurements. In systems

that use a wide variety of makes and models of amplifiers, the variation in gain ripple

will limit how well the power excursions are reduced. The extent of benefit will depend

on how many wavelengths the signals are distributed over and how well they sample the

range of gain spectra. Synchronization techniques for the TDM operation have to be

explored. Signals from the same source location may use a common low frequency clock

for synchronization. Additional TDM synchronization will be required when sources

from different locations are multiplexed. Since a signal is distributed over multiple

wavelengths, the amount of dispersion will be different for the different wavelengths

across the band. Electronic dispersion compensation needs to rapidly compensate for

the different amount of dispersion and this can be achieved by using pre-set values given

that the switching is between known wavelength sets. For metro-area networks, where

dynamicity will be most beneficial, differences in dispersion is not going to be consid-

erable as distances traversed are relatively short. Data on the switching wavelengths

can be received error-free within nanoseconds of the switching event. Previously, it was

demonstrated that for mth power double differential QPSK signals, data transmission

is error free 30 ns after switching [69]. For direct detection burst mode orthogonal fre-

quency division multiplexing (OFDM) signals, error-free transmission is achieved after

8ns [70]. Note that additional delays may be introduced due to group delay differences
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between channels at different wavelengths. For dispersion shifted fibers and dispersion

compensated systems, this effect is likely to be negligible. For uncompensated standard

single mode fiber (SSMF) delays on the order of 1 ns/km are possible leading to 100

ns scale delays in large metro networks. This introduces some amount of overhead in

the system. For example, 200 ns dwell time on each wavelength, which is the config-

uration for this experiment, the overhead (neglecting fiber group delay variations) is

15% for DD-QPSK and 4% for DD-OFDM signals. The overhead can be decreased by

increasing the dwell time on each wavelength. For dwell times of 10 s (which is still

significantly lower than the EDFA response time), the overhead is less than 1%. The

capacity loss due to this amount of overhead is acceptable since this technique allows

wavelength re-provisioning on the order of seconds and faster, limited by the switching

speeds and not by the optical power tuning. Wavelength re-provisioning using current

techniques can take up to days and results in significantly greater capacity loss. The

world record for the fastest wavelength provisioning was recently reported as 19 minutes

and 1 second [28].

2.4.2 Experiment

OSA

VOAEDFA
VOA

DAQ

50
50

SG-DBR

Comb 
Source

WSS

WSS EDFA VOA

SMF

25km

EDFA
SMF

20km

50

50

PIN

TX

Figure 2.26: Experimental set-up to study the power excursions caused by wavelength

switching in a three EDFA metro-scale network
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Figure 2.27: Experimental implementation of fast-switching TDM transmitter using a

comb source and electro-optic switches, WSS=wavelength selective switch

The experimental set up is shown in Fig. 2.26. A software controlled SG-DBR fast

tunable laser is used to perform wavelength switching. The laser can operate in both

static and fast-switching modes and can access 83 wavelengths (numbered 11-94) across

the 50 G C-band ITU grid. In fast-switching mode, each wavelength can be assigned

a dwell time of between 200 ns and 10 µs. Since the power coupling effect due to

the wavelength switching is agnostic to the presence of data and depends solely on

the wavelength configuration and power values, a comb source in conjunction with a

wavelength selective switch (WSS) is used to introduce additional wavelengths across

the band. This provides the flexibility to study a wide range of channel configurations

and the results for a worst-case scenario are presented in the following section. The

input power of all wavelengths is maintained at −23 dBm per wavelength into the first

EDFA. All EDFAs operate in constant gain mode at +18 dB. Two spans of standard

single mode fiber (SSMF) (25 km and 20 km) are used, and VOAs after each span

adjust the optical power to an average of −23 dBm per wavelength. A WSS is used to

drop one of the static wavelengths which are detected with a 250 MHz PIN detector,

followed by a 2 MSa/s data acquisition (ADC) board to measure power dynamics. In

order to study time division multiplexing operation, the transmitter block of the setup

diagram in Fig. 2.26 is replaced with the transmitter block shown in Fig. 2.27. As only

one SG-DBR was available, the TDM operation was synthesized by time multiplexing

a pair of CW signals from the comb source using electro optic switches. In this case the

switching wavelengths are always on as the fast electro-optic switches are used to switch,
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alternately, between the two wavelengths. The two pairs of signals are synchronized

with a common clock and combined in a 50/50 optical combiner. Note that this is also

an alternative implementation to using a fast tunable laser source: using multiple single

wavelength signals and selectively activating or modulating them with a fast switch or

modulator. The switch dwell time in this experiment for the TDM case was varied

from µs to seconds, with no additional excursions on other wavelengths.

2.4.3 Results and Discussion

2.4.3.1 Balanced Wavelength Switching: Basic Operation

Figure 2.28: (a) Excursions on wavelength 1547.72 nm due to addition a wavelengths

across the C-band and (b) Excursions on wavelength 1547.72 nm in the time domain due

to addition of individual wavelengths and a balanced pair
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Fig. 2.28(a) shows the experimental and modelled power excursion amplitudes, caused

by transmission through one EDFA, on wavelength 1547.72 nm (no. 45) when an

additional wavelength is added at a wavelength corresponding to the Channel Index on

the horizontal axis. The figure shows that the observed wavelength experiences both

positive and negative excursions as channels are added at different wavelengths across

the spectrum. These excursions are not symmetric as the tilt and ripple functions of

the EDFA are not symmetric and the tilt varies with the gain. The figure shows that

the addition of wavelength number 11(1561.44 nm) causes an opposite excursion to

that caused by wavelength number 73(1536.61 nm): ±0.4 dB (referred to here as a

balanced pair). These excursions are shown in the time domain in Fig. 2.28(b). This

figure also shows that no excursion is caused when the laser switches quickly (dwell time

= 200 ns) between these two balanced wavelengths. Since the dwell time of the two

fast switching channels is below the gain response time of the EDFA (microseconds),

they have the same effect as two static channels that cause opposite excursions. Thus,

by distributing the channel power over two or more wavelengths that are balanced in

this way, the system no longer exhibits channel power excursions when the new signal

is added or removed. Thus, persistent power excursions, which are a key limitation

preventing dynamic wavelength operation, are removed.

2.4.3.2 Balanced Wavelength Switching: Network Scenario

It is important to show how excursion-free fast wavelength switching can work in a

metro network scenario as excursions grow larger with each additional amplifier along

the path [60]. To study this we examine wavelength switching of such wavelength dis-

tributed signals in a WDM system (the setup in Fig. 2.26) with multiple wavelengths.

Figure 6 shows the output spectra of the WDM signals used to test the technique.

The accumulated wavelength dependent gain ripple through the system is 7.5 dB. Here

the tilt is adjusted to be high to emulate the effect of a much larger amplified sys-

tem. A single amplifier with large ripple or tilt has been shown to be equivalent to a

cascade of identical amplifiers with a combined ripple and tilt of the same form, ne-

glecting gain dependent tilt [60]. Excursions on four wavelengths provided by the comb

source (pink) are measured as the SG-DBR is repeatedly moved (on a millisecond time

scale) from one balanced pair (switching on a nanosecond time scale) of wavelengths

(light blue, 1538.98 nm and 1539.77 nm), to an unbalanced pair (black, 1529.95 nm
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and 1530.33 nm), i.e. the SGDBR initially switches on a ns time scale between two

balanced wavelengths (light blue), and is quickly reconfigured to switch between two

unbalanced wavelengths (black). This reconfiguration, between the balanced pair and

the unbalanced pair, is continuously repeated on millisecond time scales. The same

measurements are made as the laser repeatedly tunes from one balanced pair (light

blue) to another balanced pair (orange, 1535.45 nm and 1554.95 nm). The resultant

excursions on the four static wavelengths in the system (pink channels in Fig. 2.29)

are shown in Fig. 2.30 which exhibits excursions of around 2 dB on each channel,

as the laser repeatedly tunes between a balanced and unbalanced pair. In contrast,

excursion-free operation is obtained on all wavelengths when the laser repeatedly tunes

between two balanced pairs of wavelengths. We observe similar behavior in simulation.

Note that the tuning back and forth between different wavelength pairs, shown in these

figures, is on the scale of 100s of microseconds, which is the typical response time of

AGC EDFAs. These results show how choosing the ns switching wavelength locations

intelligently can provide excursion-free addition, and re-routing, of packet/burst/circuit

switched data channels in a network.
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Figure 2.29: Output spectra of static WDM wavelengths and groups of balanced and

unbalanced switching wavelengths.
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Figure 2.30: Excursions on all static wavelengths, including predictions from the simu-

lation model.

2.4.3.3 Variable Dwell Time Ratio

The results in previous section show the mitigation of power excursions using balanced

wavelengths with equal dwell times. As dwell times are well below the EDFA response

time, the addition of this pair of switching wavelengths is the equivalent, to the ampli-

fier, of adding two static wavelengths at 3 dB below their actual input power. i.e. the

equal allocation of sub EDFA response dwell times, translates (from the point of view

of the EDFA) to distributing the instantaneous optical power equally over two wave-

lengths. This effect can be observed in Fig. 2.29 because the sweep time of the optical

spectrum analyzer used is also significantly longer than the dwell time. In the figure,

switching wavelength pairs are both shown to have a power of 3 dB below neighboring

static wavelengths, even though all launch powers are maintained instantaneously at

−23 dBm. As the AGC EDFA algorithm works by monitoring the total input optical

power, power excursions arising from the addition of new wavelengths depend on the

input power of those wavelengths (as they appear to the EDFA) and by extension, the

ratio of the switching wavelength dwell times. Fig. 2.31 shows unbalanced switching

wavelengths with variable DTRs used for excursion free operation. The same static

wavelengths (pink) and initial balanced switching wavelengths (blue), as outlined in
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section 2.4.3.2, are used. This time however, the laser is reconfigured to switch be-

tween the unbalanced pair 1561.42 nm and 1530.33 nm (solid black, Fig. 2.31 a). A

second unbalanced pair, 1549.75 nm and 1530.33 nm (dashed black, Fig. 2.31 b), is

also demonstrated. Fig. 2.32 a shows excursions on all static channels when the laser

is reconfigured from the balanced pair (blue) to the unbalanced pair (solid black in

Fig. 2.31 a), for DTRs of 1:1 and 4:1. When equal dwell times are employed there is

a residual excursion of about 1 dB on all wavelengths. However, with a DTR of 4:1,

excursion free operation is achieved as the effective contributions to excursion, from

either wavelength, are equalized. Fig. 2.32 b shows the same results for the second

wavelength pair used (dashed black in Fig. 2.31 b). In this case, a wavelength closer

to the mean gain of the channel, 1549.75 nm, is used in conjunction with 1530.33 nm

to balance the excursions. As the new wavelength causes smaller excursion than the

previous one, an increased DTR of 6:1 is required to achieve excursion free operation.
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Figure 2.31: Spectra of the network configuration with a balanced wavelength pair (blue)

and balanced wavelength pairs with different dwell time ratios (black).
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Figure 2.32: Excursions on all static wavelengths for (a) wavelength switching with DTRs

of 1:1 and 4:1 (solid black, Fig. 2.31 a), (b) wavelength switching with DTRs of 1:1 and

6:1 (dashed black, Fig. 2.31 b)

2.4.3.4 Time Division Multiplexing

The effect of TDM switching signals on channel power is also studied. Fig. 2.33

shows the excursions on the wavelengths in the system (pink in Fig. 2.29) when the

two time multiplexed CW signals are changed, between the two balanced wavelength

pairs (light blue and orange in Fig. 2.29) as outlined in section 2.4.3.2. Excursions

of <0.1 dB are achieved on all measured wavelengths. In the TDM configuration, for

dwell times ranging from seconds down to 125 µs, negligible excursions are observed
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Figure 2.33: Power excursion from balanced TDM wavelength switching

as the multiplexed wavelengths smoothly alternate within the time slots and are well

synchronized.

2.5 Conclusion

This chapter presents two different techniques of enabling rapid wavelength reconfigu-

ration in amplified optical networks by leveraging the temporal properties of amplifiers

to manage the amount of channel power transients.

The first technique, which can be easily integrated into current networking sys-

tems, results in either longer or shorter reconfiguration times compared to conventional

method, depending on the specific network scenario. However, regardless of the total

reconfiguration time, the proposed technique always yields a significantly lower data

loss during the reconfiguration process. Results from implementing this technique in

a metro-scale test-bed establish that the data loss using the proposed technique is

1000X less than the conventional method, making it a viable option for frequent, rapid

wavelength re-configuration.

The second method, where optical channel is distributed over multiple wavelengths

chosen to null any power excursions, opens up an entirely new form of wavelength

division multiplexing paradigm. As results of deploying this technique in a metro-
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scale test-bed demonstrate, it can be used for excursion-free switching over a range of

wavelengths, without loss of spectral efficiency, enabling rapid growth and re-routing

of wavelengths in a network.
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Chapter 3

Real-Time Awareness of Physical

Layer Impairments

3.1 Cross-Layer Approach

Optical 
Data In

Control Plane
• Network Intelligence
• Higher layer protocols

Data Plane
• Multi-layer Switching
• Rapid re-configuration
• Optical aggregation

OPM Plane
• Real-time awareness
• Agile on-chip photonics

QoS, Energy

Optical 
Data Out

Measurements

Figure 3.1: Cross-layer node that allows bi-directional communication between the dif-

ferent layers of the network protocol stack.

Cross-layer networking has been proposed as an enabler of intelligence and agility in

the optical layer [2, 55, 77, 78, 79, 80]. Fig. 3.1 depicts the architecture of a cross-

layer enabled node that allows bi-directional signalling between the different layer of
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the network protocol stack. Such a networking paradigm is crucial for achieving real-

time awareness in an agile optical network as it allows the measurements made by

the advanced optical performance monitors embedded in the physical layer to be com-

municated to the control plane. Real-time introspection into the physical layer can

thus be used in conjunction with awareness of higher layer network constraints (e.g.,

application, quality of service requirements, and energy consumption) for informed

routing, regeneration, modulation, and power control decisions, enhancing the network

performance. Several advanced optical performance monitors have been successfully

integrated in the cross-layer node; here, we focus on extending the functionality of one

of the OPMs [54, 81].

3.2 Delay-Line-Interferometer(DLI) based Optical-Signal-

to-Noise-Ratio (OSNR) Monitor

OSNR monitoring using a delay-line interferometer (Fig. 3.2) has been extensively

studied since it was first proposed in 2001 [82]. It is a promising distributed OSNR

monitoring solution of single channel systems as it supports multiple advanced modu-

lation formats [8, 83] and can be easily integrated in the silicon photonics platform [84].

This technique relies on the fact that the signal is coherent and undergoes constructive

and destructive interference in the DLI whereas noise is incoherent and experiences

simple power splitting. The OSNR of a signal is thus proportional to the ratio of the

average powers at the constructive (PConst) and destructive (PDest) output ports of

the DLI. Signal and noise behavior at a 1
4 -bit DLI is illustrated in Fig. 3.3 to explain

this concept. In order to calculate the OSNR of a signal from the ratio, the signal

distribution ratio (α) and the noise distribution ratio (β) is determined. α is the ratio

of constructive power to destructive power in presence of signal only ( > 30 dB OSNR)

while β is the same ratio is presence of noise only. The values of α and β are determined

by the filter bandwidth, free spectral range of the DLI and modulation format of signal.

Due to the superposition property of the monitor components, the following equations

can be used to calculate the measured OSNR:

PConst =
α

α+ 1
PSignal +

β

β + 1
PNoise (3.1)
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PDest =
1

α+ 1
PSignal +

1

β + 1
PNoise (3.2)

ONSR =
PSignal

PNoise
=

(α+ 1) ∗ (PConst − β ∗ PDest)

(β + 1) ∗ (α ∗ PDest − PConst)
(3.3)

Pdest

λ

Pconst

Power 

Meter

Power 

MeterTunable 

Filter

Delay Line 

Interferometer

Figure 3.2: Block diagram of a DLI-based OSNR monitor for WDM channels

(a) (b) 

Figure 3.3: (a) Concept of 1
4 -bit delay interferometer. Constructive interference of a

signal bit onto itself for 3
4 of the bit period while noise splits between the constructive and

destructive arm. (b) Concept of 1
4 -bit delay in the spectral domain. Most of the signal

is notched out in the destructive port. The power ratio between the two arms is directly

related to the OSNR. (adapted from [8])

3.3 Pilot Tones for Autonomous OSNR Monitoring and

Cross-Layer Control

In this work, modulation-format and bit-rate awareness is realized in DLI-based OSNR

monitor (section 3.2) using pilot tones. The use of PT assisted DLI OSNR monitor for

autonomous signal quality decisions in a mixed-signal environment is demonstrated.
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Figure 3.4: (a) Unique low frequency pilot tone is added to each signal at the transmitter

to act as a signature for that signal. (adapted from [9] ) (b) RF spectrum can be used to

detect the pilot tone.

3.3.1 Pilot Tones for Signal Identification

One of the limitations of the DLI-based OSNR monitor described in section 3.2 is that

its measurements are dependent on the data rate and modulation format of the signal

under test. For this device to function effectively in future optical networks, which will

potentially be operating in a mixed line rate and modulation formats framework [85],

it is imperative to distinguish the properties of the monitored signal. In this work, low

frequency pilot tones – weak modulation components added to WDM signals – are used

to identify the signal properties at the monitoring site, enabling the use of a DLI-based

OSNR monitor for cross-layer impairment-aware routing in a mixed signal environment.

This concept is illustrated in Fig. 3.4. Pilot tones have a relatively small effect on the

signal quality and can be easily detected at the monitoring site with simple low power

digital signal processing without hampering integration efforts. In addition, pilot tones

can be used as an indicator of channel presence, enabling the monitor to detect channel

loss rapidly. The proposed pilot-tone assisted OSNR monitor enables a network node

to operate as an autonomous monitoring and control unit, a functionality that becomes

highly advantageous as next generation network architectures evolve towards a Unified

Control Plane (UCP) paradigm. Centralized control platform provides flexible network

management capabilities and is promising for dynamic service-aware optical networks.

Software defined networking (SDN), using the OpenFlow protocol based UCP, has al-
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ready been demonstrated to enable dynamic cross-layer path creation, restoration and

transponder control and application aware dynamic path configuration in multi-layer

multi-granularity optical networks [86, 87]. However the centralized controller runs the

risk of being overwhelmed by the level of signaling that would be required to control

the physical layer. Providing autonomous and distributed monitoring and control ca-

pabilities within the physical layer has the potential to reduce the complexity of the

control plane and improve network performance. If the UCP were to become isolated

from a network node or if it were disseminating erroneous information regarding the

signal type, a network node would continue to operate independently using information

from the monitoring device, thus ensuring data protection.

3.3.2 Pilot Tone Assisted Delay-Line-Interferometer

The structure of the proposed pilot-tone assisted DLI-based OSNR monitor is shown in

Fig. 3.5. It has been modified from the DLI-monitor illustrated in Fig. 3.2 to include

a simple DSP unit that processes the output from the photodiode at the constructive

port to extract the pilot tone frequency. This is reported along with the powers to the

control plane which can then determine the actual OSNR of the signal. The mapping

of the actual OSNR and the measured ratio varies with the data rate and modulation

format (Fig. 3.6). In our proposed solution, a unique low frequency pilot tone is

added to each type of signal at the transmitter to act as an identification code. In

the past, pilot tones have been shown to be an effective means of labeling signals

and for providing signal presence and power information. In this work, we investigate

their use in conjunction with advanced OPM to facilitate measurements in a mixed
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Simple 

Processing/ 
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Pconst
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OSNR Monitor
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Filter
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Figure 3.5: Pilot tone assisted DLI-based OSNR monitor which uses pilot tones to identify

signal properties for correct interpretation of OSNR from Pconst

Pdest
ratio
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Figure 3.6: Measured(a) and simulated(b) ratio for different signals. Each set consists of

no pilot tone and the worst discrepancy pilot tone, establishing that pilot tones have negli-

gible effect on DLI readings. Simulation results were generated by VPITransmissionMaker

signal environment in conjunction with a cross-layer centralized controller. For the

purposes of characterizing and demonstrating the key performance requirements, we

use a single frequency intensity modulated tone, however, these results are relevant for

a variety of tone modulation techniques [9]. To ensure that pilot tones do not have a

significant impact on the DLI measurements, the effect of the following on the OSNR

curves of different data signals (10G OOK, 40G OOK, 10G DPSK and 40G DPSK)

was investigated:

1. Different frequency pilot tones (5MHz, 10MHz, 15MHz, and 1GHz) at constant

modulation index (0.2)

2. Constant frequency pilot tones (10MHz) at different modulation indices (0.1, 0.2,

and 0.3)

The worst case discrepancies from both experiment and simulations (Fig. 3.6) establish

that pilot tones have no significant effect on monitor readings and can be used for signal

property identification. The DLI used in the experiment is a commercially available

40GHz optical DPSK demodulator from Optoplex.
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3.3.3 Experimental Validation in Cross-Layer Enabled Network Node
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Figure 3.7: (a) Cross-layer enabled network with local control plane for autonomous

monitoring and control. (b) Component level view of the network illustrating the control

loop initiated in response to a low OSNR signal detected at a node. The signal is dropped

locally and the LCP communicates with the UCP to implement intelligent rerouting. (c)

Experimental test-bed to validate the performance of the monitor in a mixed signal en-

vironment. The cross-layer node emulates an isolated node and is demonstrated to have

autonomous monitoring and management capabilities. Optical spectra of different test

cases at the cross-layer node are shown.

The performance of the proposed monitor in a cross-layer enabled node is experimen-

tally validated using the testbed depicted in Fig. 3.7 . The transmitting node injects

four different types of signals (10G OOK, 10G DPSK, 40G OOK and 40G DPSK), each

with a unique intensity modulated pilot tone, into the test-bed to create a mixed sig-

nal environment. To emulate traversal over different distances and paths, wavelength

selective switch (WSS 1) switches each signal either onto the impaired or the good link

to vary the OSNR and amount of cross-talk on each signal. At the cross-layer enabled

node, a portion of the power is tapped off for monitoring. The tapped signal is divided

equally between a photodiode connected to a radio-frequency (RF) spectrum analyzer
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and a DLI whose output ports are connected to power-meters. A software control plane

communicates with these measurement devices and extracts the values for Pconst, Pdest

and the pilot tone frequency with the highest signal-to-noise-ratio (SNR) to calculate

the OSNR of the signal. If the calculated OSNR is below a pre-defined threshold,

that particular signal is dropped. The proposed monitor operates accurately even in a

dense-wavelength-division-multiplexed (DWDM) system where cross-talk causes pilot

tone leakage between neighboring channels. To ensure the robustness of the proposed

monitor, we studied the behavior of pilot tones for the worst cross-talk signal configu-

ration in our test-bed (10G DPSK signal surrounded by two 40G DPSK signal on the

50G ITU grid) under different test conditions. In particular, we demonstrate the results

of: (i) varying the OSNR of the center channel (signal under test) and (ii) varying the
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Figure 3.8: (a) In the presence of high cross-talk, even at low OSNRs, there is a strong

enough channel pilot tone and no cross-talk pilot tone.(b) Using SNR at a given frequency,

the channel pilot tone can be distinguished from the cross-talk frequency up to -18 dBm

input power at detector. (c) Using the RF power at a given frequency, the channel pilot

tone can be distinguished from the cross-talk frequency up to -13 dBm input power at

detector. (d) Presence of high cross-talk causes errors in the OSNR measured by DLI-

based OSNR monitor. The strength of the cross-talk pilot tone can be used as an indicator

of the level of cross-talk to determine a correction factor.
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signal power of high OSNR center channel while maintaining high power and OSNR at

neighboring channels. Results show that the pilot tone frequency of the signal under

test is always the dominant frequency, ensuring correct operation of the monitor even

with significant amounts of cross-talk (Fig. 3.8 a,b,c). The cross-talk frequency can

instead be used as a signal to the control plane to correct for the error in the OSNR

measurement of the DLI that arises due to cross-talk (Fig. 3.8 d).

3.3.4 Impact of Cross-Talk on Pilot Tone and OSNR Monitor Mea-

surements

The impact of varying the amount cross-talk on the DLI power ratio, signal PT and

XT PT measurements is investigated for the worst cross-talk signal configuration in

the test-bed. The power of the channel under test (designated CuT hereafter) is kept

constant while the power of the two neighboring channels (designated NC hereafter)

are varied to achieve different amounts of XT. XT values are measured at WSS 1 and

defined as the the following:

Cross− Talk =
power of CuT in the filter passband of CuT

power on NC in the filter passband of CuT
(3.4)

For each cross-talk value, the OSNR of the CuT is varied while maintaining high

OSNR on the NC; the corresponding DLI power ratio and SNRs of the pilot tones of

CuT and NC at the OSNR monitor are recorded. The power at the monitor kept con-

stant. As can be seen from Fig. 3.9, increasing channel cross-talk results in decreasing

the dynamic range of the DLI power ratio. For cross-talk values less than -21 dB, the

DLI power ratio for a signal with XT is very similar to the that with no XT. As cross-

talk increases beyond -21 dB, the measured DLI power ratio deviates significantly from

that of a signal with no XT. Fig. 3.10 illustrates the impact of varying signal cross-talk

on the SNRs of the CuT pilot tone and XT pilot tone. XT PT is detected only when

signal cross-talk exceeds -10 dB and its SNR increases with increasing XT. The power

of the CuT PT, on the other hand, is fairly steady at low cross-talk values and start

decreasing with increasing cross-talk when XT exceeds -10 dB. This phenomenon arises

because total power into the monitor is kept constant, resulting in decreasing power
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on CuT and increasing power on NCs as cross-talk increases. While it is unlikely that

at such high XT values, the data on the CuT to be recovered error-free, the XT PT

measurements at the DLI-OSNR monitor can serve as a powerful diagnostic tool for

network management. XT PT provides information on the specfic signals inducing the

XT and the magnitude of the XT. This information can be used by the network control

plane for loaclising where in the network the cross-talk arises.
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3.4 In-Band OSNR Monitoring of Orthogonal Frequency

Division Multiplexed (OFDM) Signals

In this work, the use of the DLI-based monitoring technique (described in section

3.2) for measuring OSNR of electrical OFDM signals is investigated. Since OFDM is

emerging as a potential modulation format for next-generation networks, it is criti-

cal to develop reliable monitoring solutions for such signals. The response of the DLI

monitor to OFDM signals with different bandwidths and modulation formats, includ-

ing adaptive modulation formats, is studied. The use of this monitor for cross-layer

impairment-aware modulation format adaptation and wavelength re-routing of WDM

OFDM channels is demonstrated in a metro-scale test-bed.

3.4.1 OFDM Signals for Agile Networks

Orthogonal Frequency Division Multiplexing (OFDM) is a MultiCarrier Modulation

(MCM) technique where data is distributed over multiple orthogonal, low data rate

sub-carriers. Since the sub-carriers are orthogonal, they can overlap without any detri-

mental interference effects. By leveraging this property, OFDM can transmit a greater

number of sub-carriers in a given bandwidth compared to WDM systems, where wave-

lengths have to kept separate for minimum cross-talk. Thus, OFDM enables more

efficient use of limited spectral resources, as illustrated in Fig. 3.11. Another ad-

vantage of OFDM signals is its lower susceptibility to inter-symbol interference (ISI).

Since OFDM is comprised of multiple lower data rate sub-carriers, the per-subcarrier

symbol duration is significantly longer than that of a single-carrier system at the same

total data rate, resulting in reduced ISI. OFDM is emerging is a potential modula-

tion format for agile optical networks as it can accommodate varying traffic demands

Figure 3.11: Spectrum of WDM signals and OFDM signal (adapted from [10])
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with fine-granularity by adaptively changing the subcarrier number, symbol rate, or

modulation format.

As detailed in chapter 1, network traffic is increasing at a near exponential rates

and is comprised of predominantly unpredictable, short-lived but high bandwidth edge

traffic flows. As network traffic becomes more uncertain and heterogeneous, traditional

wavelength-routed WDM networks, with coarse and rigid granularity, result in ineffi-

cient capacity utilization, a problem that will become more acute with the deployment

of higher capacity WDM networks (40Gb/s and 100Gb/s per channel systems) [88, 89].

A promising direction to address these challenges in a cost-effective, scalable and energy

efficient manner is a flexible network with fine granularity that can adaptively provide

the required capacity to sub- or super-wavelength demands. While approaches such

as optical burst switching (OBS) and optical packet switching (OPS) would be ideal

solutions, their enabling technologies are still too immature for them to be feasible

near-term solutions [90]. Elastic optical networking, employing Orthogonal Frequency-

Division Multiplexing (OFDM), is being considered as a potential enabling technology

[91, 92]. Elastic networking techniques such as bandwidth-variable (BV) transponders,

bandwidth-variable optical cross-connects, dynamic resource allocation through SDN

protocols have been demonstrated in OFDM architectures [89, 93, 94, 95, 96].

3.4.2 DLI for OSNR Monitoring of OFDM signals

As outlined in section 3.1, real-time advanced optical performance monitoring (aOPM)

is advantageous for managing signal quality and reliability, especially in an agile net-

work. OSNR required for error-free transmission of an OFDM signal depends on the

modulation format, subcarrier count and spacing to the neighboring channels [97].

Routing and traffic allocation algorithms have to take these factors into account when

provisioning or rerouting a channel and will benefit greatly from real-time knowledge

the state of the physical layer. Previous work has demonstrated improved network

performance with the use of an OpenFlow based control plane for dynamic allocation

of OFDM signal resources in response to changing transmission link conditions [96].

The DLI-based technique (section 3.2) is a particularly attractive monitoring solu-

tion for OFDM signals because it would provide three distinct advantages over other

proposed in-network OSNR monitors:
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• more cost-effective as it relies on low power and low speed electronics for optical

power measurements [98, 99]

• unlike spectral analysis, it can accurately measure the in-band OSNR for high

spectral density WDM including narrowly spaced OFDM channels [100]

• it supports polarization-muxed, advanced modulation format data streams [83]

However, while this technique has been widely studied for phase and amplitude

modulated signals, this is the first investigation of its response to OFDM signals. In

the case of OFDM, continuous wavelength (CW) light is amplitude modulated with

the complex electrical OFDM modulation signal. The resulting optical amplitude will

exhibit large fluctuations over the sub-carrier symbol period, given by the sum of the

complex amplitudes of each of the sub-carrier symbols. The highest frequency compo-

nents will be 2
TS

, where TS is the OFDM symbol period. Thus, for DLI delays much

less than TS , the signal should behave like CW light. For DLI delays approaching and

longer than the symbol period, the extinction of the signal will be limited by the differ-

ences in amplitude between the interfering fields and these variations will be averaged

in the monitor detectors. This effect will limit the dynamic range of the monitoring

signal. Because the OFDM signals are amplitude modulated onto the optical carrier,

different modulation formats should show similar behavior depending on the baud rate

and on the magnitude of the amplitude fluctuations. We performed experiments to

study these effects for OSNR monitoring on OFDM signals with different modulation

formats and baud rates.

3.4.2.1 Experimental Set-Up

The experimental set-up for studying the DLI based OSNR monitor used for OFDM

signals is shown in Fig. 3.12. MATLAB is used to generate the OFDM signal offline

and since intensity modulation and direct detection (IMDD) OFDM scheme is used,

the IFFT size is twice the total number of OFDM subcarriers to maintain Hermitian

symmetry. 512 point IFFT scheme for 256 subcarrier OFDM is used in this experiment.

No cyclic prefix is used as the OFDM signals are transmitted over relatively short,

dispersion compensated transmission links in a metro-scale test-bed and consequently,
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the effect of dispersion is mild. The OFDM signal is pre-compensated for the zeroth-

order hold frequency response of the arbitrary waveform generator (AWG) digital-

to-analog converter (DAC). Electrical OFDM signal from the AWG is used to drive a

Mach-Zehnder modulator (MZM) biased at quadrature to generate a WDM double side-

band (DSB) optical OFDM signal. OSNR is degraded by coupling in variable amounts

of noise from a high-power ASE source into the signal. Half of the impaired signal is sent

to an optical spectrum analyser (OSA) for reference OSNR measurements at 0.1 nm

bandwidth and the other half is sent to the DLI-based OSNR monitor, where the signal

under test is filtered using a tunable optical filter. The DLIs used in this experiment

are commercially available Optoplex 40G fixed and tunable wavelegth optical DPSK

demodulators with a delay of 25 ps. Power meters, with 0.01 dB resolution and 200

ms averaging time, are used to measure the optical power at the constructive and

destructive ports.
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Figure 3.12: Experimental set-up for coupling a double side band OFDM signal with

variable amounts of noise to investigate the reliability of the DLI-based OSNR monitor in

measuring the OSNR

3.4.2.2 Measurement of In-Band OSNR of Wavelength-Division-Multiplexed

(WDM) OFDM Channels

One of the biggest advantages of an OFDM transmission system is that, by enabling

flexible networking with much finer granularity than traditional WDM, it can achieve

high spectral efficiency. However, as the spacing between neighboring wavelengths

decreases, it becomes increasingly difficult to identify the noise levels associated with a

given wavelength channel. The ability to use even a high resolution OSA for in-service,
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Figure 3.13: (a) Three OFDM channels separated by 10 GHz at different OSA resolu-

tions. Even at 0.01 OSA resolution, it is difficult to isolate the noise associated with a

given channel. (b) Measurements of the DLI power ratio of the center channel made in

the presence and absence of neighboring channels are identical for OSNRs up to 22 dB,

indicating that this technique can be used to reliably measure OSNR of narrowly spaced

wavelength channels.

in-band OSNR measurements becomes very limited. Since the DLI technique uses the

actual in-band noise for measurements, OSNR readings of any given signal are not

affected by the spacing between it and its neighboring signals. As long as a wavelength

channel can be distinctly filtered from its neighbours, its in-band noise will undergo

passive power splitting at the DLI-monitor and its OSNR will be measured accurately.

To demonstrate that OSNR measurement of a signal is not affected by presence of

neighboring signals, three OFDM signals at 1550.836 nm, 1551.12 nm and 1551.395

nm are used to create a 35 GHz spaced WDM signal. Each signal is modulated with

12 Gbaud QPSK data and since double side-band ODFM is used, the total spectral

bandwidth of each signal is 24 GHz. Initially all three wavelength channels have high

OSNRs; the OSNRs of the left and right channels are kept constant while that of

the center the channel is varied. Every time OSNR of the center channel is changed,

each of the three channels is individually filtered and the ratio of the constructive
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and destructive powers at the DLI is measured, as shown in Fig. 3.13. The two

neighboring channels are then turned off and the procedure is repeated. DLI power ratio

measurements of the center channel made in the presence and absence of neighboring

channels are identical for OSNRs up to 22dB.

3.4.2.3 DLI Response to OFDM signals with Different Parameters

In order to study the parameter space of DLI response to OFDM signals, the following

scenarios were investigated:

1. different bandwidth signals with the same modulation format (Fig. 3.14 a,b,c,d)

2. different modulation format signals for a given baud rate (Fig. 3.15 a,b,c,d)

3. different wavelengths across the C-band for the same signal (Fig. 3.16 a,b)

The experimental results for 1 and 2 are further validated using commercial simu-

lation software, VPItransmission Maker V9.1. Simulation results indicate that the DLI

monitor is agnostic to the bandwidth of the signal under test (Fig. 3.14 a) and the

response is identical to that of CW light at low OSNRs. For experimental results as

well, the response is very similar to that of CW light at low OSNRs. However, for band-

widths greater than a certain critical bandwidth the response diverges from that of CW

light. At low baud rates, the frequency of amplitude fluctuations is much longer than

the delay between the two arms of the DLI and therefore the signal does not change

over the delay and as expected, the response is similar to CW light. For symbol periods

approaching the DLI delay, the delayed copy will differ in amplitude with increasing

frequency and the DLI ratio will reach a limit. For a DLI delay of 25 ps, we find that

the dynamic range of the monitoring is limited for baud rates above 6 Gbaud, which

corresponds to maximum amplitude fluctuations of roughly 12 GHz or 83 ps. Thus the

DLI delay is sampling at a third of the period of the fastest variations. The DLI ratio

of constructive to destructive interference is still roughly 22 dB in experiment and 30

dB in simulation. Note that the baud rate corresponds to a single side band of the

double sideband OFDM signal. Using the specific values of α and β for each signal, the

measured OSNR of the signal is calculated from the power ratios (Fig. 3.14 c). Since

a fixed-wavelength DLI was used for the characterization, a constant correction factor

is added to Eq. 3.3 to account for the lack of fine tuning. The error i.e. the difference
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between the actual OSNR and that measured by the DLI (Fig. 3.14 d) is maintained

between ± 0.5 dB for OSNRs up to 28 dB.
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Figure 3.14: (a) Simulated DLI response to different bandwidth QPSK OFDM signals;

(b) Experimental DLI response to different bandwidth QPSK OFDM signal; (c) Ratio of

powers measured at DLI output ports converted into OSNR measurements using Eq (3)

[experiment]; (d) Error in OSNR measured by DLI versus the actual OSNR [experiment].

The wavelength used is at 1550.12 nm.

Figures 3.15 a and 3.15 b show the simulated and experimental response of the

DLI-based OSNR monitor to different modulation format OFDM signals. The impact

of the amplitude fluctuations remains small in all cases and very similar behavior is

observed for each format. In simulations, the DLI response to 12 Gbaud QPSK, 16
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QAM and 64 QAM OFDM signals was studied. Experimentally, two different test-cases

were studied: (i) all the SC in the signal were assigned the same modulation format and

(ii) adjacent SCs in the signal were grouped into blocks and each block was assigned a

different modulation format. The modulation formats used for test-case 1 were QPSK,

8 QAM, 16 QAM, and 64 QAM. For test-case 2, the bandwidth was divided into three

equal blocks and modulation formats 64 QAM, 16 QAM and QPSK were assigned. Test
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Figure 3.15: (a) DLI response to different modulation OFDM signal at the same band-

width; (b) DLI response to different modulation OFDM signal at the same bandwidth; (c)

Error when the specific values of α and β and correction factor for each signal are used to

determine the measured OSNR [experiment]; (d) Error when constant values of α and β

and correction factor are used to determine the measured OSNR calculations [experiment].

The wavelength used is at 1550.12 nm.
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Figure 3.16: (a) DLI response to 12 Gbaud QPSK signal at different wavelengths across

the C band; (b) Error in OSNR measured by DLI versus actual OSNR for the different

wavelengths

case 2 is particularly important as it shows that monitoring accuracy is not affected by

OFDM signals comprised of SCs with different modulations, which is very common in

OFDM communication systems. One of the key advantages of OFDM systems is the

flexibility in the allocation and modulation format assignment of the SC to be used

for data transmission. Since an OFDM signal is comprised of many parallel SC, the

modulation format of each SC can be individually assigned. Adaptive modulation (or

adaptive bit-loading), where the modulation format of each SC is based on the received

signal-to-noise ratio (SNR) of that SC, is a commonly used technique in OFDM systems

to improve signal resiliency to transmission channel conditions.

The DLI response for the different modulation format OFDM signals is very similar

(Fig. 3.15 a and 3.15 b) resulting in similar α and β values for the different modulation

format signals. This indicates that, unlike single channel systems, the modulation for-

mat of OFDM signals doesnt significantly affect the DLI ratio. Since DLI-based OSNR

monitor is not data rate or modulation format agnostic for single channel systems, pilot

tones have been used to identify the signal characteristic at the monitoring site [101].

However, since the monitor doesnt exhibit data rate or modulation format dependency

for OFDM signals, this functionality is not required for OFDM systems, potentially

simplifying the control plane functions. Fig. 3.15 c shows the error when the specific
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values of α and β and correction factor for each signal are used to determine the mea-

sured OSNR. The error is maintained between ±0.5 dB for OSNRs up to 28 dB. Fig.

3.15 d illustrates the error when constant values of α and β and correction factor are

used to determine the measured OSNR calculations. In this case, the error is main-

tained between ±0.5 dB for OSNRs up to 22 dB and this performance is comparable

to that of the DLI in monitoring single channel systems [83].

In order to study the DLI-based OSNR monitor wavelength dependence, the DLI

response to 12 Gbaud QPSK signal at different wavelengths across the C-band was

measured (Fig. 3.16 a). The error in measured OSNR for each wavelength is maintained

between ±0.5 dB for OSNRs up to 25 dB (Fig. 3.16 b).

3.4.3 OSNR Monitoring in a Cross-layer Enabled Metro-Scale Test-

Bed

40 Km 
+ DCF

λ

MUX

OFDM TX

WSS1 ROADM

WSS 3

WSS 2

40 Km 
+ DCF OFDM RX

DLI
OSNR Monitor

DLI

DLI

Link 1
Link 2

Channel Degradation

re-route

Link Impairment

Modulation change

Figure 3.17: Metro-scale testbed to validate the performance benefits of deploying the

DLI-based OSNR monitor for impairment-aware resource allocation and rerouting. Ability

to detect link impairment as well as single channel degradation is demonstrated.

The DLI-based OSNR monitor is inserted into a metro-scale test-bed, depicted in Fig.

3.17, to investigate its efficacy in actuating impairment-aware resource allocation and
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Figure 3.18: (a) Initially, data is transmitted in QPSK format and received error-free.

Link 2 is impaired and the OSNR degradation across all channels traversing link 2 is

detected by the DLI monitor. The control plane recognizes this as a link degradation

and switches modulation format to BPSK so that error-free transmission is continued; (b)

Impairment on a single channel is detected at link 2 and only this channel is rerouted via

link 3 to ensure error-free transmission

rerouting decisions. Ten wavelengths across the C-band were multiplexed together and

sent to the OFDM transmitter. Since a flex grid ROADM that allows a minimum

of 33 GHz channel spacing is used in the test-bed, three of the wavelength channels

are spaced by 33 Ghz to emulate an elastic network. Each wavelength is modulated

with 9 Gbaud QPSK data and injected into the test-bed where it traverses a 40 Km

dispersion compensated amplified link to a reconfigurable optical add-drop multiplexer

(ROADM). The ROADM can switch the incoming traffic on two different paths (link 2

and 3) both of which terminate at the OFDM receiver via WSS 2. Initially the ROADM

is configured with all ten wavelengths transmitting on link 1 and 2 for minimum hop

transmission and they are transmitted error-free to the receiver (Fig. 3.17). The OSNR

of each of the wavelengths along the different links is measured using the DLI-based

OSNR monitor (Fig. 3.18) and the ability to detect both link impairment and individual

channel degradation and adapt accordingly is demonstrated on the test-bed.

To study real-time OSNR monitoring to detect and respond to changing transmis-

sion channel conditions, ASE noise is coupled into link 2 to emulate degraded link
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quality. This OSNR deterioration across all channels is detected by the monitor and

through comparing OSNRs at links 1 and 2, link degradation at link 2 is identified.

Since OSNRs of the channels at link 2 is below 28 dB, data cannot be transmitted

error-free in QPSK format. In order to address this issue, the signals can either be

re-routed via a less impaired path or the signal modulation format can be switched to

a more robust format. Since the OSNR of all the channels is still above 23 dB the

threshold above which data can be received error-free in BPSK format for this test-bed

- the OFDM transmitter is switched to a more robust modulation format, BPSK in

this case. As can be seen from Fig. 3.18 a, the bit-error-rate (BER) falls below the

FEC threshold of 2×10−3 due to the link impairment but by changing to a more ro-

bust modulation format in response to in-network monitoring, error-free transmission is

achieved again. To study impairments on individual channels, for example due to high

loss on a few channels due to a faulty switch, filtered ASE noise is coupled into link 2

for selective channel OSNR degradation. In this case, significant amounts of noise are

added to the channels near 1551 nm. By comparing OSNR across the channels at link

1 and link 2, the channels are being degraded at link 2 are identified and re-routing of

these channels to path 3 is initiated (Fig. 3.18 b) for error-free transmission. Since the

DLI is on a 100 GHz grid, only 1 of the 3 channels is monitored and its OSNR shown

in Fig. 3.18 a,b.

3.5 Conclusion

Agile optical networks are plagued by unpredictable impairments and greatly benefit

from distributed optical performance monitoring for real-time awareness of the state of

the physical layer. The work in this chapter enhances the capabilities of a DLI-based

OSNR monitor so that it can function in future agile optical networks that will be

operating in a mixed line rate and modulation formats framework, comprised of both

single and multi-channel signals.

The operation of a modulation-format and bit-rate dependent DLI-based OSNR

monitor in a mixed signal environment is enabled by using unique pilot tone frequen-

cies to identify signal properties. This monitor is incorporated in a cross-layer node to

demonstrate autonomous monitoring and control, a key step towards realizing intelli-

gent impairment aware networks.
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3.5 Conclusion

Multi-channel OFDM is a good candidate for future optical networks as it provides

the bandwidth flexibility and high spectral efficiency required to cope with heteroge-

neous traffic demand. The DLI-based OSNR monitor is established as a promising

in-line monitoring solution for OFDM signals as it can monitor WDM OFDM chan-

nels over a range of data rates and modulation formats, including adaptive modulation

format.
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Chapter 4

Conclusion

4.1 Summary of Contribution

This dissertation addresses the two main challenges to achieving an agile optical net-

work: (i) rapid wavelength reconfiguration and (ii) real-time awareness of physical

layer impairments. Two different techniques are developed that overcome the power

excursions and data loss plaguing current networks during wavelength reconfiguration.

Notably, one technique achieves excursion-free switching while the other decreases the

data loss incurred during the reconfiguration process by a factor of 1000. Agile optical

networks suffer from unpredictable impairments and require distributed optical per-

formance monitoring for real-time measurements of the state of the physical layer so

that intelligent network management decisions can be made. By enabling a DLI-based

OSNR monitor to function in a mixed line rate and modulation formats framework com-

prised of both single and multi-channel signals, it is rendered a promising monitoring

solution for agile optical networks.

4.2 Recommendation for Future Work

The fundamental work on enabling rapid wavelength capabilities developed in this

dissertation can be further extended in the following ways:

• A comb source was used in the metro-scale experimental test-bed to create a range

of network scenarios so that the corner cases could be identified and investigated.

The results evaluated the power excursions in the network as they are the best
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4.2 Recommendation for Future Work

indicators of both channel transmission quality and network stability. The logical

next-step would be to repeat the experiments with data transmission on the

channels.

• Preliminary model for amplifier dynamics was presented. This model can be

refined further to include additional transmission effects such as non-linear im-

pairments, wavelength dependent loss, raman tilt in fiber and amplifier gain sat-

uration for more accurate prediction of network behavior.

• The model for amplifier dynamics requires information about the accumulated

gain and ripple in the amplified link. The ability of the fast tunable laser to

extract this information by scanning across the transmission band as a short

duration probe can be investigated.

• One of the proposed techniques is a new networking paradigm where a single

signal is distributed over multiple wavelengths and TDM is used to maintain

spectral efficiency. For this case, new wavelength assignment and network control

techniques have to be developed for choosing the optimal wavelength sets and

TDM paths. Additionally, synchronization techniques for the TDM operation

have to be explored.

The DLI-based OSNR monitor used in this work is a laboratory prototype comprised

of bulk components. For network-wide deployment, the device has to be integrated in

silicon-photonics. The performance of an integrated device for autonomous monitoring

of single channel systems and OFDM signals has to be investigated.
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