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Real-Business-Cycle Models and the Forecastable Movements in Output, Hours, and Consumption

By Julio J. Rotemberg and Michael Woodford*

We study the movements in output, consumption and hours that are forecastable from a VAR and analyze how they differ from those predicted by standard real-business-cycle models. We show that actual forecastable movements in output have a variance about one hundred times larger than those predicted by the model. We also find that forecastable changes in the three series are strongly positively correlated with each other. On the other hand, for parameters whose implications are plausible in other respects, the model implies that output, consumption, and hours should not all be expected to move in the same direction. (JEL E32, E37)

In this paper we analyze the degree to which standard real-business-cycle (RBC) models are consistent with the forecastable movements in output, consumption, and hours. We focus on forecastable movements in our variables because it is arguable that these constitute the essence of what it means for these variables to be "cyclical." In particular, Stephen Beveridge and Charles R. Nelson (1981) define the cyclical component of a series \( X_t \) as

\[
X_t^{\text{cyc}} = \lim_{T \to \infty} E_t [X_t - X_{t+T} + T \log \gamma_X]
\]

where \( \gamma_X \) is the unconditional expectation of the rate of growth of \( X \). In other words, the cyclical component of \( X \) is the difference between its current value and the value it is expected to have in the indefinite future, as long as one abstracts from the unconditional mean of the growth of \( X \). Ignoring this mean growth, the cyclical value is thus nothing more than the amount by which the series can be expected to decline.

One of the principal attractions of the RBC model is its parsimony. The model is supposed to explain growth that is simultaneous with the business cycle using only one set of shocks, namely stochastic variations in the rate of technical progress (Finn E. Kydland and Edward C. Prescott, 1982; Prescott, 1986; Robert G. King et al., 1988a, 1988b; Charles I. Plosser, 1989). For this model to explain growth (as opposed to having growth come from a different source), these stochastic variations in technology must be permanent. This leads us to follow the literature that assumes that technology follows a random walk and that, as a result, output contains a unit root.

We then show that, although the model is constructed so that it can explain the stochastic trend in output, it is unable to account for the business cycle as we define it. In particular, it is unable to account for many features of the forecastable movements in output.

* Rotemberg: Sloan School of Management, Massachusetts Institute of Technology, 50 Memorial Drive, Cambridge, MA 02142–1347; and Woodford: Department of Economics, Princeton University, Princeton, NJ 08544. We wish to thank Ludwig Chincarini for research assistance, John Cochrane, John Huizinga, Lucrezia Reichlin, and Ar gia Sbordone for helpful discussions, two referees and Ken West for comments, and the National Science Foundation for research support.

1 The existence of a unit root in output remains controversial (e.g., Glenn D. Rudebusch, 1993). We take this view here because it is frequently argued that such a unit root exists, and that this is in itself important evidence in favor of RBC models (Nelson and Plosser, 1982; King et al., 1991). We also find it desirable to model "trend" growth in output as not being constant over our sample period, while still requiring our theoretical model to simultaneously account for both the "trend" and "cyclical" components of output.
consumption, and hours. In the model, a shock that permanently improves technological opportunities leads to a period of capital accumulation, and this generates forecastable movements in output, consumption, and hours. However, we show that these forecastable movements generated by the model are small both in absolute terms (given the size of changes in productivity) and relative to the overall size of the movements in output. In particular, we show that the variance of predictable output movements implied by the model equals about 1 percent of the actual variance of forecastable movements in output over the next 12 months. This point is closely related to criticisms of the RBC model by Mark W. Watson (1993) and Timothy Cogley and James M. Nason (1995). The latter, in particular, show that variants of the RBC model cannot account for the observed degree of serial correlation of output growth.

Furthermore, the forecastable movements generated by the model are of the wrong kind. The data suggest that forecastable movements in output, consumption, and hours are strongly, positively correlated. By contrast the standard RBC model requires that some of these correlations be negative. As we show below, a technology shock that raises output also implies that the inherited capital stock is below the steady-state value of the capital stock. This leads real interest rates to rise and, as a result, the current level of consumption must also be below the steady-state level of consumption. Thus this shock leads to forecastable increases in consumption. On the other hand, a standard parametrization of preferences implies that technology shocks that raise output also raise the current level of hours. Since hours are stationary in the model, this means that hours are forecasted to decline. The model thus typically implies that hours and consumption are expected to move in opposite directions.

Using standard parameters, a positive technology shock raises contemporaneous output by less than it raises the expected steady-state level of output. It thus leads to forecastable increases in output and, as a result, the model implies that forecastable increases in output are positively correlated with forecastable increases in consumption and negatively correlated with forecastable increases in hours. The use of alternative parameters, and in particular the use of a high elasticity of labor supply and a high labor share, can change this result. In particular, it can cause the immediate increase in output due to a positive technology shock to be larger than the long-run increase. Such a shock thus leads to expected-output declines, which means that expected-output movements should be positively correlated with expected-hours movements, but negatively correlated with expected-consumption movements.

In Section I, we document the forecastable changes in output and other aggregate quantities for the postwar United States, using a simple vector-autoregression (VAR) framework. In addition to showing the importance of these forecastable changes, we show that a definition of the business cycle in terms of variations in forecasted private-output growth coincides empirically with other familiar def-}

---

2 This serial correlation is the source of some, though not all, of the predictable movements in output that we document, for the forecastable component of output movements is found to be significantly larger when a multivariate-forecasting model is used (John H. Cochrane and Argia Sbordone, 1988; George W. Evans and Lucrezia Reichlin, 1994). Our test is also not equivalent to the "impulse response function" test of Cogley and Nason (1995). Unlike that test, our measurement of the size of the forecastable movements in output identifies a statistic about which standard single-shock RBC models make a prediction.

3 This failure of the model thus appears related to the failures of the representative agent model of labor supply documented by N. Gregory Mankiw et al. (1985). They argue that the procyclical movements of observed real wages are too slight for a rational household with well behaved preferences to choose movements in consumption and hours that are as positively correlated as those found in U.S. data. The current study differs in two ways. First, we focus only on predictable movements whereas Mankiw et al. look at overall movements. This makes a big difference because the RBC model with standard parameter values does predict that unexpected movements in hours and consumption should be positively correlated. Second, we follow the RBC literature in neglecting real-wage observations so that, in principle, the model could be generating real wages that make households choose forecastable movements in consumption and labor supply that are positively correlated.
initions; for example, we show that our dating of cycles on these grounds would be similar to that of the National Bureau of Economic Research (NBER). In Section II, we review the predictions of a simple RBC model regarding forecastable changes in aggregate quantities. In Section III, we present the numerical predictions from a calibrated version of the model that uses standard parameter values and compare them to our empirical results. Section IV considers the effect of varying the preference parameters of the model. Section V concludes.

I. Forecastable Movements in Output, Consumption and Hours

In this section we describe the statistical properties of aggregate U.S. output, consumption, and hours. In particular, we use a three-variable VAR that includes these variables to study the existence of a “business cycle” in the sense of forecastable changes in these variables. We use these three variables because we wish to compare the properties of the U.S. data to the predictions of a standard stochastic-growth model. This requires that we use series that represent empirical correlates of variables that are determined in that model. The RBC literature has stressed its predictions for the movements in aggregate output, consumption, and hours. Moreover, the estimation of a joint stochastic process for these three variables also implies processes for labor productivity (output per hour) and investment (output that is not consumed). Thus, we are in fact estimating the joint behavior of all the main variables for which the model makes predictions.

The simple “permanent-income hypothesis” provides an additional reason for including consumption in our VAR since the theory implies that the share of consumption in total output should forecast future output growth. This prediction has been verified by John Y. Campbell (1987), Cochrane and Sbordone (1988), Cochrane (1994a), and King et al. (1991). Likewise, the idea that variations in the labor input can be used to predict future changes in output has been used to identify temporary output fluctuations in a VAR framework by Olivier J. Blanchard and Danny Quah (1989) and Evans (1989). Furthermore, as we explain in the next section, the stochastic-growth model implies that expected growth is a function of a certain state variable (the aggregate capital stock relative to the technology-adjusted labor force). According to that model, both the consumption-output ratio and hours relative to the labor force should also be functions of that state variable, and hence either variable should supply all of the information that is relevant for forecasting future output growth.

As we explain in the next section, we interpret this standard model as applying to fluctuations in private output and hours. As a consequence, our output measure is real private value-added output, and our hours measure is hours worked in the private sector. Because we assume that technology shocks lead to permanent changes in technological opportunities, we suppose that the change (but not the level) of private value-added output is stationary. Hours are subject to long-term changes as well if the labor force grows. In this paper, we assume that the long-term growth of the labor force can be modeled as a deterministic trend. The model we develop below then implies that hours are trend stationary. This is not inconsistent with the data; the last column of Table 1 reports a rejection, using a Dickey-Fuller test, of the hypothesis that private hours have a unit root once one allows for a deterministic trend.

4 These authors use the unemployment rate, rather than hours, as their measure of variations in the labor input. For our purposes, hours are preferable, because of their clearer relation to the labor input with which the RBC model is concerned. Because detrended private hours are stationary, as discussed below, they can serve as a cyclical indicator in a way similar to the unemployment rate.

5 We measure real private value-added output, or “private output,” as the difference between real GDP and government sector value-added output, both measured in 1987 dollars. Using CITIBASE mnemonics, it equals GDPQ – GGNPQ.

6 Our measure of private hours comes from the U.S. Department of Commerce’s Survey of Current Business. It equals the private sector employee hours for wage and salary workers in nonagricultural establishments. We are thus implicitly assuming that changes in agricultural hours are proportional to changes in private nonagricultural hours.

7 Our results are similar when (like Cogley and Nason, 1995) we use per capita hours rather than detrended hours.
Because the consumption decision modeled in the standard growth model is a demand for a nondurable consumption good, we use consumer expenditure on nondurables and services as our measure of consumption. This is also the consumption measure that one has the most reason to expect to forecast future output on permanent-income grounds, and it is the one used in the studies of output forecastability mentioned above.  

The time series that we use, then, are the logarithms of private output, consumption of nondurables and services, and detrended private hours. Letting lower case letters denote the logarithm of the respective upper case letters, these variables are \( y_t, c_t, \) and \( h_t, \) respectively.

As King et al. (1988b) emphasize, a standard growth model with a random walk in technology implies that \( Y_t \) and \( c_t \) should be difference-stationary while \( c_t - Y_t \) is predicted to be stationary. Table 1 shows that, just as in King et al. (1991), our data are consistent with these predictions. Hence our VAR specification is

\[
\begin{align*}
\text{(2)} \quad u_t &= A u_{t-1} + \epsilon_t, \\
\end{align*}
\]

where

\[
\begin{pmatrix}
\Delta y_t \\
\Delta c_t - Y_{t-1} \\
\Delta h_t
\end{pmatrix}
= 

\begin{pmatrix}
e_1 \\
e_2 \\
e_3
\end{pmatrix}
\]

and only the first three rows of \( A \) need to be estimated. We denote the variance-covariance matrix of \( \epsilon \) by \( \Sigma \). This autoregression includes only two lags. One reason for ignoring further lags is that, when we included them, these were generally not statistically significantly different from 0. A second reason is that we want to avoid overfitting our VAR. Overfitting is a particular concern in that it could lead us to overstate the extent to which aggregate variables are forecastable, and thus the extent to which they are subject to cyclical movements. Table 1 also presents the estimates from our VAR. As can be seen from the table, most parameters are statistically different from zero.

We now discuss how the VAR can be used to obtain statistics relating to expected movements in our variables. We let \( \Delta y_t^c \) denote the difference between \( y_{t+k} \) and \( y_t \), while \( \Delta y_t^c \) denotes the expectation at time \( t \) of this difference. It is given by

\[
\Delta y_t^c = B_t^c u_t, \quad B_t^c = e_1^c (A + A^2 + A^3 + \cdots + A^k)
\]

where \( e_1 \) is a vector that has a one in the first position and zeros in all others. For the case where \( k = \infty \), we have (minus) the Beveridge-Nelson (1981) definition of the cyclical component of log \( Y_t \), which is given by

\[
\Delta y_t^c = e_1^c (I - A)^{-1} u_t.
\]

The expected percentage change in consumption, \( \Delta c_t^e \) is similarly given by
### TABLE 1—REGRESSION RESULTS

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>$\Delta y$</th>
<th>$(c - y)$</th>
<th>$h$</th>
<th>$\Delta y^2$</th>
<th>$\Delta (c - y)$</th>
<th>$\Delta h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.023</td>
<td>-0.042</td>
<td>0.010</td>
<td>0.005</td>
<td>-0.044</td>
<td>0.344</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.014)</td>
<td>(0.012)</td>
<td>(0.001)</td>
<td>(0.013)</td>
<td>(0.080)</td>
</tr>
<tr>
<td>$\Delta y_{-1}$</td>
<td>0.570</td>
<td>-0.469</td>
<td>0.570</td>
<td>-0.696</td>
<td>(0.167)</td>
<td>(0.147)</td>
</tr>
<tr>
<td></td>
<td>(0.087)</td>
<td>(0.077)</td>
<td>(0.066)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(c - y)_{-1}$</td>
<td>0.663</td>
<td>0.330</td>
<td>0.490</td>
<td>-0.098</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.166)</td>
<td>(0.146)</td>
<td>(0.126)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_{-1}$</td>
<td>0.215</td>
<td>-0.283</td>
<td>1.450</td>
<td>-0.079</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.158)</td>
<td>(0.139)</td>
<td>(0.120)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_{-2}$</td>
<td>-0.314</td>
<td>0.316</td>
<td>-0.503</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.135)</td>
<td>(0.119)</td>
<td>(0.102)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta y^2_{-1}$</td>
<td></td>
<td></td>
<td>0.013</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.091)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta y^2_{-2}$</td>
<td></td>
<td></td>
<td>0.129</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.075)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta (c - y)_{-1}$</td>
<td></td>
<td></td>
<td>0.122</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.074)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta (c - y)_{-2}$</td>
<td></td>
<td></td>
<td>0.126</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.075)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta h_{-1}$</td>
<td></td>
<td></td>
<td>0.760</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.070)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta h_{-2}$</td>
<td></td>
<td></td>
<td>-0.135</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.074)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trend</td>
<td></td>
<td></td>
<td>3e-4</td>
<td></td>
<td></td>
<td>-e-5</td>
</tr>
</tbody>
</table>

**Notes:** Data are from 1948.4 to 1993.2. Standard errors are given in parentheses below coefficient estimates. $\Delta y$ denotes the change in the log of private value added, $(c - y)$ denotes the log of the ratio of consumption to output and $h$ denotes the log of private man hours in nonagricultural establishments (these are detrended in the first three columns).

\[\Delta c_t^k = \hat{\Delta} y_t^k + e_2 A^k u_t - (c_t - y_t) = B^k u_t,\]

where $e_2$ is a vector whose second element equals one while the others equal zero and the second equality defines $B^k$. The expected percentage change in hours is given by

\[\Delta h_t^k = e_3 A^k u_t - h_t = B^k_h u_t,\]

where $e_3$ is defined analogously to $e_1$ and $e_2$ while the second equality defines $B^k_h$. The expected percentage changes in investment and in productivity are then computed as linear combinations of these.

Letting $\Omega_t$ denote the variance-covariance matrix of $u_t$, our estimate of the (population) variance of $\Delta y^k$ is

\[\text{Var}(\Delta y^k) = B^k_t \Omega_t B^k_t,\]

Standard deviations for both actual- and expected-output changes over different horizons are presented in Table 2. This table also presents a measure of uncertainty for the standard deviations of expected-output changes. This measure of uncertainty is the standard error of the estimate based on the uncertainty concerning the elements of $A$ and those of $\Omega_e$.\(^{10}\)

\(^{10}\) Uncertainty about both of these elements leads to uncertainty about the quantity in (6) because $B^k_t$ depends on $A$ while $\Omega_t$ (which equals $\Lambda \Omega_A A' + \Omega_t$) depends on both $A$ and $\Omega_t$. Note that $\text{vec}(\Omega_t)$ is equal to $(I - A \otimes A)^{-1} \text{vec}(\Omega_e)$. Using this formula, we can compute the formula in (6) for different values of the elements of $A$ and those of $\Omega_t$. We thus obtain the vector of...
TABLE 2—ESTIMATED STANDARD DEVIATIONS OF CUMULATIVE CHANGES IN OUTPUT

<table>
<thead>
<tr>
<th>Horizon (in quarters)</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>24</th>
<th>$\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation of:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta y_t^k$</td>
<td>0.0061</td>
<td>0.0105</td>
<td>0.0186</td>
<td>0.0295</td>
<td>0.0322</td>
<td>0.0305</td>
<td>0.0306</td>
</tr>
<tr>
<td>(0.0011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta y_t^k$</td>
<td>0.0107</td>
<td>0.0175</td>
<td>0.0274</td>
<td>0.0379</td>
<td>0.0449</td>
<td>0.0549</td>
<td></td>
</tr>
<tr>
<td>(0.0006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Asymptotic standard errors are in parentheses. $\Delta y_t^k$ denotes the change in the log of output from $t$ to $t + k$ while $\Delta y_t^k$ denotes the expectation of this change based on information available at $t$.

The table shows that the standard deviation of the expected changes for output grows as the horizon lengthens from 1 to 12 quarters. Because the predictable movements in output are largest at the 12-quarter horizon, we focus mostly on this horizon. The standard deviation of the predictable movements over this horizon is above 3.2 percent. To assess the importance of these movements, it is worth looking at the last row of the table which gives the standard deviation of total output movements. This comparison shows that the variance of the predictable movements in output equals over half of the variance of total movements in output over this horizon.

Figure 1 displays the demeaned expected declines in output over this horizon. We show expected declines, as opposed to expected increases, because recessions ought to be associated with expected increases in output and we wish to represent these as low values for our cyclical indicator. In this figure we have also indicated the troughs of recessions as determined by the NBER. We see that output is expected to grow fast at these NBER troughs, so that our measure of the business cycle coincides closely with the NBER's dating of the business cycle. 12

In Tables 3 and 4 we analyze the comovements between the expected changes in our five series. We consider two measures of these comovements. The first is the correlation between the forecasted movements in two series for a given horizon. We illustrate how we compute this correlation by focusing on the correlation of consumption and output changes that are expected to occur over the next $k$ quarters. Our estimate of the (population) covariance of these series is given by $B^k \Omega B^k$. Thus, the correlation between these two series is given by

$$
\text{Corr}(\Delta c^k, \Delta y^k) = \frac{B^k \Omega B^k}{(B^k \Omega B^k)^{-1}(B^k \Omega B^k)^{-1}}.
$$

Other correlation coefficients are computed analogously. Table 3 shows that the predicted changes in output are highly correlated with numerical derivatives $D$ of our estimate of the standard deviation of $\Delta y^k$ with respect to both the elements of $A$ and those of $\Omega$. The variance of our estimate is then $D'\Omega D$ where $\Omega$ is the variance-covariance matrix of a vector that contains both the elements of $A$ and those of $\Omega$, as in James D. Hamilton (1994 p. 301). Note that, the overlapping nature of the data one would have to use to construct sample values of $\Delta y^k$ does not affect our calculations because we do not use such sample values to compute the standard deviation of $\Delta y^k$.

11 It is important to note, however, that the expected movements in output over the next 8, 12 or infinite quarters are very similar to each other. Similarly, Rotemberg (1994) shows that the expected movements in output are nearly the same when the VAR also includes inflation and interest rates among its variables.

12 The one case where the indicators differ is in the case of the last recession. As would be suggested by our series, the recovery from this "trough" was initially weak. It is also worth noting that our series for expected declines in output is quite similar to the series for linearly detrended output. This means that our assumption that output has a unit root probably has a relatively small effect on our results.
the predicted changes in consumption, investment, and hours. For purposes of comparison, the bottom of the table shows the (more usual) correlation between the overall change in output from one quarter to the next and the corresponding 1-quarter changes in consumption, investment, hours, and productivity. This comparison shows that for consumption and hours, the correlation between forecasted changes is higher than the correlation of overall changes. While still high in absolute terms, the correlation of the forecasted-investment changes with those of output is somewhat lower than the overall correlation between the changes in these series. Perhaps the most surprising feature of this table is the low correlation between forecasted-output movements and the corresponding movements in labor productivity; this is much lower than the overall correlation between these two series. This suggests that most of the correlation between output and productivity changes is due to the correlation of unexpected movements in these two series.

Our second measure of comovement is the regression of the expected change in a variable on the expected change in output. In the case of the regression of expected changes in consumption over $k$ quarters this measure is given by

$$\frac{B_k^c' \Omega_s B_k^c}{B_k^y' \Omega_s B_k^y}. \quad (8)$$

This regression-based measure of association plays a central role in our discussion for several reasons. First, given the high correlations reported in Table 3, the regression coefficients are also good gauges of the relative variability of the various series. A regression coefficient of forecasted-consumption coefficients on forecasted-output coefficients below 1 would say, in effect, that forecasted-consumption movements are smaller than forecasted-output movements. Second, such a regression coefficient tells one about the predicted evolution of the ratio of consumption to output. Thus a coefficient below 1 says that the ratio of consumption to output can be expected to decline when output is expected to rise. This would mean that, as in Campbell (1987) and Cochrane and Sbordone (1988), forecastable increases in output are associated with high ratios of consumption to output. A third and final reason for focusing on these
Table 3—Estimated Correlations Among Changes

<table>
<thead>
<tr>
<th>Horizon (in quarters)</th>
<th>Corr(Δc∗, Δy∗)</th>
<th>Corr(Δi∗, Δy∗)</th>
<th>Corr(Δh∗, Δy∗)</th>
<th>Corr(Δp∗, Δy∗)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.693</td>
<td>0.977</td>
<td>0.876</td>
<td>-0.153</td>
</tr>
<tr>
<td></td>
<td>(0.121)</td>
<td>(0.010)</td>
<td>(0.044)</td>
<td>(0.170)</td>
</tr>
<tr>
<td>2</td>
<td>0.777</td>
<td>0.976</td>
<td>0.887</td>
<td>-0.130</td>
</tr>
<tr>
<td></td>
<td>(0.083)</td>
<td>(0.011)</td>
<td>(0.042)</td>
<td>(0.190)</td>
</tr>
<tr>
<td>4</td>
<td>0.818</td>
<td>0.976</td>
<td>0.915</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td>(0.011)</td>
<td>(0.028)</td>
<td>(0.242)</td>
</tr>
<tr>
<td>8</td>
<td>0.819</td>
<td>0.971</td>
<td>0.965</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>(0.068)</td>
<td>(0.014)</td>
<td>(0.012)</td>
<td>(0.382)</td>
</tr>
<tr>
<td>12</td>
<td>0.787</td>
<td>0.955</td>
<td>0.977</td>
<td>-0.081</td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td>(0.023)</td>
<td>(0.008)</td>
<td>(0.469)</td>
</tr>
<tr>
<td>24</td>
<td>0.716</td>
<td>0.886</td>
<td>0.978</td>
<td>-0.093</td>
</tr>
<tr>
<td></td>
<td>(0.092)</td>
<td>(0.061)</td>
<td>(0.009)</td>
<td>(0.494)</td>
</tr>
<tr>
<td>∞</td>
<td>0.682</td>
<td>0.815</td>
<td>0.978</td>
<td>-0.092</td>
</tr>
<tr>
<td></td>
<td>(0.127)</td>
<td>(0.143)</td>
<td>(0.010)</td>
<td>(0.553)</td>
</tr>
</tbody>
</table>

Notes: Asymptotic standard errors are in parentheses. Δc∗ denotes the change in c from t to t + 1 while Δc∗ denotes the conditional expectation of the change from t to t + k based on information available at t. Correlations among expected changes are computed as in (7).

regression-based measures is that, insofar as predictable output movements are a good measure of the business cycle, they provide an economical way of discussing the way in which other variables move over the cycle. In particular, they indicate the percentage by which a given variable can be expected to change if one knows that output is expected to increase by 1 percent.

Table 4 presents regression coefficients of the expected changes in c, i, h and p on expected changes in y. The table shows that, as in our discussion above, the elasticity of expected-consumption growth with respect to expected-output growth is less than 1; it is actually below 0.6 for the infinite horizon and is even lower for shorter horizons.13

While the elasticity of expected-consumption growth with respect to output growth is low, the corresponding elasticity of investment growth is substantial. This means that expected-investment changes are very volatile. Expected-hours growth responds nearly one for one to expected changes in output. This means not only that the series for expected growth in hours is about as volatile as the series for expected-output growth but also that expected-output changes are not associated with significant expected changes in productivity.

II. A Simple Stochastic Growth Model

In this section we discuss some properties of a stochastic-growth model of the kind that is standard in the RBC literature. The purpose of this discussion is to provide intuition for the sort of predictable movements in aggregate variables that the model generates. We show that, when technological opportunities follow a random walk so that the model does indeed generate stochastic growth, all the predictable movements implied by the model are those as-

13 Note that the intertemporal budget constraint does not imply that this elasticity ought to be 1 at the infinite horizon. Indeed, the simple permanent income hypothesis implies that the coefficient ought to be 0 because consumption changes should be unpredictable. Our finding that the coefficient is positive is consistent with the large number of studies which have found "excess sensitivity" of consumption to income changes.
TABLE 4—ESTIMATED REGRESSION COEFFICIENTS AMONG FORECASTED CHANGES

<table>
<thead>
<tr>
<th>Horizon (in quarters)</th>
<th>$\Delta c_t^k$ on $\Delta y_t^k$</th>
<th>$\Delta i_t^k$ on $\Delta y_t^k$</th>
<th>$\Delta h_t^k$ on $\Delta y_t^k$</th>
<th>$\Delta p_t^k$ on $\Delta y_t^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.236</td>
<td>3.174</td>
<td>1.093</td>
<td>-0.093</td>
</tr>
<tr>
<td></td>
<td>(0.056)</td>
<td>(0.159)</td>
<td>(0.103)</td>
<td>(0.103)</td>
</tr>
<tr>
<td>2</td>
<td>0.294</td>
<td>3.011</td>
<td>1.073</td>
<td>-0.073</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(0.147)</td>
<td>(0.106)</td>
<td>(0.106)</td>
</tr>
<tr>
<td>4</td>
<td>0.328</td>
<td>2.914</td>
<td>0.981</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(0.148)</td>
<td>(0.105)</td>
<td>(0.105)</td>
</tr>
<tr>
<td>8</td>
<td>0.353</td>
<td>2.841</td>
<td>0.990</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>(0.055)</td>
<td>(0.155)</td>
<td>(0.103)</td>
<td>(0.103)</td>
</tr>
<tr>
<td>12</td>
<td>0.383</td>
<td>2.755</td>
<td>1.018</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td>(0.065)</td>
<td>(0.186)</td>
<td>(0.105)</td>
<td>(0.105)</td>
</tr>
<tr>
<td>24</td>
<td>0.472</td>
<td>2.504</td>
<td>1.020</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>(0.134)</td>
<td>(0.382)</td>
<td>(0.112)</td>
<td>(0.112)</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.539</td>
<td>2.312</td>
<td>1.020</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>(0.241)</td>
<td>(0.685)</td>
<td>(0.126)</td>
<td>(0.126)</td>
</tr>
</tbody>
</table>

Notes: Asymptotic standard errors are in parentheses. $\Delta z_t^k$ denotes the expectation conditional on information held at $t$ of the change in $z$ from $t$ to $t + k$. Regression coefficients are computed as in (8).

-associated with the adjustment of the capital stock towards its steady-state level. In other words, there is a single-state variable, namely the ratio of the current capital stock to its steady-state level, which explains all the predictable movements generated by the model.

The question of whether the model is capable of reproducing the predictable movements we observe then boils down to two issues. The first is whether changes in capital accumulation attributable to technology shocks can generate predictable output movements of sufficient magnitude. The second is whether the adjustment of capital to its steady state implies, for plausible parameter values, that output, consumption, hours, and investment all move in the same direction.

Our model is essentially identical to the model analyzed in King et al. (1988b) and Plosser (1989) and differs from other real-business-cycle models such as Prescott (1986) and Hansen and Wright (1992) only in that it assumes a random walk in technology. In order to tighten the relation between the theoretical model and our time series we include an explicit treatment of government purchases and labor-force growth. But we introduce them in such a way that the model’s predictions are essentially unaltered.

We consider an economy made up of a fixed number of identical infinitely-lived households. We suppose that there is a variable $N_t$, which we call the “labor force.” This variable shifts the preferences of the representative household so that labor supply grows over time. In particular, we let $N_t$ grow at the deterministic rate $\gamma_n$. To ensure the existence of a stochastic steady state where hours relative to the labor force are stationary, we follow King et al. (1988b). We thus assume that, when the parameter $\sigma$ differs from one, the representative household at $t$ seeks to maximize the expected value of a utility function of the form

$$ E_t \sum_{j=0}^{\infty} \beta^j \frac{C_{t+j}^{1-\sigma}}{1-\sigma} \frac{L_{t+j}^{\sigma}}{N_{t+j}} $$

while the single-period utility function takes the form $\log(C_t) + \nu(L_t^{\sigma}/N_t)$ when $\sigma$ equals one. In these expressions $\nu$ is a decreasing concave function, $C_t$ again denotes consumption by the members of the household in period $t$ and $L_t^{\sigma}$ denotes total hours worked by the members of the household in period $t$.

The fact that our “labor-force” variable is a scale factor for aggregate labor supply means that it may bear only a loose relation with the labor-force measure in the Bureau of Labor Statistics surveys.
Private output is produced by competitive firms using the technology

\[ Y_t = B(z_t L_t)^{1 - \theta} K_t^\theta \]

where \( B \) is a constant, \( Y_t \) denotes private output as before, \( K_t \) the private capital stock, \( L_t \) is private hours, and \( z_t \) an exogenous technology factor, all in period \( t \). Stochastic variations in the technology factor are the source of aggregate fluctuations and we assume that the technology factor is a random walk with drift, that is

\[ \log Z_t = \log y + \log Z_{t-1} + \varepsilon_t \]

where \( y \) is a positive constant and \( \{ \varepsilon_t \} \) is a mean-zero independently and identically distributed (i.i.d.) random variable.

We assume that the government takes a fraction \( r \) of any private output that is produced and consumes it. The government also conscripts an amount of labor \( L_g \) which we assume to be a constant fraction \( H_g \) of \( N_t \). These conscripted hours produce what is recorded as government value-added output in the national income accounts. They can be thought of as being hired in the competitive labor market and financed with lump sum taxes. The existence of a constant fraction of conscripted hours means that the utility function (9) can be rewritten as

\[ E_t \sum_{j=0}^{\infty} \beta^j \frac{C_{t+j}^{1-\sigma}}{1 - \sigma} \left( \frac{L_{t+j}}{N_{t+j}} + H^* \right) \]

Thus, the introduction of conscripted hours simply changes the function \( v \) that relates utility to the level of hours worked in the private sector.

The competitive equilibrium for this economy is the solution to a planning problem where, assuming the usual condition for capital accumulation, the planner maximizes (12) subject to the feasibility constraint

\[ C_t + K_{t+1} = (1 - \tau) B(z_t L_t)^{1 - \theta} K_t^\theta + (1 - \delta) K_t \]

where the depreciation rate \( \delta \) is a positive constant, less than or equal to 1. It is apparent from this that the tax rate \( \tau \) has the same effect on the equilibrium as a change in the constant \( B \).

As in King et al. (1988b), the solution to this planning problem has a simple form. The planner chooses values at each point in time for the rescaled variables \( C_t / z_t N_t \) and \( L_t / N_t \) as time invariant functions of the rescaled variable \( K_t / z_t N_t \) whose logarithm we denote by \( \kappa_t \). Because the conditional distribution of \( z_{t+1} / z_t \) is time invariant, equation (13) implies that the distribution of \( \kappa_{t+1} \) conditional on information available at \( t \) depends only on \( \kappa_t \), so that all forecastable movements depend solely on this state variable as well.

Given that the economy converges to a steady-state value of \( K / z N \), one can approximate its law of motion for small enough random variations in \( z_{t+1} / z_t \), by a set of log-linear equations. These determine the log of \( C_t / z_t N_t \) and the log of \( L_t / N_t \) as linear functions of \( \kappa_t \). The result is that, as in King et al. (1988b), both the log of detrended hours and the \( (c_t - y_t) \) are perfectly correlated with \( \kappa_t \), the single state variable that helps predict the future evolution of the economy. If these variables are subject to serially correlated measurement error, one may improve one’s forecast by including current and lagged values of both.\(^{15}\)

III. Numerical Results for the Baseline Model

In this section, we compare the predictable movements in output, consumption, and hours implied by the calibrated versions of the model of the previous section to those we found in the data. For comparability with the literature, the preference and technology parameters of our baseline model are, essentially, those which Hansen and Wright (1992) call "standard."\(^{16}\) Later, we turn our attention to what they call the "indivisible labor" model and to other possible parameter values.

\(^{15}\) Of course, one would only recover the forecasts based on the true value of \( \kappa \) if a linear combination of current and lagged values of detrended hours and the consumption share were measured without error.

\(^{16}\) In Rotemberg and Woodford (1994), we use the parameters of King et al. (1988b) and obtain very similar results.
TABLE 5—PREDICTED STANDARD DEVIATIONS OF CUMULATIVE CHANGES IN OUTPUT

<table>
<thead>
<tr>
<th>Horizon (in quarters)</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>24</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation of:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta y_t$</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.0009</td>
<td>0.0017</td>
<td>0.0023</td>
<td>0.0036</td>
<td>0.0053</td>
</tr>
<tr>
<td>$\Delta \mathbf{y}_t$</td>
<td>0.0057</td>
<td>0.0081</td>
<td>0.0117</td>
<td>0.0170</td>
<td>0.0212</td>
<td>0.0313</td>
<td></td>
</tr>
</tbody>
</table>

Note: $\Delta y_t$ denotes the change in the log of output from $t$ to $t + k$ while $\Delta \mathbf{y}_t$ denotes the expectation of this change based on information available at $t$.

Following Hansen and Wright (1992), we set the consumption share $s_c$ equal to 0.74, the capital share $\theta$ to 0.36, the depreciation rate $\delta$ to 0.025 per quarter, and $\omega$ to 1, and we calibrate $\beta$ so that the steady-state real interest rate equals 1 percent per quarter. We also follow them in assuming a degree of convexity of the disutility of labor $\upsilon(H)$ that implies an elasticity of total hours with respect to the wage (holding constant the marginal utility of consumption) equal to 2. We set $\gamma_N$ to 1.004 per quarter on the basis of a regression of private hours on a deterministic trend and, given the overall growth rate of the economy, this implies that $\gamma_Y$ equals 1.004 as well. Finally, we let the standard deviation for the technology shocks, $\sigma_t$, equal 0.00732. This value is equal to the estimated standard deviation of the innovations in the permanent component of private output, from the VAR described in Section 1.17 According to the theoretical model of the previous section, the trend component of log private output in the sense of (1) should exactly equal log $z_t$ (plus a constant), so that the variance of innovations in this variable should equal the variance of $\{e_t\}$.18

This variability in technology generates forecastable movements in output in the sense that each technology shock is followed by changes in the capital stock and this leads to further changes in output. However, as Table 5 shows, the model predicts a much smaller variability in the forecastable component of output than is present in the data. At the 12-quarter horizon, the standard deviation of the forecastable change in output is predicted to be 0.0029, whereas we estimate it to be 0.0326. Thus the model accounts for only 1 percent of the variance of the forecastable changes in output over this horizon. At the infinite horizon (the Beveridge-Nelson (1981) cyclical component of output) the variance predicted by the model is equal to 4 percent of what we find in the data. Similarly, comparison of the first with the last row shows that the variance of forecastable movements ought to (according to the model) equal about one percent of the total variance of output changes over 12 quarters whereas, in fact, it equals over half of the total variance.

The model predicts that the standard deviation of forecasted changes in output rises as the horizon lengthens. By contrast, the data

17 Our results are in essential agreement with those of King et al. (1991), who report a standard deviation of 0.007 for the "balanced-growth shock" to their three-variable VAR, which differs from ours mainly in using the share of fixed investment in private output, rather than private hours relative to the labor force, as the third variable. Hansen and Wright (1992) also use a value of 0.007. As is well known, the use of values in this range implies that the model's implied standard deviation of (overall) output growth is a respectable fraction of the actual standard deviation of output growth.

18 It has been observed by Marco Lippi and Reichlin (1993) that identification of shifts in the permanent component of output using a VAR in this way depends upon an assumption of "fundamentalness" of the moving-average representation implied by the estimated VAR, an assumption that need not be valid in general. That is, it need not be possible to recover the true permanent shock as a linear combination of the VAR innovations. This recovery is possible, however, under the assumption that the model is valid. The reason is that the model implies that a linear combination of our included variables is perfectly correlated with $\kappa_t$ while implying, at the same time, that the innovation in $\kappa_t$ is perfectly correlated with the permanent shock.
suggest that this standard deviation peaks at the 12-quarter horizon, or at any rate increases little after that horizon. Thus the forecastable fluctuations predicted by the model have a somewhat different character than those we find in the data.

We now turn to the predictions of the model regarding the forecastable movements in consumption and hours. The analysis in the previous section implies that these movements should be perfectly correlated with the forecastable movements in output, since all three are responses to the departure of the capital stock from its steady-state level. While this perfect correlation is obviously absent in the data, we saw that the actual correlation between predictable movements in consumption, output, and hours is in fact quite substantial.

To understand the model's predictions concerning the way in which these variables are expected to move together it is useful to start with a plot of the expected time paths of output, consumption, and hours when the technology factor remains fixed, but the capital stock starts out 1 percent below its steady-state level. Such a plot is displayed in Figure 2 for our baseline parameters. Given our earlier development, this figure also describes the evolution of output, consumption, and hours after a permanent 1-percent technology improvement, since such a shock leads to a 1-percent shortfall of capital from its new steady-state level. Note, however, that these plots differ from the more usual impulse response functions because they do not start at the old steady state but, instead, report time paths relative to the steady state that becomes relevant after the shock. Since we make no attempt at constructing time series for technology shocks, we do not directly compare the plots in Figure 2 to the response of the economy to technology shocks. Rather, we ask whether the predictable movements in our series have similar characteristics to the movements that take place along the paths described in this figure.

Figure 2 shows that, for these parameters, a shortfall of capital is associated with an increase in consumption over time. As mentioned in the introduction, this occurs because a shortfall in capital raises the marginal product of capital and hence the real rate of interest. This implies that the marginal utility of con-
consumption must fall over time and, rather generally, this means that consumption must rise over time. On the other hand, these parameters imply that the capital shortfall leads hours to fall over time. The high real interest rates we just mentioned lead people to postpone not only consumption, but also leisure so that leisure is initially low (and hours of work are high). Finally, for these parameters, output rises over time. This occurs because the capital input rises over time and this rise is sufficiently pronounced that it offsets the effect on output of the decline in the labor input.

Table 6 provides a convenient summary of the patterns displayed in the figure. It shows the regression coefficients of the expected changes in consumption, investment, hours, and productivity on expected output implied by the model.

Table 6—Predicted Regression Coefficients among Forecasted Changes

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Coefficient</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta c_t$ on $\Delta y_t$</td>
<td>$\Delta \bar{h}_t$ on $\Delta y_t$</td>
<td>$\Delta p_t$ on $\Delta y_t$</td>
</tr>
<tr>
<td>2.5230</td>
<td>-1.9796</td>
<td>-1.0153</td>
</tr>
<tr>
<td>2.0153</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: $\Delta z_t$ denotes the expectation conditional on information held at $t$ of the change in $z$ from $t$ to $t + k$.

Comparing Tables 4 and 6, one sees two important contrasts between the predictions of our baseline model and our observations. The first is that the model predicts that hours should be declining when output is rising (so that the corresponding regression coefficient is negative), while the data indicate that hours and output are expected to move in the same direction. Because hours are stationary, there is another way of expressing this contrast. Whereas the data suggest that a low level of hours is associated with a forecastable increase in output, the model implies the reverse. For the same reason, the model predicts that labor productivity will rise with output, whereas the data suggest that there are no important predictable productivity movements associated with predictable movements in output.

The second contrast concerns the magnitude of the coefficient of predictable consumption movements on predictable output movements. The model predicts this coefficient to be larger than 2 whereas our data suggests that it is significantly smaller than 1. This means that the model predicts that the variability of predictable-consumption movements should be larger than the variability of predictable-output movements whereas, in practice, it is not. The model makes this counterfactual prediction because the high interest-rate changes accompanying a shortfall of capital from its steady state induce a substantial postponement of consumption. The model’s high consumption coefficient implies that periods of high expected-output growth should also be periods in which the ratio of consumption to income is low. The low coefficient in the data-based regression is inconsistent with this implication, as are the related studies such as Campbell (1987) and Cochrane and Sbordone (1988) which show that a high value of $C/Y$ forecasts high output growth.

The most fundamental failing of the model can be explained simply as follows. The model generates predictable movements only as a result of departures of the current capital stock from its steady-state level. When the current capital stock is relatively low, its marginal product is relatively high so rates of return are high as well. With relatively strong intertemporal substitution, this leads individuals to enjoy both less current consumption and less current leisure than in the steady state. So, consumption is expected to rise while hours of work are expected to fall. More generally, consumption and hours are expected...
to move in opposite directions. This means that the regression coefficient of consumption on output and the regression coefficient of hours on output should have opposite signs. Instead, the data suggests that both of these coefficients are positive.

Hansen and Wright’s (1992) “standard” calibration implies that the predicted decline in hours when there is a capital shortfall is relatively small so that output is expected to rise as capital is accumulated. But, as we show below, this prediction can easily be overturned by using a smaller capital share (so that increases in labor have a bigger effect on output) and a more elastic labor supply (so that the predictable hours movements are larger). The result is that hours and output are expected to move in the same direction, which solves one of the problems mentioned above. As we shall see, the solution to this problem creates another, namely a wrong sign for the regression coefficient of consumption on output.

IV. Alternative Preference Specifications

An obvious question is whether the problems with the “standard” calibration can be resolved by changing the parameters in plausible ways. Accordingly, we investigate whether changes in the parametrization of preferences and technology can reverse the sign of some of the predicted correlations in ways that would make them consistent with the data. In particular, we consider changing three parameters. These are the elasticity of the labor supply with respect to the real wage, holding fixed the marginal utility of consumption (which we denote \(s_{HW}\)); the intertemporal elasticity of substitution parameter \(\sigma\); and the capital share \(\theta\).²¹

It should be stated at the outset that such parameter variation has very little effect on the variance of the predictable-output movements generated by the model. The comovements between predictable output, hours, and consumption are affected, however, and Table 7 presents a representative sample of our results.²² For each of the parameter values it gives the model’s prediction concerning the standard deviation of output changes forecasted to occur in the next 12 quarters as well as the regression coefficients of expected-consumption growth and expected-hours growth on expected-output growth.

The first variant we consider is the “indivisible labor” model of Hansen and Wright (1992), which differs from the baseline model we have been considering only in that \(s_{HW}\) is infinite. This does not change the qualitative nature of the model’s implications. As is well known, raising the elasticity of labor supply, raises the immediate increase in hours in response to a positive technology shock. Or, in our terms, hours are further above their steady-state value when the capital stock is below the steady state. However, given the other parameters, even this large level of initial hours is not sufficient for the initial level of output to be higher than steady-state level of output. Thus, output is still expected to increase when the capital stock is below its steady-state level (as it would be after a positive technology shock). Thus forecastable changes in output are still negatively correlated with forecastable changes in hours. In fact, the relatively large initial level of hours implies that the regression coefficient of expected hours changes on expected output changes is even more negative.

If, in addition to letting \(s_{HW}\) be infinite, we raise the labor share to 0.7 (so that the percentage increase in output for a given percentage increase in hours is larger) output does approach its steady state from above when the capital stock is below the steady state. The adjustment of output, hours, and consumption for this case is shown in Figure 3. It is apparent from this figure that hours and output now fall together and Table 7 confirms that expected movements in hours are now positively correlated with expected output changes is even more negative.

²¹ This parameter is difficult to measure, because of the difficulty in allocating the income of the self-employed. The literature has used values ranging from 0.42 (King et al. 1988a) to 0.25 (Rotemberg and Woodford 1992).

²² More variants are presented in Rotemberg and Woodford (1994).
movements in output. Moreover, the large positive coefficient of expected-hours growth on expected-output growth implies that productivity is expected to fall when output is expected to increase which, at least qualitatively, fits the observed facts.

With these parameters, negative technology shocks cause the capital stock to be above its long-run level and are thus associated with predictable increases in output. This is attractive because, as we saw, periods where output is expected to rise are generally associated with NBER troughs and it seems more reasonable to associate such troughs with negative technology shocks than it is to associate them with positive technology shocks. By contrast, in the "standard" parametrization expected output growth is largest in the immediate aftermath of positive technology shocks.

On the other hand, this specification still implies that expected-hours growth should be negatively correlated with expected-consumption growth. Moreover, because expected-output growth is predicted to be positively associated with expected-hours growth, expected-output growth is now predicted to be negatively associated with expected-consumption growth. The underlying problem remains that a shortfall of capital from its steady state implies that consumption should grow over time and, if intertemporal substitution is sufficiently strong, hours should fall over time.

To solve the problem that consumption and hours are expected to move in opposite directions, one needs to reduce the degree of intertemporal substitution and lower the elasticity of labor supply. To show what happens in this case, Figure 4 displays the adjustment of output, hours, and consumption to the steady state when capital starts out below the steady state and \( \theta = 0.36, \sigma = 4 \) and \( \varepsilon_{HW} = 0.2 \). With these parameters, a shortfall of capital from its steady state still leads to a level of consumption that is below the steady state. Because this level of consumption is higher than in the baseline case and because the elasticity of labor supply is small, the model now implies that hours start out below the steady state so that they rise together with consumption. Hours can be below their steady state because real wages are expected to rise in the future, as the capital stock is augmented. This is offset by the real interest-rate effect in the "standard" case. Because hours rise together with the capital stock, output approaches its steady state from below.

Table 7 shows that, as a result, the regression coefficients of both expected-hours and expected-consumption growth on expected-output growth are positive. Moreover, the regression coefficient of expected-consumption growth on expected-output growth is smaller.

The table shows that one gets qualitatively similar results even maintaining a \( \theta \) equal to 0.36 and an \( \varepsilon_{HW} \), equal to 2 as long as one lowers \( \sigma \) so that it equals 0.6. This larger degree of intertemporal substitutability raises the level of hours that people work when capital is below its steady state. As a result, it also leads to an adjustment path where output converges from above.

Table 7 shows that maintaining an \( \varepsilon_{HW} \) equal to 2 while letting \( \sigma \) equal 4 still leads to the same qualitative results as the baseline case.
than one (because, in the figure, consumption changes less than output). This is consistent with our findings in Table 4 and it means that, as is true in the data, the consumption share is expected to fall when output is expected to rise. Thus, in this case, the model's prediction is the same as that of the naive "permanent income" model. While the coefficient of expected hours on expected output is positive, as in Table 4, it is much smaller (because the figure shows only modest changes in hours). The result is that, unlike what is true in the data, the model predicts that productivity is expected to rise together with output.

In spite of this shortcoming, these parameters fit a remarkable number of the regularities concerning the comovements between the predictable movements in output, hours, and consumption. However, they worsen significantly the model's ability to match the moments that are usually stressed in the RBC literature. In particular, and not surprisingly in light of Figure 4, the predicted standard deviation of the overall 1-quarter change in hours falls significantly. It now equals only about 3 percent of the standard deviation of changes in output. At the same time, the model predicts an excessive volatility of consumption. The predicted standard deviation of consumption changes from one quarter to the next now exceeds the corresponding standard deviation for output. But perhaps the biggest problem with assuming such a low intertemporal elasticity of substitution of consumption is that it results in a strong negative correlation between the overall change in hours and the overall change in output. This may be surprising because the correlation between the predicted changes in the two variables is now positive, as in the data. The problem is that the predictable movements remain small relative to the unpredictable movements. And positive shocks to productivity now lower hours while raising output, contributing to an overall negative correlation between these variables. Note, finally, that for these parameters the model implies that periods of low employment are induced by positive (as opposed to negative) technology shocks.
V. Conclusions

We have demonstrated that the forecastable movements in output, consumption, and hours—what we would argue is the essence of the "business cycle"—are inconsistent with a standard growth model disturbed solely by random shocks to the rate of technical progress. In the case of a standard calibration of parameter values, the model predicts neither the magnitude of these forecastable changes nor their basic features, such as the signs of the correlations among the forecastable changes in various aggregate quantities. We have also argued that the use of parameter values outside the range typically assumed in the real-business-cycle literature does little to improve the model’s performance on dimensions emphasized in that literature.

Various possible interpretations might be given for the failure of this particular type of stochastic growth model to explain the business cycle. It may be that the business cycle is mainly caused by disturbances other than technology shocks, that the model errs in its account of the dynamic response to technology shocks, or that the technology shocks that account for the business cycle have serial-correlation properties very different from those assumed here.

In Rotemberg and Woodford (1994), we offer a preliminary analysis of the last possibility. Solow residuals are often taken in the RBC literature to be a direct measure of growth in the technology factor (e.g., Prescott, 1986), as the growth model would imply. These residuals are found to have little serial correlation, and this supports the random-walk specification assumed above. However, there are many familiar reasons why Solow residuals might not be a good measure of true productivity growth (e.g., imperfect competition, overhead costs, unmeasured variation in factor utilization). An alternative source of information about the serial-correlation properties of technical progress is provided by empirical studies of the diffusion of individual productivity-enhancing inventions. This microeconomic literature (e.g., Edwin Mansfield, 1968) suggests that such innovations...
diffuse relatively slowly through the economy, so that one should expect positive serial correlation in total factor productivity growth. But we show in Rotemberg and Woodford (1994) that forecastable productivity growth of this kind still leads to forecastable movements in hours that are of negligible amplitude relative to those reported here.

In Rotemberg and Woodford (1994) we also consider whether the RBC model could account for forecastable movements if, in addition to the permanent technology shock considered here, there were other, purely transitory disturbances. The model would in that case provide a useful “propagation mechanism” by which the effects of shocks evolve over time. We found, however, that the introduction of additional disturbances to the equilibrium conditions of the model does not solve the comovement problem identified here, regardless of the nature or magnitude of the disturbances contemplated, as long as these additional disturbances are sufficiently transitory. Thus the additional disturbances (whether they represent additional transitory components of the productivity factor, or shocks of some other kind) would have to exhibit significant persistence, and the mechanism by which these disturbances persist over many quarters would turn out to be a crucial source of business-cycle dynamics—in essence, a propagation mechanism in addition to those present in the basic growth model.

But it is not obvious that one should assume that the equations of the basic model are correct except for the absence of stochastic-disturbance terms. Quite possibly, the standard growth model must be modified to include other sources of dynamics before it can be used to model business cycles. Some obvious candidates would include inventory dynamics, slow adjustment of the work force as assumed in models of “labor hoarding,” or slow adjustment of nominal wages and/or prices as assumed in models with overlapping nominal contracts or costs of price adjustment. This last class of models in particular seems, at least from an intuitive point of view, capable of explaining our principal findings. In particular, one expects contractions in aggregate demand to reduce output, consumption, and hours when prices or wages are rigid. One would thus anticipate that all three series rise together in the aftermath of a negative shock to aggregate demand. However, the issue of whether a model of this type can explain our quantitative findings remains a topic for future research.
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