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Abstract

Kinetic Experiments and Data-Driven Modeling for Energetic Material Combustion

Rodger E. Cornell

Energetic materials (i.e., explosives, propellants, and pyrotechnics) have been used for cen-

turies in a wide variety of applications that include celebratory firework displays, the demolition

of ‘immovable’ structures, mining resources from the earth’s crust, launching humans into outer

space, and propelling munitions across the battlefield. Many different scientific and engineering

domains have found unique value in their characteristic release of significant heat and pressure.

While the rate at which energetic materials react is often dependent on the source of initiation,

surrounding thermodynamic conditions, and formulation sensitivity, many applications aim for a

controlled combustion process to produce large amounts of work output – solid and liquid rocket

motors and gun-launched projectiles are a few key examples. Other energetic material systems are

often inadvertently exposed to thermal insults, which can result in similar combustion behavior. To

accurately model these systems, it is important to have a fundamental understanding of the chem-

ical kinetics that control various aspects of the combustion process (e.g., changes in temperature

(T), pressure (P), and species mole fractions (X)). Detailed chemical kinetic models are often used

to understand and subsequently predict such behavior.

Understanding the gas-phase reaction kinetics of energetic materials is essential when trying

to predict critical performance parameters such as flame speeds, temperature and pressure profiles,

and heat flux between material phases. These parameters can have significant impact on predictions

of system-level performance (e.g., the specific impulse of solid rocket motors, propellant burn rates



in projectile systems, and munition responses to thermal insult and extended temperature cycling).

While the gas-phase reaction kinetics of energetic material combustion were heavily studied from

the late 1970’s to the early 2000’s, research efforts beyond this time frame have primarily focused

on condensed-phase chemistry as it is thought to be less understood. Over the past two decades,

however, there have been significant advances in our understanding of small molecule reactions

that have not yet been accounted for in many energetic material models. One such example are

chemically termolecular reactions – a new class of phenomenological reactions that have not yet

been considered for inclusion in any energetic material kinetic models.

Recent studies have shown that chemically termolecular reactions, mediated through ephemeral

collision complexes, have significant impact on the global kinetics of certain combustion systems.

This discovery has since prompted the question of which systems are significantly influenced by

chemically termolecular reactions and should therefore account for their presence in gas-phase

phenomenological models. Although a select number of systems have already been investigated,

such as flame speed and ignition delay predictions in common hydrocarbon combustion scenarios,

the influence of chemically termolecular reactions on the kinetics of energetic materials has not yet

been explored. As an initial investigation into energetic materials, a case study for RDX was per-

formed, for which abundant computational and experimental data are available. To aid in assessing

the impact of chemically termolecular reactions, for which almost no data are available, this study

leveraged an automated procedure to identify and estimate rate constants for potential chemically

termolecular reactions based exclusively on data available for related reactions. Four detailed

kinetics models for RDX were independently screened for potential chemically termolecular reac-

tions. Model predictions including these chemically termolecular reactions revealed that they have

significant potential impact on profiles of major species, radicals, and temperatures. The analysis

pinpointed �20-40 chemically termolecular reactions, out of the thousands of possibilities, esti-

mated to have the largest impact. These reactions, including many mediated by ephemeral HNO**

and NNH** complexes, are therefore worthwhile candidates for more accurate quantification via

master equation calculations. More generally, just as the importance of including chemically ter-



molecular reactions in hydrocarbon combustion models is becoming recognized, the present results

show compelling evidence for the need for their inclusion in energetic material models as well.

The investigation into chemically termolecular reactions yielded a secondary conclusion based

on the observed in�uence of the small molecule C/H/N/O chemistry on overall predictions of en-

ergetic material combustion – updating the small molecule chemistry in RDX models produced

signi�cant changes to predictions of major species and temperature, suggesting that the develop-

ment of a comprehensive gas-phase energetic material combustion model would be of great value

and have broad utility as a foundational model for a great variety of C/H/N/O energetic materials.

To begin developing such a model, all small molecule chemistry in current kinetic models was re-

viewed with the intent of identifying a sub-model in need of revisions and subsequently addressing

its uncertainties using targeted experiments to improve overall predictions. The ammonia sub-

model was selected as it is both highly uncertain and highly in�uential in many energetic material

models.

Ammonia (NH3) has garnered substantial attention in recent years due to its importance across

many scienti�c domains – including its potential use as a carbon-free fuel and long-term energy

storage option, its use in reducing combustion-generated nitrogen oxide emissions, its role as a

decomposition fragment of many energetic materials, and its presence as an important impurity

during biofuel and biomass combustion that can affect overall system kinetics, among others. Yet,

it is generally recognized that there are still signi�cant gaps in the present understanding of ammo-

nia kinetics -– in both experimental data sets and sub-models within the overall ammonia kinetic

mechanism. For example, most experimental studies of ammonia oxidation have used molecular

oxygen as the primary or sole oxidizer. While large mole fractions of molecular oxygen are en-

countered in many combustion scenarios, there are select systems where ammonia is more likely

to be oxidized via nitrogen-containing species (e.g. N2O and NO2) and, more generally, there are

relatively untested reaction sets that would be accentuated in such conditions.

To address these gaps in available experimental data needed for the validation of ammonia ki-

netics models, jet-stirred reactor experiments were performed for mixtures of NH3/N2O/N2 over



an intermediate temperature range (850-1180 K). In these experiments, the mole fractions of NH3,

N2O, and NO were measured using a combination of gas chromatography, chemiluminescence,

electrochemical detection, and infrared absorption – where agreement among the different diag-

nostics (within 3% for N2O and 7% for NO) ensured high con�dence in the experimental mea-

surements. Comparison of the experimental results and model predictions suggested de�ciencies

in commonly used models for nitrogen kinetics. Various modeling analyses pointed to the central

role of the N2O + NH2 = N2H2 + NO reaction, on which recent kinetic models all rely on the

same rate constant estimate that appears to have not been tested in previous validation data sets

for NH3 kinetics. A second set of jet-stirred reactor experiments were performed for mixtures

of NH3/NO2/O2/N2 over a slightly different temperature range (700–1100 K). Agreement among

different diagnostics (� 7% for NO2 and � 4% for NH3) and excellent experimental repeatability

con�rmed high con�dence in all species measurements. Measured mole fractions were compared

to predictions from �ve recently developed kinetic models using �ux analysis and uncertainty-

weighted kinetic sensitivity analysis, both of which pointed to the importance of reactions involv-

ing H2NO that are both in�uential in this system and highly uncertain.

The measurements from the jet-stirred reactor experiments presented here were combined with

comprehensive sets of experimental data and high-level theoretical kinetics calculations using the

MultiScale Informatics (MSI) approach [1, 2, 3, 4] to unravel the large uncertainties present in

current NH3 oxidation kinetic sub-models. Emphasis was placed on NH3 oxidation via nitrogen-

containing species as this chemistry has been shown to accentuate in�uential reactions (e.g., the

NO2+NH2 and NH2+NO reactions) that are known to be important during the combustion of many

energetic materials (e.g., AN, ADN, and AP). The resulting MSI model accurately predicted nearly

all of the experimental and theoretical target data within estimated or reported uncertainties. Ad-

ditional predictions of two NH3/NO2 validation data sets, which were not included in the MSI

framework, demonstrated its ability to accurately extrapolate predictions to untested T/P/X condi-

tions, indicating that the converged MSI model demonstrates truly predictive behavior.

The MSI NH3 oxidation model presented here should be considered for inclusion in many en-



ergetic material models as the NH3/NOx kinetic system is known to be important to the combustion

of various propellant and explosive formulations. This sub-model will help to form a foundational

gas-phase kinetic model relevant to many different energetic materials, including those that contain

inorganic additives for increased energy density and blast effects.
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Chapter 1: Introduction

1.1 Energetic Materials

While the exact origin of energetic materials is unknown – unsurprising considering they are

estimated to date back to the 6th century AD – for the purposes of this dissertation, we can begin

with the creation of black powder, which is considered by many to be one of the �rst energetic

material formulations. A creation that was thought to have occurred by accident, black powder

was coveted for its unique ability to rapidly produce large amounts of heat and pressure, although

the origin of or reason for such energy release was unknown to the alchemists of the era. Before

long, black powder was being utilized in military devices that, at �rst, mainly consisted of incen-

diary projectiles. In the following centuries, the utilization of black powder began to expand with

applications in the propulsion of projectiles and munitions, demolition of large structures, mining

of soil and stone, and the production of �reworks for many celebratory events. Today, energetic

materials and their intended applications are far more diverse.

An important characteristic that separates many energetic materials from most other fuels is

the presence of oxygen in their initial chemical composition – although it is important to note that

this rule is not absolute as there are oxygenated fuels that are not classi�ed as energetic materials

(e.g., ethanol and ethers). This is an important distinction as fuels typically require oxygen from

the surrounding air, which is a severe rate-limiting process that is highly dependent on diffusion

and �ow conditions. Most energetic materials, however, have oxygen `built-in' as part of their

molecular structure. Figure 1.1 shows the molecular structures of three commonly used organic

energetic materials that show oxygen content at the atomic level. Given the close proximity of

oxygen to the other elements within energetic materials, diffusion and �ow conditions are far less

rate-limiting, enabling extreme reaction front velocities. Coupled with the high amount of stored
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chemical energy that is also characteristic of energetic materials, they are capable of generating

signi�cant heat and work output (
¯ + 5

+8
%3+). In general, energetic materials can be sub-categorized

into one of three classi�cations: explosives, propellants, or pyrotechnics – albeit, some energetic

materials may �t into more than one classi�cation as they often use similar chemical components

and share characteristic behaviors.

Figure 1.1: The simpli�ed molecular structures of HMX, NG, and RDX

Explosives are generally considered to be the most violent or destructive of all energetic mate-

rials as they are designed to detonate – a supersonic phenomenon where a self-propagating reaction

front moves through the unreacted explosive material at a velocity that exceeds its sound speed,

thereby creating a shock front that produces a discontinuous jump in pressure. The velocity of this

reaction front, commonly referred to as the detonation velocity, is exceedingly fast with typical

values ranging from 4-10 km/s (Figure 1.2 [5]). Reaction front velocities of this magnitude cor-

relate to signi�cant increases in pressure and particle velocity with typical peak values of� 30-40

GPa and 2-3 km/s (Figure 1.3 [5]), respectively. These dramatic increases in pressure and parti-

cle velocity are the impetus for many explosive applications that include the formation and rapid

acceleration of metal fragmentation. While detonation is primarily a shock-driven event, pressure

generated from the rapid conversion of solid explosive material to gaseous products also provides

work output in the form of air blast and material acceleration (beyond what the shock front pro-

vides). Explosives can be further characterized into primary or secondary explosives based on

their initiation sensitivity and detonation performance. Primary explosives are typically used to
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start the detonation process as they are highly sensitive to electrostatic, thermal, and impact stim-

uli often generated using spark gaps, bridge-wires, and other initiation devices. By comparison,

secondary explosives are more dif�cult to initiate but offer improved detonation performance (i.e.,

increased pressure and detonation velocity). Both explosive types are commonly used in series as

primary explosives can provide suf�cient energy output to initiate secondary explosives that can

then provide greater work output to meet the needs of a speci�c munition system.

Figure 1.2: Detonation velocity measurements as a function of explosive diameter from a prior

study [5] of two secondary explosives (IMX-104, Comp-B). Polynomial �ts (lines) to experimental

determinations (shapes) [5, 6] are provided.
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Figure 1.3: Particle velocity measurements of the free surface of a detonating explosive (IMX-

104) [5]. Distances represent the location of each measurement in relation to an ignition reference

plane. Dotted lines represent the predicted particle velocity for a steady-state detonation.

Propellants are different from explosives in that they are designed to combust rather than deto-

nate – not to say that propellants are incapable of detonation as some formulations can make this

transition if suf�cient energy is provided. Propellants are ideal for accelerating gun-launched muni-

tions, air- and space-craft, and other projectiles as combustion is a slower, more controlled process

than detonation that can more ef�ciently transfer energy to whatever is being propelled. While

extreme combustion environments (e.g., long-range artillery) can produce high temperatures and

pressures and create complex shock wave interactions, propellant combustion is not shock-driven

and typically generates pressures and material velocities that are orders of magnitude lower than

what is typical for detonations. Solid propellants utilized for military and aerospace applications

are often sub-categorized based on their main constituents: single-based propellants consist pri-

marily of nitrocellulose, double-based propellants combine nitrocellulose with nitroglycerin, and

triple-based propellants contain nitrocellulose, nitroglycerin, and nitroguanidine (NG). There also
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exist composite propellants that commonly incorporate metal additives and explosives to increase

combustion temperatures and pressures that ultimately increase propulsion performance (e.g., the

speci�c impulse of rocket motors or the muzzle velocity of gun-launched projectiles).

Pyrotechnics are perhaps the most unique category of energetic materials as they are generally

not concerned with producing work output. Instead, pyrotechnics are typically designed to create

secondary effects that often include the generation of heat, smoke, light, or noise (or some combi-

nation of these four effects). Common examples include tracer ammunition, military and road-side

�ares, thermites, and �rework displays. Similar to propellants, pyrotechnics typically undergo

combustion processes and have a wide range of potential initiation and performance parameters

based on each material's formulation and intended application.

1.2 Detailed Chemical Kinetics

While all three energetic material types are designed to perform different functions and are used

for a wide variety of applications, it is critical to have a fundamental understanding of the chem-

istry and chemical kinetics involved that control key aspects of their combustion behavior. Even

explosives, which are designed to detonate, can combust when exposed to thermal insults during

storage, shipping, handling, and utilization and therefore require quali�cation and performance

testing to characterize their combustion behavior to ultimately increase operator safety. Having a

fundamental understanding of this behavior is particularly important when attempting to mitigate

the unintentional ignition of energetic materials, which has resulted in many human casualties over

the years – one of the more catastrophic events in recent memory being the 2020 ammonium nitrate

(NH4NO3) explosion in Beirut.

The chemistry important to many different engineering systems is often explained using global

reactions – i.e., chemical reactions that relate initial reactants to their �nal products without con-

sidering intermediate states. This simplistic representation can be suf�cient for select chemical

systems where only the initial and �nal thermodynamic states are of interest – modeling detona-

tion at the Chapman-Jouguet (CJ) state being one such example. Additionally, representing system
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chemistry using global reactions in multi-dimensional models can signi�cantly reduce simulation

times as the inclusion of intermediate states can quickly become computationally prohibitive. That

being said, there are many combustion systems – e.g., the combustion of energetic materials –

where the intermediate chemistry must be accounted for as it can in�uence system-level predic-

tions. One such example would be the accelerated erosion of gun barrels when using high-energy

composite propellants. Previous studies have shown that while the dramatic increases in tempera-

ture and pressure during gun-launch will inevitably lead to a structural failure within the gun barrel,

this process can be accelerated by the chemical kinetic interactions that unfold during propellant

combustion [7]. In such systems, it is important to simulate all species that can be formed during

the combustion process and account for all of their associated reactions to predict not only the �nal

chemical products, but the production and consumption of all intermediate species that bridge the

gap between the initial and �nal states of the system – the models used for such investigations are

commonly referred to as detailed chemical kinetic models.

Even the most simple chemical systems require complex analysis when their detailed chemical

kinetics must be accounted for. As an example, consider the stoichiometric conversion of molec-

ular hydrogen (H2) and oxygen (O2) to water (H2O) – a chemical reaction that many have likely

seen in their high school chemistry textbooks.

H2 +
1
2

O2 , H2O (1.1)

This global reaction may seem simple, but recent studies have shown that upwards of 8 molec-

ular species can be formed via dozens of available reaction pathways depending on overall system

conditions (i.e., temperature (T), pressure (P), and species mole fractions (X)) [8]. To solve for

the time-dependent thermodynamic solution for such a system, the following governing equations

must be solved for

Mass Conservation

md
mC

+ r � ¹ dvº = 0 (1.2)
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Species Conservation

d
�. 8

�C
= F8– r � ¹ d. 8+8), i = 1,...,N (1.3)

Momentum Conservation

d
� v
�C

= –r � P ¸ d
#Õ

8=1

. 8f8 (1.4)

Energy Conservation

d
�4
�C

= –r � q � P : ¹r vº ¸ d
#Õ

8=1

. 8f8 �+8 (1.5)

whered is the mass density,v is the mass-averaged velocity of the gaseous mixture,Yi is the

mass fraction of speciesi, wi is the mass rate of production of speciesi per unit volume,Vi is the

diffusion velocity of speciesi, N is the total number of chemical species,P is the pressure tensor,f i

is the external body force per unit mass of speciesi, e is the speci�c internal energy of the gaseous

mixture, andq is the heat �ux vector.

Equations 1.2-1.5 are dependent on one another and therefore must be solved simultaneously.

Even for the simple chemical kinetic system of reaction 1.1, solving this system of equations

analytically would be infeasible. As reactant molecules become more complex, as they often do

for energetic materials (e.g., RDX [C3H6N6O6]), the number of possible species and chemical

reactions continues to increase to the point where solving the required system of equations needed

for modeling in two or three dimensions requires super-computing clusters that only select research

institutions have access to. That being said, there is much information that can be gleaned from

running simpli�ed simulations that use either 0- or 1-dimensional reactor/�ame approximations or

utilize reduced chemical kinetic mechanisms where only the most in�uential species and reactions

are included – such simulations can effectively be run on a personal computer.
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Regardless of the complexity of a particular chemically reacting system, it is important to start

the modeling process with a comprehensive list of all potential species and reaction pathways that

can exist in that system. If any relevant chemistry is ignored, missed, or inaccurately quanti�ed

(i.e., uncertain rate constant determinations, thermochemistry, and/or transport data), it is likely

that the detailed chemical kinetic model – whether it has been reduced or not – will not be predic-

tive across all possible system states (T/P/X). This is particularly important for energetic materials

as they can be subjected to an exceedingly wide range of temperatures (� 300–3000+ K), pressures

(� 0–1000+ atm), and species mole fractions (many models include 100's of species and 1000's of

reactions).

While the gas-phase reaction kinetics of energetic material combustion were heavily studied

from the late 1970's to the early 2000's, research efforts beyond this time frame have primarily

focused on condensed-phase chemistry as it is thought to be less understood. Over the past two

decades, however, there have been signi�cant advances in our understanding of small molecule

reactions that have not yet been accounted for in many energetic material models. Additionally,

recent studies have indicated that a new class of phenomenological reactions has signi�cant impact

on the global kinetics of many combustion systems, but these reactions have not been considered

for inclusion in any energetic material models. These de�ciencies in current models suggest that

the gas-phase reaction kinetics of energetic material combustion should be revisited.

Addressing some of these de�ciencies in hexahydro-1,3,5-trinitro-1,3,5-triazine (RDX) kinetic

models has proven to yield signi�cantly different combustion predictions in a 1-D burner-stabilized

�ame system (shown in Figure 1.4). Differences between the models of Yetter [9] (Model Y) and

Chakraborty [10] (Model C), which have signi�cantly different predicted RDX decomposition

pathways, are smaller than the differences produced from updating each model's small molecule

chemistry (Models PY and PC) – signifying the importance of gas-phase models for predicting the

global kinetics of RDX combustion. Considering that many energetic materials share similar small

molecule chemistry, it is likely that many energetic material models will bene�t from updated

gas-phase reaction kinetics.

8



Figure 1.4: Predictions of species mole fractions (RDX (g), HONO) for RDX combustion in a 1-D

burner-stabilized �ame system at 1 atm.

The research presented here aims to improve gas-phase energetic material kinetic models by

addressing three key questions.

1. Do current gas-phase energetic material models account for all relevant reactions?

2. Are there critical gaps in available experimental data needed for model validation?

3. Are we informing new and existing models using comprehensive data sets?

The discussion will begin by evaluating gas-phase reactions included in recent energetic ma-

terial models to identify and subsequently address de�ciencies (e.g., incomplete reaction sets and

uncertain rate constant determinations) to improve future energetic material modeling efforts.
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Chapter 2: The Automated Discovery of In�uential Chemically

Termolecular Reactions in Energetic Material Combustion: A Case Study

for RDX

2.1 Introduction

Hexahydro-1,3,5-trinitro-1,3,5-triazine (RDX) is an organic compound commonly used in mil-

itary applications as a secondary explosive and propellant constituent. Despite its discovery dating

back to the early 20th century, it maintains its reputation of being one of the highest performing

explosive formulations to date. Its desirable performance characteristics, coupled with low manu-

facturing costs, have led to RDX becoming one of the most well studied energetic materials. As

such, there have been many efforts over the past 50 years focused on capturing its detailed kinetics.

With the exception of some recent work focused on the condensed phase chemistry [11, 12, 13, 14,

15], most research has aimed to improve our understanding of the gas-phase kinetics [10, 9, 16,

17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. Although this has led to the development of many detailed

kinetics models, this work focuses on four in particular: two models that have heavily in�uenced

past research (described in the following paragraphs) and two updated models (compiled here) that

take advantage of a recently developed sub-model for small C/H/N/O molecule kinetics [27].

In 1995, Yetter et al. [9, 16] developed a gas-phase RDX model at Princeton University based

on data available at that time including [17, 18] (herein referred to as model Y). Although more

recent rate parameters are available for many of the reactions, it remains one of the most heavily

cited RDX models and has served as the foundation for many subsequent model developments.

This model accounts for 44 species and contains 228 reactions.

In 2001, Chakraborty et al. [10] developed an updated gas-phase RDX model at Caltech that

built upon the work of Yetter et al. [9, 16] by utilizing theoretical kinetics calculations to determine
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rate coef�cients for many of the important reactions (herein referred to as model C). This model

was periodically updated until the release of its �nal version in 2008, which is the version used

here. This model accounts for 92 species and contains 461 reactions.

The updated models, composed by the author, combine recent (small molecule) nitrogen com-

bustion chemistry from Glarborg et al. [27] with the (large molecule) RDX decomposition chem-

istry of model C (herein referred to as model PC) and model Y (herein referred to as model PY),

independently. These models offer more comprehensive lists of and more reliable rate parameters

for small molecule reactions than the earlier RDX models. Abridged versions of models PY and

PC are available for review in Appendix A.

As with nearly all gas-phase kinetic models, the four models described above contain only

three kinds of phenomenological reactions: unimolecular, bimolecular, and termolecular associ-

ation. Implicit in the presumption of only those three types is the assumption that collisions of

ephemeral complexes (formed from bimolecular association reactions) with a third molecule only

transfer energy – yielding termolecular association reactions. However, the high mole fractions of

reactive species in combustion and energetic material de�agration introduce signi�cant potential

for collisions of ephemeral complexes with a third molecule to also induce reaction – yielding

“chemically termolecular reactions" [28]. Although this fourth phenomenological reaction type

was hypothesized in early studies of gas-phase kinetics [29, 30], such reactions were thought to be

unphysical or unimportant for many decades thereafter.

A recent study by Burke and Klippenstein [28], however, showed chemically termolecular

reactions can have signi�cant effects on the global kinetics of combustion systems. Their results,

based on quantitativeab initio master equation calculations, speci�cally demonstrated the impact

of H + O2 + X (induced by collisions of ephemeral HO2** complexes with X = H, O, OH) on H2

�ame speeds. However, as they noted, “in principle, almost every bimolecular reaction could arise

as a chemically termolecular reaction."

As a result, there are conceivably hundreds to thousands of possible chemically termolecular

reactions combinatorially. Clearly, performing master equation calculations for every possibility is
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not practical. At the same time, it is not immediately clear which of them are suf�ciently important

to warrant master equation calculations.

To address this dif�culty, Barbet et al. [31] devised an automated screening procedure that

identi�es and estimates rate constants for potential chemically termolecular reactions based solely

on information about related reactions in current kinetic models. Such an approach can then be

used to pinpoint the few chemically termolecular reactions that are worth investigating with more

time-intensive master equation calculations. Implementation of this procedure for hydrocarbon/air

combustion revealed the potential importance of chemically termolecular reactions mediated by

ephemeral C2H3** complexes [31]. Subsequent master equation calculations by Lei and Burke

[32, 33] have since con�rmed the importance of H + C2H2 + X reactions – lending credence to the

effectiveness of this screening procedure for reliably identifying important chemically termolecular

reactions.

This study leverages this same screening procedure to provide the �rst assessment of the po-

tential impact of chemically termolecular reactions on energetic material combustion and pinpoint

which reactions have the highest potential impact. Below, I �rst summarize the key aspects of

the automated procedure for identifying and estimating rate constants for potential chemically

termolecular reactions [31] and the present implementation for RDX. I then show results demon-

strating the in�uence of these reactions on pro�les of major species, radicals, and temperature in

1-dimensional burner-stabilized �ame simulations. Finally, I identify the chemically termolecular

reactions with the largest potential impact and, consequently, of the greatest value for future master

equation calculations.

2.2 Theoretical and Computational Methods

2.2.1 Screening Procedure

The guiding principle of this screening procedure is to combine available information about

molecular reactivity and easily estimatable parameters to identify and estimate rate constants for

thousands of potential chemically termolecular reactions. Previous work [31, 32, 33], summarized
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in the preceding section, provides evidence that these estimates (while approximate) are suf�ciently

accurate for screening purposes.

The theoretical framework for estimating rate constants of chemically termolecular reactions is

based on the simple Lindemann-like scheme of Table 2.1. Table 2.1 depicts elementary reactions

that form and consume an excited ephemeral complex (RX**). (Consistent with [28, 31], **

indicates complexes rovibrationally excited above the dissociation threshold).

Table 2.1: Elementary reactions involving (non-thermalized) ephemeral complexes.

Elementary Reactions(R1-R3)

R + X $ RX** R1

RX** + M ! RX + M R2

RX** + Y ! P3 R3

Once formed (R1f), standard Lindemann theory postulates that RX** can either dissociate back

to R + X (R1b) or thermalize to RX via collision with a non-reacting third body (M) (R2). In many

combustion systems, however, there exists a third pathway in which RX** collides with a reactive

third body (Y) to produce a new set of products (R3).

Given that only thermal species (R, X, RX, Y, and P3) are considered in phenomenological

kinetic models, phenomenological reactions (Table 2.2) are required to capture the kinetics emer-

gent from the elementary steps of Table 2.1. Namely, the sequence of R1 followed by R2 yields a

termolecular association reaction (RI) converting R and X to (thermal) RX, which can then react

with Y (RII) to form products. Since R3 can be competitive with R2 in reactive environments, the

sequence of R1 followed by R3 can yield a chemically termolecular reaction (RIII) converting R,

X, and Y to products.
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Table 2.2: Phenomenological reactions involving thermal species representing the kinetics that

emerge from elementary steps of Table 2.1.

Phenomenological Reactions(RI-RIII)

R + X $ RX RI

RX + Y ! PII RII

R + X + Y ! P3 RIII

Standard quasi-steady-state (QSS) analysis of the system [31] then provides a way to relate rate

constants for elementary steps (Table 2.1) to rate constants for phenomenological reactions (Table

2.2):

: � =
: 1– 5: 2»" ¼

: 1–1¸ : 2»" ¼ ¸: 3». ¼
(2.1)

: � � � =
: 1– 5: 3

: 1–1¸ : 2»" ¼ ¸: 3». ¼
(2.2)

While rate constants for all elementary steps are not provided in phenomenological kinetic

mechanisms, the low- and high-pressure limit rate constants for RI and rate constants for RII,

together with easily estimated parameters, can be combined to yield low- and high-pressure limit

rate constants for RIII:

: � � �–0–0 =
¹: �–0–0•»" ¼º: � �

V2/ 2
(2.3)

: � � �–1 –0»" ¼=
: �–1 –0: � �

V2/ 2
(2.4)

under certain assumptions [31]. For example, aside from stabilization to RXY (which is intention-

ally excluded), R3 is assumed to yield the same products as RII;: 3 is approximated as: � � at a

given temperature (the local temperature is used here, though a user-speci�ed temperature is also

allowed by the script to simulate non-thermal rate enhancements); and: 2 is factored intoV2/ 2,

where the collision frequency is taken to be a typical value (/ 2 = 5 � 10� 10cm3 � molec� 1 � s� 1) and
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the collision ef�ciency is chosen at the lower limit (V2 = 0•001º of its typical range [34, 35] for the

present purpose of screening.

By �nding all possible pairs of RI and RII and their corresponding rate parameters in existing

kinetic models, this screening procedure identi�ed and estimated rate constants for 504 chemically

termolecular reactions in model Y, 958 in model C, 3374 in model PY, and 3541 in model PC.

2.2.2 Simulation Methods

To qualitatively assess the in�uence of chemically termolecular reactions in each model, 1-

dimensional burner-stabilized �ame simulations were run using Cantera 2.4.0 [36]. The atmospheric-

pressure simulations (shown in Figures 2.1, 2.2, 2.3, 2.7) assumed an initial �ow of 100% gaseous

RDX, a �xed burner surface temperature of 550 K, �xed mass �ux of 0.65 kg�m� 2�s� 1, and a con-

stant pressure of 1 atm. The high-pressure simulations (shown in Figure 2.8), which reveal trends

similar to the atmospheric-pressure simulations, assumed an initial �ow of 100% gaseous RDX,

a �xed burner surface temperature of 550 K, �xed mass �ux of 37.2 kg�m� 2�s� 1, and a constant

pressure of 100 atm. (For context, the values used here for the surface temperature and mass �ux

were chosen to mimic those of the condensed-phase propellant surface in multi-phase de�agration

scenarios [19]. While the surface temperature and mass �ux would be calculated, rather than spec-

i�ed, in multi-phase scenarios, capturing the feedback between gas-phase kinetics and evaporation

is not necessary for the screening procedure here and was therefore excluded for simplicity). In

these simulations, transport properties from Patidar et al. [15] and Glarborg et al. [27] were used.

The 1-dimensional burner-stabilized �ame simulations were solved for using the following

governing equations for stabilized, axisymmetric stagnation �ow that follow those previously de-

rived by Kee et al. [37].

Mass Conservation

mdD
mI

+ 2d+ = 0
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Species Conservation

dD
m.:
mI

= –
m 9:
mI

+ , : ¤l :

Radial Momentum Conservation

dD
m+
mI

+ d+2 = –� ¸
m
mI

�
`

m+
mI

�

Energy Conservation

d2?D
m)
mI

=
m
mI

�
_

m)
mI

�
�

Õ

:

9: 2?–:
m)
mI

–
Õ

:

� : , : ¤l :

whered is the mass density,u is the axial velocity alongz, Yk is the mass fraction of species

k, jk is the diffusive mass �ux of speciesk, Wk is the molecular weight of speciesk, ¤l : is the

molar production rate of speciesk, V is the radial velocity scaled by the radius (v/r), � is the

pressure eigenvalue,` is the dynamic viscosity,c? is the heat capacity at constant pressure,T is

the temperature,_ is the thermal conductivity, andhk is the speci�c enthalpy of speciesk.

Kinetic sensitivity analyses of species mole fractions (CO, CO2, CH2O, H2O, HCN, HONO,

N2O, NO, NO2, N2, H2, HNCO, H, O, OH, and NH3) to reaction rate constants were also per-

formed to aid in identifying the chemically termolecular reactions most important to predictions.

A representative 1-dimensional burner-stabilized �ame simulation �le is provided in Appendix B

that details input parameters, convergence criteria, and kinetic sensitivity coef�cient calculations

for the work presented here.
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Figure 2.1: Predicted major species mole fractions (HCN, NO, H2O) with and without chemically
termolecular reactions (CTRs) for RDX combustion in a burner-stabilized �ame system at 1 atm.

2.3 Results and Discussion

2.3.1 1-D Flame Simulations

Predictions of major species (HCN, NO, H2O) and radicals (OH, O, H) with and without all

chemically termolecular reactions are shown in Figures 2.1 and 2.2 for the four model versions.

For major species, inclusion of chemically termolecular reactions yields noticeable differences in

the peak mole fractions, their locations, and their decay with increasing distance from the burner

surface. For radicals, inclusion of chemically termolecular reactions yields more pronounced dif-

ferences in both the magnitude and pro�le shape. This impact on the radical pool may be of some

relevance to chemical weapons destruction scenarios (e.g. [38]), where changes in the radical

pool may in�uence the chemical pathways, products, and overall effectiveness of chemical agent

destruction.

Predictions of temperature pro�les with and without all chemically termolecular reactions are

shown in Figure 2.3 for the four model versions. The results for each model reveal that inclusion of

chemically termolecular reactions yields signi�cant differences in the temperature gradient at the
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Figure 2.2: Predicted radical mole fractions (H, O, OH) with and without chemically termolecular
reactions (CTRs) for RDX combustion in a burner-stabilized �ame system at 1 atm.

Figure 2.3: Predicted temperature pro�les with and without chemically termolecular reactions
(CTRs) for RDX combustion in a burner-stabilized �ame system at 1 atm.

burner surface and the �nal �ame temperature. While the coupling between gas-phase kinetics and

evaporation is not considered in the present calculations, the impact of chemically termolecular

reactions on the temperature gradient at the burner surface indicates their potential impact on key

condensed-phase properties during multi-phase de�agration scenarios. Notably, changes in tem-

perature gradient will correspond to changes in heat �ux between phases, altering critical system

parameters such as foam/melt layer thicknesses, overall burn rates, and temperature pro�les within

the condensed phases.
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2.3.2 Sensitivity Analysis

After identifying potential impacts from chemically termolecular reactions, a kinetic sensitiv-

ity analysis was performed for these conditions to identify the chemically termolecular reactions

that are most in�uential. Tables 2.3, 2.4, and 2.5 compile lists of chemically termolecular reactions

found to be in�uential according to three criteria pertaining to their sensitivity coef�cients for at

least one of the aforementioned observable species. Each reaction in Tables 2.3, 2.4, and 2.5: (1)

is one of the ten most sensitive chemically termolecular reactions in its respective model, (2) has a

sensitivity coef�cient within an order of magnitude of the most sensitive chemically termolecular

reaction, and (3) is within the top 5% most sensitive reactions in its model. Although somewhat

arbitrary, these criteria provided a useful means to create a more manageable list for further exam-

ination. A total of 14 reactions from model Y, 28 from model C, 21 from model PY, and 23 from

model PC met these criteria and were subsequently added to Tables 2.3, 2.4, and 2.5.

In addition to listing the most sensitive chemically termolecular reactions for this combustion

system, Tables 2.3, 2.4, and 2.5 identify each reaction's direction of progress in the Y, C, PY,

and PC models and further categorizes each reaction based on the mediating ephemeral complex

(HNO**, NNH**, HCO**, NCO**, HONO**, CH 3**, NO 3**). Across many ephemeral com-

plexes, chemically termolecular reactions were found to exhibit signi�cant rates in both forward

and reverse directions. Conceivably, the reverse direction would correspond to prompt dissocia-

tion, though the exact relationship between chemically termolecular reactions and prompt disso-

ciation has not yet been �rmly established. Still, the fact that chemically termolecular reactions

of HCO**, whose prompt dissociation is known to be important around� 1000 - 1500 K [39] at

� 1 atm, were found to reach their peak rates in the reverse direction at� 1200 - 1500 K at 1 atm

might suggest the present estimates are not too unreasonable. Indeed, the results here indicate a

strong correlation between dissociation energy of the ephemeral complex and the temperature of

peak reverse reaction rates.
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Table 2.3: In�uential chemically termolecular reactions mediated by the HNO** complex for RDX

combustion in a 1-D burner-stabilized �ame system. The right columns indicate which reactions

are in�uential in simulations using models Y, C, PY, and PC. Green, right arrows specify forward

progression; red, left arrows specify reverse progression; and blue, bi-directional arrows indicate

signi�cant progression in both directions. All reactions are in�uential at 1 atm; those written in

black font are in�uential in high-pressure simulations (100 atm) of model PY and model PC.
Chemically Termolecular Reactions

HNO** Complex Y C PY PC

H+NO+CO(+M)=HNCO+O(+M)  

H+NO+CO(+M)=HCO+NO(+M) $

H+NO+CO2(+M)=HNCO+O2(+M)  

H+NO+CN(+M)=HCN+NO(+M) $

H+NO+H(+M)=H2+NO(+M) ! ! ! !

H+NO+H(+M)=NH+OH(+M) $ ! $ $

H+NO+H(+M)=NH2+O(+M)     

H+NO+HCO(+M)=CH2O+NO(+M)  

H+NO+O(+M)=NH+O2(+M)  

H+NO+O(+M)=NO+OH(+M) ! !

H+NO+OH(+M)=H2O+NO(+M) $ !

H+NO+OH(+M)=H+HONO(+M)  

H+NO+O2(+M)=HO2+NO(+M)  

H+NO+NH2(+M)=NH3+NO(+M) $

H+NO+NO(+M)=N2O+OH(+M) !

H+NO+NO(+M)=NH+NO2(+M)  

H+NO+NO2(+M)=HONO+NO(+M) !
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Table 2.4: In�uential chemically termolecular reactions mediated by the NNH** and HCO** com-

plexes for RDX combustion in a 1-D burner-stabilized �ame system. The right columns indicate

which reactions are in�uential in simulations using models Y, C, PY, and PC. Green, right arrows

specify forward progression; red, left arrows specify reverse progression; and blue, bi-directional

arrows indicate signi�cant progression in both directions. All reactions are in�uential at 1 atm;

those written in black font are in�uential in high-pressure simulations (100 atm) of model PY and

model PC.
Chemically Termolecular Reactions

NNH** Complex Y C PY PC

N2+H+H=H2+N2 ! !

N2+H+H2=H+N2H2  

N2+H+NH=N2+NH2 $

N2+H+NH2=N2+NH3 !

N2+H+NO=HNO+N2 !

N2+H+O=H+N2O     

N2+H+O=NH+NO    

N2+H+OH=NH2+NO     

N2+H+OH=H2O+N2 ! !

N2+H+O2=HO2+N2 ! !

HCO** Complex Y C PY PC

H+CO+CO(+M)=CH+CO2(+M)   

H+CO+H2(+M)=CH2O+H(+M)     

H+CO+H2O(+M)=CH2O+OH(+M)     

H+CO+HCN=CH2O+CN   

H+CO+HNO=HCNO+OH  

H+CO+N(+M)=CH+NO(+M)   

H+CO+NO(+M)=NCO+OH(+M)   
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Table 2.5: In�uential chemically termolecular reactions mediated by the NCO**, HONO**,

CH3**, and NO3** complexes for RDX combustion in a 1-D burner-stabilized �ame system. The

right columns indicate which reactions are in�uential in simulations using models Y, C, PY, and

PC. Green, right arrows specify forward progression; red, left arrows specify reverse progression;

and blue, bi-directional arrows indicate signi�cant progression in both directions. All reactions are

in�uential at 1 atm; those written in black font are in�uential in high-pressure simulations (100

atm) of model PY and model PC.
Chemically Termolecular Reactions

NCO** Complex Y C PY PC

N+CO+H=CH+NO  

N+CO+H=CN+OH   

N+CO+H=HCN+O     

N+CO+H2=HNCO+H  

N+CO+HCN=CN+HNCO  

HONO** Complex Y C PY PC

NO+OH+H(+M)=H2+NO2(+M) ! ! !

NO+OH+OH(+M)=H2O+NO2(+M) ! ! !

CH3** Complex Y C PY PC

CH+H2+HNO=CH4+NO !

CH+H2+NO2=CH3O+NO !

NO3** Complex Y C PY PC

NO2+O+NO(+M)=NO2+NO2(+M) $ ! !

To determine if the chemically termolecular reactions listed in Tables 2.3, 2.4, and 2.5 remain

in�uential at elevated pressures relevant to many RDX combustion systems, 1-D burner-stabilized

�ame simulations were run at multiple pressures (1, 10, 100 atm) using models PY and PC with

and without these reactions. The resulting species pro�les shown in Figures 2.4, 2.5, and 2.6 for

HCN, NO, and H indicate that chemically termolecular reactions remain in�uential in predictions
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at both 10 and 100 atm. The chemically termolecular reactions found to be most in�uential at

elevated pressures are identi�ed in Tables 2.3, 2.4, and 2.5.

Figure 2.4: The in�uence of chemically termolecular reactions on HCN mole fractions for RDX

combustion in a 1-D burner-stabilized �ame system at 1, 10, and 100 atm.
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Figure 2.5: The in�uence of chemically termolecular reactions on NO mole fractions for RDX

combustion in a 1-D burner-stabilized �ame system at 1, 10, and 100 atm.
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Figure 2.6: The in�uence of chemically termolecular reactions on H mole fractions for RDX

combustion in a 1-D burner-stabilized �ame system at 1, 10, and 100 atm.

To then determine which ephemeral complexes mediate the chemically termolecular reactions

most important during RDX combustion, the reactions mediated by each ephemeral complex were

added to models PY and PC, independently, and 1-D burner-stabilized �ame simulations were
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rerun at multiple pressures. The results of this investigation at 1 and 100 atm are summarized in

Figures 2.7 and 2.8, respectively.

Figure 2.7: The in�uence of chemically termolecular reactions, mediated by HNO** and NNH**

ephemeral complexes, on species mole fractions (NO2, H, NO) and temperature for RDX combus-

tion in a 1-D burner-stabilized �ame system at 1 atm.
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Figure 2.8: The in�uence of chemically termolecular reactions, mediated by HNO** and NNH**

ephemeral complexes, on species mole fractions (NO2, H, NO) and temperature for RDX combus-

tion in a 1-D burner-stabilized �ame system at 100 atm.

In regards to Figures 2.7 and 2.8, whereas previous work had attributed differences between

predictions of models Y and C to differences in their respective RDX decomposition pathways,

the results obtained with models PY and PC here indicate that small molecule chemistry also

contributes to differences between models Y and C. Comparisons among all four models and ex-
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Figure 2.9: Predictions of N2O, N2, CO, and NO for RDX combustion in a 1-D burner-stabilized
�ame system at 1 atm plotted against molecular beam mass spectrometry measurements of an RDX
�ame structure.

perimental data [40] are provided in Figure 2.9.

Chemically termolecular reactions mediated by ephemeral HCO**, NCO**, HONO**, CH3**,

and NO3** complexes were found to introduce minimal change to species concentrations and were

therefore excluded from Figures 2.7 and 2.8. On the contrary, chemically termolecular reactions

mediated by ephemeral NNH** and HNO** complexes had signi�cant effects on overall kinetics.

Additionally, a comparison between Figures 2.7 and 2.8 reveals that simulations at 1 atm and 100

atm produce species and temperature deviations of comparable magnitude, indicating chemically

termolecular reactions mediated by ephemeral NNH** and HNO** complexes remain signi�cant
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at elevated pressures.

The most signi�cant changes to RDX combustion kinetics were induced by chemically ter-

molecular reactions mediated by ephemeral NNH** complexes, whose impact is not straightfor-

ward to interpret. Given that the lifetime of NNH is exceedingly short (� 10� 9 s) in its ground

state and even shorter for its excited states, there is reason to believe that NNH should not be

considered a species within phenomenological kinetic models [41, 42]. In fact, master equation

calculations of NNH dissociation support this notion that NNH is not a phenomenological species

at combustion-relevant pressures and temperatures [31]. That being said, the kinetics of NNH are

still essential to capture in phenomenological kinetic schemes. In that case, chemically termolecu-

lar reactions mediated by ephemeral NNH** are likely the most appropriate way to represent their

kinetics in phenomenological kinetic models. Altogether, however, NNH**-mediated chemically

termolecular reactions may simply be an alternative representation of NNH pathways (rather than

an additional mechanism), but representing the kinetics of NNH, in general, may require further

investigation.

Another ephemeral complex mediating in�uential chemically termolecular reactions is HNO**.

Based on the HNO dissociation energy being� 50 kcal mol� 1, which is very close to that of HO2

(which has been found to mediate important chemically termolecular reactions [28]), it is perhaps

not surprising that HNO**-mediated chemically termolecular reactions (proceeding in the forward

direction) may also be important to the present predictions. Interestingly, HNO**-mediated chem-

ically termolecular reactions were also found to proceed in the reverse direction. While it may

initially seem surprising that prompt dissociation of such a strongly bound complex could be sig-

ni�cant, the results indicate that peak reverse reaction rates occur slightly above� 2500 K at 1

atm. To put that in context, estimated onset temperatures for prompt dissociation for C2H3 and

C2H5 (based on non-equilibrium factors falling below� 0.9) with dissociation energies of� 35 kcal

mol� 1 are slightly above� 1500 K at 1 atm. Altogether, the present results suggest that more accu-

rate quanti�cation of HNO**-mediated reactions via master equation calculations would be highly

worthwhile.
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2.4 Conclusions

An automated procedure to identify and estimate rate constants for potential chemically ter-

molecular reactions was implemented here to generate lists of potential chemically termolecular

reactions and assess their impact on RDX combustion. The results indicated that chemically ter-

molecular reactions, at their estimated values, have signi�cant impact on pro�les of major species

mole fractions, radical mole fractions, and temperatures in a burner-stabilized �ame system at

constant pressure (ranging from 1-100 atm). Chemically termolecular reactions mediated by

ephemeral HNO** and NNH** complexes (presented in Tables 2.3 and 2.4) were found to have

the largest impact on predictions and, therefore, are worthwhile candidates forab initio-based mas-

ter equation analyses to better quantify their rate coef�cients. While the present results certainly

suggest that chemically termolecular reactions warrant inclusion in RDX models, based on the fact

that the identi�ed chemically termolecular reactions involve only small molecule fragments, it is

likely that many C/H/N/O energetic material models will bene�t from their addition given that the

small molecule chemistry of these organic compounds tends to be similar. Consequently, the chem-

ically termolecular reactions listed in Tables 2.3, 2.4, and 2.5 are likely relevant to the combustion

of many different energetic materials, although these relationships have yet to be explored.

A secondary conclusion that can be drawn based on the observed in�uence of the small molecule

C/H/N/O chemistry (i.e. differences in predictions between models Y and PY and models C and

PC) is the importance of that chemistry to overall predictions of energetic material combustion.

The strong in�uence of the small molecule chemistry on predictions of major species and temper-

ature suggests that the development of a comprehensive gas-phase energetic material combustion

model that combines theoretical and experimental data using the MultiScale Informatics approach

[1, 2, 3, 4] would be of great value and have broad utility as a foundational model for a great variety

of C/H/N/O energetic materials.

To begin creating such a model, predictions from well-cited energetic material models [9, 10,

43] were compared to predictions from a recent nitrogen chemistry model [27] to identify uncertain
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chemistry that would likely bene�t from further investigation. An initial screening of all in�uential

chemistry from the aforementioned RDX models indicated that large prediction discrepancies exist

for the NH3-NOG kinetic system. Examples of these discrepancies are shown in Figure 2.10 for

perfectly-stirred reactor simulations of an NH3/NO2/N2 reactant mixture heated to intermediate

temperatures (650-1350 K) at atmospheric pressure.

Figure 2.10: Perfectly-stirred reactor predictions of NH3, NO2, and NO using three well cited

energetic material models [9, 10, 43] and a recent nitrogen chemistry model [27] for a reactant

mixture of NH3/NO2/N2 at atmospheric pressure, heated over an intermediate temperature range

(650-1350 K).

Prediction discrepancies of this magnitude suggest that the energetic material models use sig-

ni�cantly different sub-mechanisms to describe the NH3-NOG kinetic system, whether it be the

inclusion of different reaction sets or utilization of different rate parameters (or likely some com-

bination of the two). To investigate these discrepancies further, targeted jet-stirred reactor exper-

iments were carried out to elucidate the chemistry of the NH3-NOG kinetic system and provide

validation data sets to help inform an updated energetic material model.
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Chapter 3: Toward a More Comprehensive Understanding of NH3

Oxidation by N2O using Targeted Jet-Stirred Reactor Experiments

3.1 Introduction

Ammonia (NH3) kinetics has received signi�cant attention in recent years due in part to its

broad relevance across many scienti�c and engineering domains [44, 45, 46, 47, 48, 49, 50, 51].

While the research presented here is focused on the role of NH3 kinetics during the decomposition

of energetic materials [52, 53, 54, 55, 56, 57, 58], there exist many other important NH3 applica-

tions that include its proposed use as a carbon-free energy carrier [44, 45, 50], its continued use

as a nitrogen oxide reduction agent in the thermal DeNOx process [59, 60, 27, 61] and similar

processes using urea [62], and its presence in trace quantities as an impurity during biofuel and

biomass combustion that in�uences overall system kinetics [63, 47, 64, 65]. As the breadth of

its applications continues to grow, there is an increasing need for comprehensive ammonia kinetic

models that can accurately predict its kinetics across such highly varied domains with con�dence.

Even with the substantial previous attention devoted to ammonia kinetics, many researchers still

believe that our understanding of ammonia chemistry is incomplete.[27, 66, 67, 68] For exam-

ple, Stagni et al. [67] note that “a comprehensive understanding of its kinetic behavior is still an

open challenge, especially at low temperature (T < 1200 K) and under diluted conditions.” Indeed,

many sub-models within NH3 kinetic mechanisms rely on rate constant estimates that likely have

not been tested/validated in previous theoretical and experimental studies.

For example, most prior experimental studies of ammonia oxidation involve large mole frac-

tions of molecular oxygen as it is readily available during many combustion processes [69, 27, 70,

41, 71, 72, 73, 74, 75, 76, 77, 78]. Among those experimental studies, trace amounts of nitrogen

oxides (NO, NO2, N2O) are often included as reactants (in addition to O2) given their presence
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in many ammonia applications, notably the thermal DeNOx process and biomass combustion [79,

61, 80, 81]. However, experimental studies of ammonia oxidation by nitrogen-containing species

(e.g. NO, NO2, N2O) in the absence of O2 are much more limited [82, 83] – particularly for

N2O, which has generally been studied only at higher temperatures (above 1500 K)[84, 85, 86].

Consequently, new experimental data for such reactant mixtures would be valuable for establish-

ing ammonia kinetic models that can be broadly used across varied application domains by both

evaluating untested reaction sets and accentuating different combinations of rate constants than

previous data sets.

Additionally, in some applications (e.g. during combustion of nitrogen-rich energetic materials

[52, 54, 58]), ammonia is exclusively oxidized in an environment where nitrogen-containing oxi-

dizers are present in much higher mole fractions than O2. Furthermore, NH3/N2O kinetics is also

expected to be relevant to biomass combustion, where NH3 and N2O are often present in sizable

fractions [65], and to nitrogen oxide reduction strategies using ammonia, where N2O is both an

undesirable by-product in NOx reduction applications [60] and is itself among the major nitrogen

oxide emissions in �uidized bed combustion [87]. In fact, de�ciencies in model predictions of

N2O during thermal deNOx under low O2 mole fractions in particular have been highlighted in

recent studies [27, 41, 61]. Therefore, experimental data for NH3/N2O kinetics are important for

validation of broadly applicable nitrogen kinetics models for these and other applications.

To address this gap in the available experimental data sets for ammonia oxidation kinetics,

jet-stirred reactor (JSR) experiments were performed for an NH3/N2O/N2 mixture at intermediate

temperatures (850-1180 K). Gas chromatography, chemiluminescence, electrochemical detection,

and infrared absorption are used to gather species mole fraction data for NH3, NO, and N2O. All

results are compared against simulation predictions using �ve recent kinetic models [27, 88, 67,

89, 68]. These comparisons reveal signi�cant differences between experimental measurements

and predictions using recent kinetic models, suggesting de�ciencies in sub-models for NH3/N2O

kinetics. These discrepancies are investigated through a combination of �ux analysis, uncertainty-

weighted kinetic sensitivity analysis, and other analyses to identify the in�uential reactions in this
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Figure 3.1: A simpli�ed schematic of the 1 atm jet-stirred reactor system used for this study
(located at Columbia University). Thermocouple locations (1,2) are shown in the magni�ed JSR
image on the right side of the �gure. Note that only one MFC was utilized for this study given that
a single certi�ed standard gas tank contained the reactant mixture.

experimental system. These analyses point to the central role of the NH2 + N2O = N2H2 + NO

reaction, on which recent kinetic models all rely on the same estimate. Modeling results are then

presented that suggest that this reaction has remained untested in previous validation data sets for

NH3 kinetics along with a discussion of the conditions under which it may play a role.

3.2 Experimental Methods

To quantitatively assess NH3/N2O kinetics over an intermediate temperature range, experi-

ments were performed using the jet-stirred reactor (JSR) facility at Columbia University (Fig-

ure 3.1) at the conditions speci�ed in Table 3.1. The JSR facility consists of a �ow delivery

system that can prepare mixtures of several gases, a temperature-controlled JSR, and several on-

line fast-response diagnostics that enable simultaneous measurements of multiple species. Of note,

all components are controllable by computer to enable later planned high-throughput and/or auto-

mated operation at experimental conditions selected by Bayesian Design of Experiments [3, 90].

The �ow delivery system consisted of Bronkhorst EL-FLOW Prestige mass �ow controllers
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Table 3.1: Experimental conditions with estimated uncertainties

Mixture composition
444.4 ppm NH3 (� 2%)
951.1 ppm N2O (� 2%)

balance N2

Residence time 1.2 s (� 5%)

Pressure 1.02 atm (� 1%)

Temperature 850-1180 K (� 1%)

(MFCs) followed by a mixing manifold upstream of the reactor. In this study, in order to re-

duce reactant mixture composition uncertainties, a certi�ed standard gas mixture of NH3/N2O/N2,

whose composition and speci�ed uncertainties are provided in Table 3.1, was directly �owed from

a single MFC. Volumetric �ow rates were in the range of 0.9882 to 1.3718� 0.0095 L/min to yield

a constant nominal residence time inside the JSR of 1.2 s across all temperatures.

The quartz JSR used for this study was based on the design of Herbinet et al. [91, 92], which

was in turn based on the design principles of Matras and Villermaux [93], has been found to

closely mimic key behavior of a perfectly stirred reactor [93, 94], and has been used for many

kinetic studies [94, 95, 96, 91, 92, 97]. Before entering the spherical reactor, the reactant mixture

was rapidly preheated in a thin annular preheating zone with large surface area to maintain thermal

homogeneity inside the reactor [98] and with small volume to limit the extent of reaction prior to

the entrance into the reactor [91, 99]. The preheated mixture was then ejected into the spherical

reactor (nominally 56 mm diameter) via four quartz nozzles (0.25-0.30 mm inner diameter) in

a crossed con�guration angled 45� from the equatorial plane to promote rapid, turbulent mixing

and high re-circulation ratios to yield high spatial homogeneity throughout the reactor volume.

Previous experimental and computational studies [100, 101] have found that this particular reactor

con�guration [91, 92] produces nearly ideal residence time distributions and spatial homogeneity

within its designed range of residence times. The nominal residence time inside the reactor was

speci�ed by the reactor volume divided by the volumetric �ow rate of the reactant mixture. Water

displacement measurements of the reactor used for this study indicated an internal reactor volume

of 82 � 2 cm3. On the basis of the uncertainties in the reactor volume and �ow rate (discussed

35



above), the estimated uncertainty in the nominal residence time was approximately� 5%.

System temperature was maintained using a Thermocoax resistive heating element coiled around

the reactor and preheating zone. Surrounding the heating element was 75-100 mm thick ceramic

insulation that allowed for a peak reactor temperature slightly above 1200 K. Temperature was

measured simultaneously at two reactor locations (Figure 3.1) using independent Omega high-

temperature, low-drift K-type thermocouple probes (SCAXL-062), which are rated to have� � 1.5

K noise,� � 1.5 K deviations from linearity, and� � 2.8 K calibration drift. The �rst probe (labeled

`1' in Fig. 3.1) monitored temperature near the nozzle inlets via an inner concentric access port

positioned inside the annular preheating zone. The second probe (labeled `2' in Fig. 3.1), which

was encased within a 2 mm quartz capillary tube, monitored temperature within the spherical re-

actor via the reactor outlet tube and could translate along its center line to observe spatial gradients

in the temperature pro�le. Preliminary testing with pure Ar has shown that spatial temperature

deviations within the reactor are typically limited to� � 5 K when testing in the range of 850-1180

K. The low reactant mole fractions and low extent of reaction explored in this study also limited

reaction exothermicity, thereby introducing minimal additional spatial temperature deviations due

to reaction. (Indeed, even adiabatic simulations at the present conditions suggest a maximum tem-

perature rise of 3 K). Similarly, temporal pro�les of recorded temperatures shown in Figure 3.2 for

a �xed thermocouple position near the center of the spherical reactor (thermocouple location `2'

of Figure 3.1) for each temperature set point indicated temporal variations of� � 2 K. Altogether,

the estimated uncertainty in the reactor temperature was approximately� 1% of each temperature

set point.

The gas mixture exiting the reactor was split between an exhaust line, which was used to con-

trol the pressure, and a sampling line, which carried a portion of the �ow to the online species

diagnostics. Reactor pressure was controlled using an Equilibar dome-loaded back pressure reg-

ulator located in the exhaust line. Reactor pressure was maintained slightly above atmospheric

at 1.02 atm to suppress N2 and O2 sample contamination from the surrounding air. The exhaust

line downstream of the regulator was held at a slight vacuum near 0.27 atm to provide a suf�cient
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Figure 3.2: Measured temperature pro�les at a �xed thermocouple location near the center of the
spherical reactor. Temperature set points are listed in bold font in the upper right corner of each
subplot. All subplot temperature scales are set to� 3 K of the set point.

pressure gradient across the regulator needed for responsive pressure control. An Omega high-

accuracy, digital pressure gauge (DPG409-030A) was positioned at the beginning of the exhaust

line to monitor reactor pressure and provide a voltage output signal to the regulator's PID controller

to maintain 1.02 atm as �ow conditions varied. Pressure measurements indicated variations of less

than 0.0007 atm from the set point. Based on the speci�ed uncertainties for the pressure gauge of

� 0.0007 atm noise,� 0.0014 atm accuracy, and� 0.0021 atm stability, the estimated uncertainty in

the pressure was less than� 1%.
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The gas mixture exiting the reactor was sampled through silica-coated stainless-steel tubes

maintained near 385 K using a secondary resistive `sample line heater' to prevent water and any

other low-volatility products from condensing out of the gas-phase mixture. Four independent

diagnostics sampled from this gaseous mixture to measure species mole fractions at each experi-

mental condition. An Eco Physics AG NOx chemiluminescence analyzer (CLA) and an Infrared

Industries NO electrochemical cell (ECC) measured NO, an Infrared Industries IR-208 gas ana-

lyzer (IR) and an In�con Micro GC Fusion gas analyzer (GC) measured N2O, and a secondary

Infrared Industries IR-208 gas analyzer measured NH3. While the GC is capable of measuring

many other species, notably H2 and O2, these molecules remained below detectable mole frac-

tion limits during all conducted experiments. The CLA and GC analyzers were provided adequate

sample �ow via their respective internal pumps while the IR and ECC detectors relied upon an ex-

ternal sample conditioner that generated stable �ow and simultaneously removed any particulates

and water from the sample stream.

Prior to its entry to the CLA, ECC, and N2O IR detectors, the sampled �ow was �rst passed

through a heated (� 400 K) PermaPure AS series NH3 scrubber. In the case of the CLA, the removal

of NH3 was found to eliminate large calibration drifts observed in earlier experiments performed

without the scrubber. In the case of the ECC and IR detectors, the removal of NH3 avoided known

compatibility issues with components in those devices. This scrubber contains phosphoric acid,

which reacted with NH3 in the sample �ow to form ammonium phosphate – a high melting point

salt that was deposited in the scrubber. (As a cautionary note, while this reaction is intended to

be highly selective and only affect NH3 mole fractions, the authors have observed the scrubber

reduce NO2 mole fractions in a separate experiment. However, this was of little concern here

as NO2 mole fractions were expected to remain below detectable mole fractions at the present

experimental conditions).

Species measurements in the gases sampled from the reactor were taken for reactor tempera-

tures spanning 850-1180 K in 50 K increments except for the highest temperature. At each tem-

perature set point, measurements were taken for at least 10-15 minutes to con�rm that steady-state
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Table 3.2: Measurement uncertainties speci�c to each diagnostic instrument

Observable NH3
1 N2O1 N2O2 NO3 NO4

Calibration
444.4 ppm 773.3 ppm 773.3 ppm 4.77 ppm 49.37 ppm

� 2 % � 2 % � 2 % � 5 % � 2 %

Drift � 3% � 1% — � 1.5% � 11%

Linearity � 3% � 3% — � 1% � 3%

Noise (1f ) � 2% � 1% � 4% � 0.5% � 10%

Resolution 1 ppm 1 ppm 20 ppm 25 ppb 0.3 ppm
1infrared absorption
2gas chromatography
3chemiluminescence
4electro-chemical

conditions had been reached. Each device was calibrated using certi�ed standard mixtures ac-

quired from Airgas with speci�ed uncertainties listed in Table 3.2. A multi-point calibration was

performed for the GC measurements of N2O over a mole fraction range that encompassed the full

mole fraction range relevant to this study.

Calibrations were tested after taking measurements to quantify any drift in the signal. For the

GC, CLA, and ECC, calibrations were performed before any measurements were taken and then

tested after all measurements were taken. For the IR diagnostics (which experience larger drift),

after taking measurements at each temperature set point, the signal drift for each was quanti�ed

and then calibrations were repeated by feeding calibration gas directly into each detector. For

each diagnostic, the maximum signal drift observed between calibrations is reported in Table 3.2

along with linearity measurements of the calibration curve, the measured noise among multiple

measurements at each set point, and the minimum uncertainty due to resolution limitations. The

uncertainties for each measured species for each diagnostic from Table 3.2 were then combined to

produce the error bars shown on the plots below.

Experiments were performed across the full temperature range twice with� 72 hours between

experimental runs to investigate measurement repeatability and satisfy �ow requirements for each
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diagnostic. In the �rst run, N2O and NO were measured using the IR and ECC, respectively; in

the second run, N2O, NO, and NH3 were measured using the GC, CLA, and IR, respectively. Only

data above the ECC's minimum resolution (0.3 ppm) were provided below.

3.3 Simulation Methods

Simulations in an isothermal, isobaric perfectly-stirred reactor were performed in Cantera 2.4.0

[36] using an ideal gas equation of state and �ve recently developed kinetic models. These include

the model of Zhang et al. [88] for NOx kinetics and the model of Glarborg et al. [27] for nitrogen

kinetics, both of which contain submodels for NH3 oxidation kinetics. Also included are the

models of Shrestha et al. [89], Stagni et al. [67], and Han et al. [68] for NH3 oxidation kinetics.

The isobaric perfectly-stirred reactor simulations were solved for using the following governing

equations for a zero-dimensional reactor model that follow those previously described by Kee et

al. [37].

Mass Conservation
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wheremis the mass of the reactor's contents,t is time, ¤< is the mass �ow rate in (¤< 8=) and out

( ¤< >DC) of the reactor,¤< F0;; is the production of homogeneous phase species on the reactor walls,
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Yk is the mass fraction of speciesk in and entering (Yk,in) the reactor,¤< :–64= is the total rate of

generation of speciesk, c? is the heat capacity at constant pressure,T is the reactor temperature,¤&

is the net rate of heat addition to the reactor,hk is the speci�c enthalpy of speciesk, andhin is the

total speci�c enthalpy entering the reactor.

A representative isobaric perfectly-stirred reactor simulation �le is provided in Appendix C that

details input parameters and convergence criteria for the work presented here. Kinetic sensitivity

coef�cients were calculated using the Cantera 2.4.0 [36] internal sensitivity analysis for reactor

models. For the uncertainty-weighted kinetic sensitivity analyses, the most recently recommended

uncertainty factor for each reaction among various rate constant evaluations [102, 103, 104, 105,

106] was used.

3.4 Results and Discussion

Experimental measurements (provided in Table 3.3) and model predictions of N2O, NO, and

NH3 mole fractions are shown in Figure 3.3. As observed in Figure 3.3, there is excellent agree-

ment between GC and IR measurements of N2O (within 4%) and CLA and ECC measurements

of NO (within 7%). Not only do these data suggest a high level of consistency of the experimen-

tal measurements among diagnostics, but also they suggest that experimental repeatability is very

good as the GC and IR measurements of N2O and the CLA and ECC measurements of NO were

taken on different days.

The measurements and predictions of all four models indicate onset of N2O and NH3 consump-

tion near 1000 K, albeit with model predictions for all models showing a faster rate of consumption

than observed experimentally, particularly for NH3. On the contrary, model predictions suggest an

onset for NO formation at temperatures as low as� 900 K with a sharp rise thereafter with in-

creasing temperature, whereas experimental measurements indicate an onset of NO formation at

temperatures closer to 1000-1100 K. At temperatures above 900 K, predicted NO mole fractions

for all models are higher than experimental measurements by as much as an order of magnitude.

41



Table 3.3: Experimental Measurements from each diagnostic instrument

Temperature [K] NH3
1 [ppm] N2O1 [ppm] N2O2 [ppm] NO3 [ppm] NO4 [ppm]

850 444.40 951.10 951.10 0.05 —

900 437.34 956.94 951.10 0.04 —

950 440.44 952.72 950.60 0.06 —

1000 442.72 954.63 942.85 0.10 —

1050 436.20 940.86 933.60 0.19 —

1100 415.89 895.19 891.35 0.38 0.36

1150 340.39 769.59 786.60 0.74 0.78

1180 282.02 651.62 678.10 1.11 1.06
1infrared absorption
2gas chromatography
3chemiluminescence
4electro-chemical

Figure 3.3: Experimental measurements and model predictions of N2O, NH3, and NO for condi-

tions shown in Table 3.1.

Flux analyses performed using all �ve models [68, 67, 27, 89, 88] at the present conditions

suggest that N2O (Fig. 3.4) is primarily consumed by unimolecular decomposition

N2O(+M) , N2 ¸ O(+M) (3.1)
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and bimolecular reactions with H and NH2

N2O ¸ H , N2 ¸ OH (3.2)

N2O ¸ NH2 , N2H2 ¸ NO (3.3)

to produce O and OH radicals, which are the co-reactants in the two primary NH3 consumption

reactions (Fig. 3.5)

NH3 ¸ O , OH ¸ NH2 (3.4)

NH3 ¸ OH , H2O ¸ NH2 (3.5)

that are also the primary production reactions for NH2 (Fig. 3.6), which is in turn primarily con-

sumed by reactions with N2O (R3.3) and NO (Fig. 3.7)

NH2 ¸ NO , H2O ¸ N2 (3.6)

NH2 ¸ NO , NNH ¸ OH (3.7)

where the NNH quickly decomposes to H and N2, making the latter the key chain branching

reaction at these conditions. At higher temperatures, the analyses suggest that reactions of NH2

with other radicals (O, H, and NH) including

NH2 ¸ O , H ¸ HNO (3.8)

NH2 ¸ H , H2 ¸ NH (3.9)

NH2 ¸ NH , H ¸ N2H2 (3.10)

also play a role in NH2 consumption, though are still much less prominent than R3.3, R3.6, and

R3.7 – at least when using rate constant values for R3.3 contained in present models.
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Figure 3.4: Rate of production for N2O by each reaction calculated using all �ve models [68, 67,

27, 89, 88] (solid lines) and modi�ed versions of those same models without R3.3 (dotted lines).
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Figure 3.5: Rate of production for NH3 by each reaction calculated using all �ve models [68, 67,

27, 89, 88] (solid lines) and modi�ed versions of those same models without R3.3 (dotted lines).
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Figure 3.6: Rate of production for NH2 by each reaction calculated using all �ve models [68, 67,

27, 89, 88] (solid lines) and modi�ed versions of those same models without R3.3 (dotted lines).
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Figure 3.7: Rate of production for NO by each reaction calculated using all �ve models [68, 67,

27, 89, 88] (solid lines) and modi�ed versions of those same models without R3.3 (dotted lines).
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Figure 3.7 indicates that both production and consumption of NO predicted using the model of

Glarborg et al. [27] is nearly exclusively due to reactions involving NH2 as a reactant. Namely, the

reaction of NH2 with N2O (R3.3) is nearly exclusively responsible for NO production and reactions

of NH2 with NO (R3.6, R3.7) are nearly exclusively responsible for NO consumption. In fact,

predictions of the NO/N2O ratio using the model of Glarborg et al. [27] are nearly identical to the

ratio of kR3.3/(kR3.6+kR3.7) across the full temperature range here (Figure 3.8), consistent with NO

reaching a quasi-steady-state mole fraction based on production by R3.3 and rapid consumption

by R3.6 and R3.7.

Figure 3.8: A comparison of the predicted NO/N2O ratio to quasi-steady-state estimates that as-

sume only R3.3 produces NO and only R3.6-R3.7 consume NO using the model of Glarborg et al.

(2018) [27].

To explore the possible sources of the discrepancies between model predictions and experi-

mental measurements, the sensitivity of predicted mole fractions of species8to rate constants for

each reaction9, mln¹- 8º•mln¹: 9º, were calculated. The results of this sensitivity analysis at 1180

K using all �ve kinetic models [68, 67, 27, 89, 88] are depicted in Figures 3.9, 3.10, and 3.11. The

results for all �ve models indicate that predictions of all three species are most sensitive to R3.1,

R3.3, R3.6, and R3.7.
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Figure 3.9: Results from sensitivity analyses for N2O mole fractions at 1180 K using all �ve

models [68, 67, 27, 89, 88] and modi�ed versions of those same models with R3.3 removed.
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Figure 3.10: Results from sensitivity analyses for NH3 mole fractions at 1180 K using all �ve

models [68, 67, 27, 89, 88] and modi�ed versions of those same models with R3.3 removed.
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Figure 3.11: Results from sensitivity analyses for NO mole fractions at 1180 K using all �ve

models [68, 67, 27, 89, 88] and modi�ed versions of those same models with R3.3 removed.
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While reactions R3.1, R3.6, and R3.7 have been thoroughly investigated in numerous prior

studies, R3.3 has received far less attention. A closer look at the rate parameters in each model

show that all four models use the same estimated rate constant for R3.3 – an approximation of

Dean and Bozzelli [72] based on NO addition to N2H2 being similar to NO addition to HNO.

Recognizing that the uncertainties in rate constants for some reactions (e.g. a factor of 10 for R3.3)

are considerably higher than those for other reactions (e.g. 25% for R3.6 and R3.7 and a factor

of 3.2 for R3.1), the sensitivity coef�cients for each reaction,mln¹- 8º•mln¹: 9º, shown in Figures

3.9, 3.10, and 3.11 were multiplied by their respective uncertainties,f ln¹: 9º, to give uncertainty-

weighted sensitivity coef�cients (Figure 3.12), which re�ect the uncertainty in predictions of the

mole fraction of a particular species8due to the uncertainty in the rate constant for reaction9.

These results indicate the signi�cance of R3.3 in this system as it is both highly in�uential and

uncertain.
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Figure 3.12: Results from uncertainty-weighted (u-w) sensitivity analyses for N2O, NH3, and NO

mole fractions at 1180 K using the Stagni et al. [67] and Glarborg et al. [27] models and modi�ed

versions of those same models with R3.3 removed.
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To further explore the in�uence of R3.3 on predictions, simulations were also performed using

modi�ed versions of all �ve models [68, 67, 27, 89, 88] that employ a range of values for kR3.3

within its uncertainty limits (� 1/2 and� 1/10) or that employ a value of kR3.3 = 0 (Figures 3.13,

3.14, 3.15, 3.16, and 3.17).

Figure 3.13: Experimental measurements and model predictions of N2O, NH3, and NO using the

model of Han et al.[68] and modi�ed versions of the same model with reduced rate constant values

for R3.3.

Figure 3.14: Experimental measurements and model predictions of N2O, NH3, and NO using the

model of Stagni et al.[67] and modi�ed versions of the same model with reduced rate constant

values for R3.3.
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Figure 3.15: Experimental measurements and model predictions of N2O, NH3, and NO using the

model of Glarborg et al.[27] and modi�ed versions of the same model with reduced rate constant

values for R3.3.

Figure 3.16: Experimental measurements and model predictions of N2O, NH3, and NO using the

model of Shrestha et al.[89] and modi�ed versions of the same model with reduced rate constant

values for R3.3.
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Figure 3.17: Experimental measurements and model predictions of N2O, NH3, and NO using the

model of Zhang et al.[88] and modi�ed versions of the same model with reduced rate constant

values for R3.3.

The results in Figures 3.13, 3.14, 3.15, 3.16, and 3.17 con�rm that variation of kR3.3 within

its uncertainty limits yields signi�cant variation in the predicted NO mole fraction. In fact, most

model predictions of NO become consistent with experimental measurements if kR3.3 is reduced

by a factor of� 10 from the estimate from Dean and Bozzelli [72]. Reduced values of kR3.3 would

also yield modest improvements in the agreement between model predictions and experimental

measurements for N2O and NH3. Interestingly, �ux and sensitivity analysis performed without

R3.3 in Figures 3.4-3.7 and 3.9-3.12 suggest different controlling pathways – without R3.3, NH2

is primarily consumed by reactions with O (R3.8), H (R3.9), NH (R3.10), and NH2 instead of N2O

(R3.3), and NO is primarily produced by reactions involving HNO such as

HNO (+M) , NO ¸ H (+M) (3.11)

instead of NH2 (i.e. R3.3).
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Figure 3.18: A comprehensive validation data set for NH3/NOx kinetics over a wide range of

temperature (900-2000 K) and pressure (1-30 atm). Symbols represent experimental measurements

[107, 80, 61, 75]. Solid lines represent predictions using the model of Glarborg et al. [27], while

dotted lines represent a modi�ed version of the same model without R3.3.
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To ascertain the extent to which previous validation data sets have provided tests of R3.3, which

appears to be a key element of sub-models for NH3/N2O kinetics, simulations with and without

R3.3 were performed for a comprehensive set of NH3/NOx kinetic data [107, 80, 61, 75]. This

data set consists of �ow reactor, jet-stirred reactor, and shock tube ignition delay measurements

that span a temperature range of 900-2000 K and a pressure range of 1-30 atm. Model predictions

with and without R3.3, shown in Figure 3.18, are nearly identical – indicating that these validation

data sets have not tested this particular reaction.

To identify combustion systems that are likely affected by R3.3, its rate constant was compared

against the rate constants of competing reactions of the amino radical (NH2) that are known to

be important during the Selective Non-Catalytic Reduction (SNCR) of nitrogen oxides and the

ignition of NH3 at low and intermediate temperatures using the values of Glarborg et al. [27]

(shown in Figure 3.19).

As indicated in Figure 3.19a, rate constants of NH2 + NO/NO2 reactions are orders of magni-

tude larger than the rate constant of R3.3 (NH2 + N2O), which would suggest that R3.3 is likely

only important when the N2O mole fraction is� 1000 times higher than the NO and NO2 mole frac-

tions at 1000 K (and� 10-100 times higher at 2000 K). Similar trends are shown in Figure 3.19b for

the NH2 + NH2/HO2/H reactions. Many applications involving NH3, such as its use in the thermal

DeNOx process and its potential use as an alternative fuel, often involve large mole fractions of

radicals (NO/NO2/NH2/HO2/H), whose reactions with NH2 compete with R3.3, and are therefore

unlikely to be sensitive to R3.3. That said, certain combustion environments either quickly form

or initially contain large mole fractions of N2O and therefore may be in�uenced by this reaction

– including, for example, thermal initiation of nitrogen-rich energetic materials, the formation and

reduction of N2O in �uidized bed combustion, and Selective Catalytic Reduction (SCR) of N2O by

NH3. While the role of R3.3 in these combustion systems has yet to be �rmly established, present

results indicate that more accurate quanti�cation of kR3.3 would improve current sub-models for

NH3/N2O kinetics and contribute to the development of comprehensive models for NH3 kinetics

that can be reliably applied to the full range of highly varied applications involving NH3.
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Figure 3.19: A comparison of rate constants between R3.3 (solid black line) and competing NH2

reaction channels known to be important during a) the SNCR of nitrogen oxides (NO/NO2) and b)

the ignition of NH3 at lower/intermediate temperatures. Values are taken from Glarborg et al. [27].

All of the models used for this study show the importance of R3.3 at the present conditions and

produce qualitatively similar analyses – with the notable exception being the importance of R3.11

in predicted NO formation. The models of Han et al. [68], Stagni et al. [67], Shrestha et al. [89],

and Zhang et al. [88] use higher values of kR3.8 than in Glarborg et al. [27], predict a much larger

fraction of NO production from decomposition of HNO (R3.11), which is primarily formed via

R3.8, and therefore yield NO/N2O ratios that differ from the kR3.3/(kR3.6+kR3.7) quasi-steady-state

estimate based solely on formation by R3.3 and consumption by R3.6-R3.7 (Figure 3.20).
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Figure 3.20: A comparison of the predicted NO/N2O ratio to quasi-steady-state estimates that

assume only R3.3 produces NO and only R3.6-R3.7 consume NO using the models of Han et al.

[68], Stagni et al. [67], Shrestha et al. [89], and Zhang et al. [88].

Reduced values of kR3.3 still improve agreement between predicted and measured NO but are

insuf�cient to resolve all differences between predictions and measurements for the models used

here. Interestingly, for models with reduced values of kR3.3, the remaining disagreement between

predictions and measurements is roughly correlated with the value of kR3.8 used in each model,

which differ by a factor of four. Similar to R3.3, R3.8 has not received much recent attention, with

models apparently relying on a personal communication cited in Ref.[73] or theoretical estimates

based on QRRK calculations[108] that are not expected to be quantitatively accurate. However,

unlike R3.3, R3.8 also plays a role in predictions of previous validation data (e.g. �ames[67]).

Based on the variability in rate constants among various models and lack of reliable values, future
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investigation of R3.8 would be also appear to be worthwhile.

3.5 Concluding Remarks

Experimental measurements of N2O, NH3, and NO were performed for NH3/N2O mixtures

over a range of intermediate temperatures to address gaps in previous validation data sets for ni-

trogen kinetics. Comparisons of recent kinetic models against the present measurements reveal

signi�cant differences, particularly for NO. Flux analysis, uncertainty-weighted sensitivity anal-

ysis, and other modeling analyses identi�ed the role of the N2O + NH2 = N2H2 + NO (R3.3)

reaction, on which recent kinetic models [27, 67, 89, 88, 68] all rely on the same rate constant

estimate [72] that appears to have remained untested in previous validation data sets for NH3 ki-

netics. Given that reduced values of kR3.3 (within its uncertainty) alone were suf�cient to achieve

consistency among experimental measurements and model predictions for NO for some kinetic

models, improved quanti�cation of kR3.3 in future studies appears to be worthwhile. In this regard,

preliminary theoretical calculations [Stephen Klippenstein. personal communication], which �nd

the reaction barrier of R3 to be 22 kcal/mol (roughly 5 kcal/mol higher than the activation energy

of the aforementioned estimate[72] for R3.3 using the thermochemistry from Glarborg et al.[27]),

support the notion that kR3.3 is likely overestimated in present kinetic models.

That said, even if kR3.3 were signi�cantly lower than earlier estimates, differences between

model predictions and experimental data would still remain for N2O and NH3 (and for NO for

some kinetic models). As indicated in Figures 3.9, 3.10, 3.11, and 3.12, the other in�uential reac-

tions in model predictions at the present conditions are often among the most important reactions

to predictions of other nitrogen kinetics systems and their kinetic sensitivity coef�cients (and rank-

ings) depend on the values of the rate constants themselves — such that unraveling remaining

discrepancies will require simultaneous consideration of other nitrogen kinetics validation data

sets as well as nonlinearities in the sensitivity coef�cients to kinetic parameters. In that regard, ap-

plication of the MultiScale Informatics approach [3, 1, 4] to previous experimental and theoretical

data for nitrogen kinetics will likely be useful in unraveling the remaining discrepancies.
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While there are considerable nitrogen kinetics validation data sets available in the literature,

there are still many kinetic systems that do not yet have suf�cient experimental and theoretical

data available to fully constrain their associated reaction sets. An important example, mentioned

brie�y at the conclusion of Chapter 1, is the oxidation of NH3 by NO2 in the absence of molecular

oxygen. This kinetic system is of particular signi�cance as there are many combustion systems

where NH3 oxidation by NO2 is likely to occur – one of the more prominent examples being the

combustion of many solid propellants (e.g., AP, AN, and ADN) where NH3 and NO2 often coexist

in sizable mole fractions. Additionally, the NH3+NO2 and NH3+NO reactions are highly active

during the oxidation of NH3 by NO2 and are known to be of great importance to many other

NH3 applications – notably the SNRC of nitrogen oxides and the overall performance of NH3 fuel

blends under engine and turbine conditions. In an effort to better understand this kinetic system and

expand the validation database currently available for nitrogen kinetics, targeted jet-stirred reactor

experiments were performed for an NH3/NO2 reactant mixture over an intermediate temperature

range.
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Chapter 4: NH3 Oxidation by NO2 in a Jet-Stirred Reactor: The Effect of

Signi�cant H 2NO Uncertainties on Kinetic Evaluations

4.1 Introduction

As stated in the prior chapter, The kinetics of ammonia (NH3) have been a topic of substantial

(and rapidly growing) interest given its importance across many different scienti�c and engineering

domains. Noteworthy examples of its relevance include its potential as a carbon-free energy carrier

and/or storage medium [46, 44, 50, 45, 109], its continued used as a NOx reduction agent during

Thermal DeNOx [110, 111, 69, 112, 60, 113, 61] and other similar processes [62], its presence as a

major species during the decomposition of many energetic materials [114, 104, 9, 115, 55, 53, 116,

43, 57, 54], its role as an important gasi�cation impurity during biofuel and biomass combustion

[65, 47, 64, 63, 56], and even its appearance in atmospheric chemistry [51], marine toxicity [48],

and neurobiology [49]. Many recent studies are motivated by the potential use of NH3 as a carbon-

free fuel in combustion devices (e.g. internal combustion engines) [117, 118, 119, 50, 120, 121,

122, 123].

With such far-reaching and varied applications, there is an immediate need for comprehensive

NH3 oxidation models that can accurately predict kinetic behavior over a wide range of operational

conditions. Despite extensive NH3 experimental and modeling research efforts conducted over the

last half century, many researchers still consider its kinetics to be incompletely understood. Stagni

et al. note in their recent publication [67] that, "a comprehensive understanding of its kinetic

behavior is still an open challenge, especially at low-temperature (TŸ1200 K) and under diluted

conditions". In a similar vein, Cañas et al. [124] point out that, "in spite of the efforts updating the

ammonia oxidation models, the models are far from complete since not all combustion properties

are described satisfactorily and consequently they are not completely accurate".
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For example, our own survey of the literature over the last� 50 years has revealed that a ma-

jority of the NH3 oxidation studies conducted have utilized molecular oxygen (O2) as the primary

oxidizer [69, 125, 126, 27, 127, 128, 129, 130, 124, 122]. While trace amounts of nitrogen oxides

(e.g. NO, NO2, N2O,) are often included in Thermal DeNOx and solid fuel combustion studies

[110, 111, 112, 60, 61, 131, 75, 83], O2 is still typically available in large mole fractions. Studies

of NH3 oxidation by nitrogen-containing species in the absence of O2, however, are much more

limited and may provide insights into reactions that are highly uncertain due to a lack of supporting

experimental and theoretical data.

The results from the study of NH3 oxidation by N2O in a jet-stirred reactor [56] summarized in

Chapter 3 indeed revealed signi�cant de�ciencies in recent models – in terms of both untested reac-

tions and untested combinations of reactions that were accentuated by NH3 oxidation by nitrogen-

containing oxidizers. Additionally, there are select combustion systems where NH3 is more likely

to be oxidized by nitrogen oxides (e.g. the combustion of energetic materials), making the results

of such studies directly relevant to system kinetics. Of particular interest here is the oxidation

of NH3 by NO2, which has proven in prior studies to accentuate reactions of great importance to

various combustion systems: the NH2+NO2 reaction has signi�cant in�uence over the reduction

of NO, formation of N2O during solid fuel combustion [44, 45, 50], and high-pressure ignition

of NH3 [67, 126, 132]; the NH2+NO reaction provides one of the key radical producing channels

during applications of the Thermal DeNOx process [110, 111, 60, 61, 120]; and numerous reac-

tions involving H2NO have shown to impact high-pressure NH3 ignition [67, 126, 132] and the

mitigation of NOx emissions from current and future NH3-fueled combustion devices [117, 118,

45]. With such far-reaching and varied applications, any de�ciencies in the rate constants of these

reactions would be of signi�cant interest to future NH3 research and applications.

To address current gaps in experimental data that accentuate new combinations of rate con-

stants, we present experimental data for NH3 oxidation by NO2 in a jet-stirred reactor at interme-

diate temperatures (700–1100 K) to assess the performance of recent kinetic models. Similar to

our previous study on NH3 oxidation by N2O, comparison of the present experimental results and
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Table 4.1: Experimental conditions with estimated uncertainties

Mixture composition

214.8 ppm NH3 (� 2%)
197.4 ppm NO2 (� 2%)
396.0 ppm O2 (� 20%)

balance N2

Residence time 1.0 s (� 5%)

Pressure 1.02 atm (� 1%)

Temperature 700-1100 K (� 1%)

model predictions for NH3 oxidation by NO2 revealed signi�cant discrepancies between experi-

mental data and model predictions (and among model predictions themselves). Further modeling

analyses point to the importance of reactions involving H2NO that are both in�uential and highly

uncertain and reveal several key reactions that are also in�uential to many NH3 oxidation sys-

tems. Consequently, resolution of the observed discrepancies for NH3 oxidation by NO2 may be

important to ensuring reliable predictions of NH3 oxidation more generally.

4.2 Experimental Methods

To quantitatively evaluate the NH3/NO2 kinetic system, experiments were performed for a re-

actant mixture of NH3/NO2/O2/N2 heated over an intermediate temperature range (700-1100 K)

using the jet-stirred reactor (JSR) facility at Columbia University (Figure 4.1) at the conditions

speci�ed in Table 4.1. The JSR facility consists of a �ow delivery system that can prepare com-

plex mixtures of multiple gases and liquids, an automated temperature control system capable

of heating the reactor just beyond 1200 K, a JSR design found to promote rapid and turbulent

mixing in previous studies, and several online fast-response diagnostics that enable simultaneous

measurements of multiple species. Of particular note is that all major components are computer

controllable to enable later planned high-throughput and/or automated operation at experimental

conditions selected by Bayesian Design of Experiments [3, 90].

The �ow delivery system consists of two Bronkhorst EL-FLOW Prestige mass �ow controllers

(MFCs) that control the �ow rates of individual reactant components into a mixing manifold up-
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Figure 4.1: A simpli�ed schematic of the atmospheric-pressure jet-stirred reactor system used
for this study (located at Columbia University). Thermocouple locations (1,2) are shown in the
magni�ed JSR image on the right side of the �gure. Note that two MFCs were used for this study
given that two certi�ed standard gas tanks contained all reactant mixture components.

stream of the reactor. Total volumetric �ow rates controlled by the MFCs ranged from 1.27-2.00

L/min (with a � 1% uncertainty) to yield a constant nominal residence time inside the JSR of 1.0

s across all temperatures. To reduce reactant mixture composition uncertainties, two certi�ed gas

mixtures of NH3/N2 and NO2/O2/N2, whose composition and speci�ed uncertainties are provided

in Table 4.1, were directly �owed from two independent MFCs. While the mole fractions of NH3

and NO2 were speci�ed by the gas supplier in the certi�ed NH3/N2 and NO2/O2/N2 mixtures,

respectively, the mole fraction of O2, which was included in the certi�ed NO2/O2/N2 mixture to

promote long-term stability of NO2, was not speci�ed by the gas supplier. As such, the mole frac-

tion of O2 reported in Table 4.1 re�ects our own gas chromatography measurements. Similarly, our

chemiluminescence measurements of trace amounts of NO also present in the certi�ed NO2/O2/N2

mixture indicated a mole fraction of� 0.5 ppm, which remained stable throughout all experiments

(� 6 months) and thereby con�rmed the stability of the mixture. Simulations with and without

these amounts of O2 and NO in the reactant mixture are essentially indistinguishable, such that the

presence of O2 and NO in the reactant mixture appear to have no perceivable in�uence on system
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kinetics.

The quartz JSR used for this study is based on the design of Herbinet et al. [91, 92] that follows

rules of construction and overall design principles �rst proposed by Matras and Villermaux [93].

This design has been used for many kinetic studies [94, 95, 96, 91, 92, 97] and has been found

to closely mimic a perfectly-stirred reactor when operating within its intended range of conditions

[100, 101]. Prior to entering the JSR, all reactants are combined in a mixing manifold and �owed

through an annular preheat zone (of volume less than a few percent of the reactor volume) that

rapidly heats the mixture to the reactor's temperature to maintain thermal homogeneity within

the reactor [98]. The annular preheat zone is designed to have a large surface area to volume

ratio (S/V) to increase heating rates and minimize transit times to limit any kinetic activity prior

to the reactor – prior studies have con�rmed that residence time in the preheat zone is only a

few percent of the residence time in the reactor [99, 91, 92]. The preheated reactants are then

ejected into the spherical reactor (56 mm inner diameter) through four quartz nozzles (0.25-0.30

mm inner diameter) positioned near the center of the reactor in a crossed con�guration angled� 45�

from the equatorial plane. Prior modeling and experimental studies [100, 101] have indicated that

this particular JSR design produces narrow residence time distributions when operating within its

intended range of conditions. The nominal residence time provided in Table 4.1 is calculated by

dividing the reactor volume by the volumetric �ow rate inside the reactor, which is constant across

all temperatures. Reactor volume was determined using water displacement measurements that

indicated an internal volume of 82� 2 cm3. Altogether, considering the uncertainty contributions

from the reactor volume and volumetric �ow rates, the estimated uncertainty in the 1.0 s nominal

residence time is approximately� 5%.

The reactor temperature is set and maintained using an insulated Thermocoax resistive heating

element (surrounded by 75–100 mm thick ceramic insulation) coupled to a Digi-Sense temperature

controller that monitors temperature in the reactor at two locations (Figure 4.1) using independent

Omega high-temperature, low-drift K-type thermocouple probes (SCAXL-062) that are rated to

have� � 1.5 K noise,� � 1.5 K deviations from linearity, and� � 2.8 K calibration drift. The �rst
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probe (labeled `1' in Fig. 4.1) is located at the intersection of the preheat zone and nozzle inlets

and is isolated from the reactant �ow via a quartz access tube located in the center of the annual

preheat zone. The second probe (labeled `2' in Fig. 4.1) is encased in a sealed 2 mm quartz tube

and positioned near the geometric center of the spherical reactor, although it can translate along

the JSR center line to monitor spatial temperature gradients during testing. Preliminary testing for

temperatures of 700–1180 K in Ar has indicated that spatial temperature gradients are limited to

� � 5 K. Furthermore, the present low reactant mole fractions limit reaction exothermicity and,

therefore, introduce negligible deviations to spatial temperature homogeneity in the reactor (adia-

batic simulations at the present conditions suggest a maximum temperature rise of 3 K). Altogether,

the estimated uncertainty in reactor temperature is� � 1% of each temperature set point.

The reactor pressure is controlled by an Equilibar dome-loaded back pressure regulator located

in the reactor's exhaust line. The diagnostic sample line pulls from the exhaust line upstream of

the regulator so that sample pressure is controlled using the same device. Downstream of the reg-

ulator is held at vacuum (� 0.27 atm) to enable prompt pressure control as the response time of

a dome-loaded regulator is dependent on the pressure differential across it. Reactor pressure is

intentionally maintained slightly above atmospheric pressure at 1.02 atm to inhibit N2 and O2 con-

tamination from the surrounding air in the reactor and sample line. Reactor pressure is controlled

using the voltage output signal from an Omega high-accuracy, digital pressure gauge (DPG409-

030A) located at the start of the exhaust line. The voltage signal is directed to the regulator's PID

controller for rapid response as reactor conditions and diagnostic �ow requirements vary. Prior

experiments indicate typical variations of less than 0.0007 atm from the 1.02 atm set point. Other

uncertainties include the speci�ed noise (� 0.0007 atm), accuracy (� 0.0014 atm), and long-term

stability (� 0.0021 atm) of the pressure gauge, all of which add up to an estimated uncertainty in

the reactor pressure ofŸ � 1%.

All diagnostic systems sample from the gaseous mixture exiting the reactor through silica-

coated stainless-steel tubes maintained near 385 K using a secondary resistive `sample line heater'

to prevent water and other low-volatility products from condensing out of the gas-phase. Three
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independent diagnostics draw from the sample �ow to measure major species mole fractions at

each experimental condition.

An Eco Physics AG NOx chemiluminescence analyzer (CLA) is used to provide measures of

NO, NO2, and NH3. This analyzer contains two independent detection cells that can each measure

up to 500 ppm NO with a 25 ppb minimum resolution. This instrument also contains NOx and

NOx-amine converters that break down NOx and NOx/NH3, respectively, to produce proportional

mole fractions of NO for detection. Running the NOx and NOx-amine converters simultaneously

in separate detection cells provides a measure of NH3 equal to the difference between the two

signals. The same procedure can be followed measuring NO and NOx in separate detection cells

to provide a measure of NO2. The NOx-amine converter enables a maximum NH3 measurement

of 500 ppm while the NOx converter is limited to a maximum NOx measurement of 10 ppm.

Separate testing (i.e. not involving heated reactor components) has shown that the NOx converter

has a conversion ef�ciency near� 100% while the NOx-amine converter is notably less ef�cient

at � 89%. Conversion ef�ciencies were rigorously tested (including across varied NO/NO2/NH3

mixtures to assess any potential nonlinear and/or cross-component effects) and accounted for in all

NO2 and NH3 CLA measurements (and their associated uncertainties) provided herein.

An Infrared Industries IR-208 gas analyzer (IR) provides duplicate measurements of NO2 and

NH3. An external sample pump provides the analyzer with a steady sample �ow of� 0.75 L/min

needed for stable absorption signals. Similar to the CLA, the IR analyzer allows for maximum

NH3 and NO2 measurements of 500 ppm with a larger minimum resolution of� 1 ppm.

An In�con Micro GC Fusion gas analyzer (GC) is used to measure O2 with a minimum reso-

lution near 20 ppm and corresponding limited capability below 100 ppm. While the GC is capable

of measuring many other species, notably H2 and N2O, these molecules remain below or near

detectable mole fraction limits over the experimental temperature range.

Species measurements are taken at every reactor temperature set point, which spanned from

700–1100 K in 50 K increments. All measurements are taken for a minimum of 10 minutes to

ensure all wetted surfaces in the system and the detectors have adsorbed a suf�cient amount of
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Table 4.2: Measurement uncertainties speci�c to each diagnostic instrument

Observable NH3
1 NH3

2 NO2
1 NO2

2 NO1 O2
3

Calibration
214.8 ppm 214.8 ppm 197.4 ppm 197.4 ppm 196.0 ppm multi-

� 2% � 2% � 2% � 2% � 2% point

Drift � 2.5% � 3% � 1.5% � 1% � 1.5% —

Linearity � 1% � 3% � 1% � 3% � 1% —

Noise (1f ) � 7a/1b% � 2% � 7a/1b% � 1% � 0.5% � 4%

Resolution 25 ppb 1 ppm 25 ppb 1 ppm 25 ppb 20 ppm
1chemiluminescence
2infrared absorption
3gas chromatography
adilute sample (NO2, NH3)
bnon-dilute sample (NO2+NH3)

NH3 so that its mole fraction remains stable [85, 133, 75]. After each measurement, all diagnostics

are �ushed with N2 and re-calibrated using certi�ed standard mixtures with speci�ed uncertainties

listed in Table 4.1 to limit NH3 exposure and calibration drift, respectively. A multi-point cali-

bration is performed for the GC measurements of O2 over a mole fraction range that encompasses

the full mole fraction range relevant to this study. For each diagnostic, the maximum observed

signal drift and noise are reported in Table 4.2 for each measured species to bound their associated

uncertainties. Additionally, calibration linearity is tested for each diagnostic and the corresponding

uncertainties are reported in the same table. The uncertainties for each observable species for each

diagnostic from Table 4.2 are then combined to produce the error bars shown on the plots below.

Given the limited range of the CLA NOx converter (� 10 ppm), only the CLA NOx-amine

converter (� 500 ppm) is used to evaluate the reactant mixture of Table 4.1 and therefore can only

provide a combined measurement of NO2+NH3. To measure NO2 and NH3 independently using

the CLA, the sampled gaseous mixture exiting the reactor is diluted with a known quantity of N2

using a third MFC in a separate set of experiments. The sample is diluted by a factor of� 21

to reduce the combined NOx signal (NO+NO2) below 10 ppm over the experimental temperature

range. This process enables independent measurements of NO2 and NH3 using the CLA (that are

70



then scaled back to their undiluted values), but increases measurement uncertainty as a result of

lower signal-to-noise ratios (with the corresponding increases in noise indicated in Table 4.2) and

added complications.

4.3 Kinetic Simulation Methods

The experiments described above were modeled using isothermal, isobaric, perfectly-stirred re-

actor simulations performed in Cantera 2.4.059 [36] using an ideal gas equation of state and �ve re-

cently developed kinetic models: the model of Zhang et al. [88], which focuses on hydrogen/syngas/NOx

kinetics but contains a recently updated H/N/O sub-mechanism; the model of Glarborg et al. [27],

which includes a comprehensive treatment of nitrogen kinetics; and the ammonia oxidation models

of Otomo et al. [134], Stagni et al. [67], and Shrestha et al. [135].

Each of these �ve kinetic models was also used to perform �ux analysis and uncertainty-

weighted (u-w) kinetic sensitivity analyses for the NH3/NO2 system. For the u-w kinetic sensitivity

analyses, the most recently recommended uncertainty factors for each reaction among various rate

constant evaluations [103, 136, 137, 138, 106, 139, 104, 140, 141, 142, 105, 102] were used.

Simulations and equivalent kinetic analyses were also performed with modi�ed versions of the

same �ve kinetic models that employ theoretically calculated rate constants for NH2 + NO2 [143]

and H2NO + OH [144] (as discussed further below).

4.4 Results and Discussion

Experimental measurements and model predictions of NO2, NH3, NO, and O2 are shown in

Figure 4.2. Measurements and predictions of NO2+NH3 are also provided as these CLA measure-

ments are more direct and have less noise and are therefore more certain than the independent,

diluted CLA measurements of NO2 and NH3. These CLA NO2+NH3 measurements are also com-

pared to the sum of the IR NO2 and NH3 measurements.

The overall measurement consistency across diagnostics and experimental runs is very good

with all measurements agreeing within their estimated error bars. Speci�cally, diluted CLA and IR
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measurements of NO2 generally agree within 7% (aside from a slightly larger deviation at 850 K).

Diluted CLA and IR measurements of NH3 agree within 4% over the full temperature range. CLA

and IR combined measurements of NO2+NH3 agree within 5% over the full temperature range.

The two CLA NO measurement sets agree within 5% over the experimental temperature range –

demonstrating the repeatability of the experimental results as these measurement sets were taken

six months apart, during which time the CLA was serviced and cleaned. All measurements and

predictions of O2 agree within a few percent where the experiments and models agree that O2 mole

fractions remain stable over the temperature range.

The experimental measurements and model predictions for NO2 and NH3 agree qualitatively

but noticeably differ quantitatively. While the model of Glarborg et al. [27] reproduces the NO2

measurements and the model of Otomo et al. [134] reproduces the NH3 measurements within es-

timated uncertainties, no model reproduces both NO2 and NH3 measurements – notably for NH3,

which is generally under-predicted by� 40-80%. Experimental measurements and model predic-

tions generally disagree both qualitatively and quantitatively for NO. The experimental measure-

ments indicate a continued rise of the NO mole fraction with increasing temperature that is not

reproduced by models except for that of Otomo et al. [134]. All models under-predict NO at

higher temperatures – with deviations reaching� 20-50% at 1100 K.
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Figure 4.2: Experimental measurements and model predictions [135, 67, 27, 134, 88] of NO2,

NH3, NO2+NH3, NO, and O2 for the conditions shown in Table 4.1.
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Interestingly, similar discrepancies between NO measurements and predictions are observed

for the �ow reactor experiments of NH3 oxidation by NO2 performed by Glarborg et al. [145] in

1995 (Figure 4.3). The experimentally observed temperature dependence of the NO mole fraction

is also not well captured by most models and measured peak NO mole fractions are under-predicted

by a comparable margin (� 20-40%) using the same �ve models – suggesting that similar shortcom-

ings in the kinetic models may be responsible for the discrepancies between NO predictions and

measurements for both the �ow reactor experiments of Glarborg et al. [145] and the jet-stirred

reactor experiments presented here.
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Figure 4.3: Experimental measurements and model predictions of NO2, NH3, and NO for �ow

reactor experiments performed by Glarborg et al. [145]. Similar to the NO plot of Figure 4.2,

predictions from all �ve models disagree with measured peak NO concentrations.
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To better understand the observed discrepancies between experimental measurements and model

predictions, �ux analysis was performed at the experimental conditions listed in Table 4.1 using

various models. The results from this analysis are provided in Figures 4.4, 4.5, 4.6, 4.7, 4.8, and

4.9 for the most in�uential species (along with modi�ed versions containing theoretically calcu-

lated rate constants for NH2 + NO2 [143] and H2NO + OH [144]). As evident from Figures 4.4,

4.5, 4.6, 4.7, 4.8, and 4.9, the reactions discussed below are found to be important for all models.

The results suggest that NH3 (Figure 4.2) is nearly exclusively consumed by bimolecular reac-

tions with OH to form NH2

NH3 ¸ OH , H2O ¸ NH2 (4.1)

with a much smaller amount of NH3 consumed by bimolecular reactions with NO2

NH3 ¸ NO2 , HONO¸ NH2 (4.2)

which is also not a signi�cant consumption route for NO2. NO2 is primarily consumed by bimolec-

ular reactions with NH2, HNO, and H2NO at lower temperatures

NO2 ¸ NH2 , H2NO ¸ NO (4.3)

NO2 ¸ NH2 , H2O ¸ N2O (4.4)

NO2 ¸ HNO , HONO¸ NO (4.5)

NO2 ¸ H2NO , HNO ¸ HONO (4.6)

and further consumed by bimolecular reactions with H at elevated temperatures

NO2 ¸ H , NO ¸ OH (4.7)
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OH is primarily produced by the unimolecular decomposition of HONO

HONO(+M) , NO ¸ OH(+M) (4.8)

where HONO (not shown) is produced via R4.2, R4.5, and R4.6, and partially consumed by bi-

molecular reactions with OH

HONO¸ OH , H2O ¸ NO2 (4.9)

NH2 is nearly exclusively produced from R4.1 (and, to a lesser extent, R4.2) and consumed by

bimolecular reactions with NO2 (R4.3, R4.4) and NO at elevated temperatures

NH2 ¸ NO , H2O ¸ N2 (4.10)

NH2 ¸ NO , NNH ¸ OH (4.11)

HNO (not shown) is produced by R4.6 and bimolecular reactions of H2NO and OH

H2NO ¸ OH , H2O ¸ HNO (4.12)

and consumed by bimolecular reactions with NO2 (R4.5) and O2.

HNO ¸ O2 , HO2 ¸ NO (4.13)

While NO is primarily consumed by reactions with NH2 (R4.10, R4.11), NO is appreciably formed

from several reactions, including R4.3, R4.5, R4.8, and R4.7.

Altogether, these results indicate that R4.3, R4.6, R4.5, and R4.8 in succession yields an overall

chain-branching sequence

3NO2 ¸ NH2 , 4NO¸ 2OH (4.14)
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where radicals can also be diverted into chain-terminating pathways (R4.4, R4.10, R4.12, R4.13,

and R4.9) that compete with each step of the chain-branching sequence. (There is also an alterna-

tive chain-branching sequence involving R4.11, though this sequence is comparatively more minor

in the present system).
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Figure 4.4: Rate of production for NO2 by each reaction calculated using all �ve models [135, 67,

27, 134, 88]. Solid lines are the nominal models while dotted lines represent modi�ed versions

containing theoretically calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144].
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Figure 4.5: Rate of production for NH3 by each reaction calculated using all �ve models [135, 67,

27, 134, 88]. Solid lines are the nominal models while dotted lines represent modi�ed versions

containing theoretically calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144].

80



Figure 4.6: Rate of production for NH2 by each reaction calculated using all �ve models [135, 67,

27, 134, 88]. Solid lines are the nominal models while dotted lines represent modi�ed versions

containing theoretically calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144].
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Figure 4.7: Rate of production for H2NO by each reaction calculated using all �ve models [135,

67, 27, 134, 88]. Solid lines are the nominal models while dotted lines represent modi�ed versions

containing theoretically calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144].
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Figure 4.8: Rate of production for NO by each reaction calculated using all �ve models [135, 67,

27, 134, 88]. Solid lines are the nominal models while dotted lines represent modi�ed versions

containing theoretically calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144].
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Figure 4.9: Rate of production for OH by each reaction calculated using all �ve models [135, 67,

27, 134, 88]. Solid lines are the nominal models while dotted lines represent modi�ed versions

containing theoretically calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144].
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To further explore potential sources of discrepancies between predictions and measurements,

the sensitivities of the predicted mole fractions of speciesi to rate constants for each reactionj,

mln(X8)/ mln(k9), were calculated for both the present JSR experiment and the �ow reactor experi-

ment of Glarborg et al. [145] at the conditions provided in Figure 4.3a. The results of this analysis

are shown in Figure 4.10 for NH3, NO2, and NO using the model of Glarborg et al. [27] for the

present JSR experiments (Figure 4.10-left) and �ow reactor experiments of Glarborg et al. [145]

(Figure 4.10-right). The results indicate that predictions of all three species are most sensitive

to reactions R4.3, R4.4, R4.10, and R4.11 – which determine the fate of NH2 and have differing

implications for radical propagation – across the full temperature range of both experiments. Sim-

ilarly, predictions of all three species are sensitive to the rate constants for R4.6 and R4.12 – which

determine the fate of H2NO and also have differing implications for radical propagation. R4.8

[146, 147, 148, 149, 150, 151, 152, 153, 154, 155] is also in�uential, but only at lower tempera-

tures near 800 K where all �ve models reasonably reproduce the observed onset of reaction. As

R4.1 is primarily responsible for consuming NH3 and OH and producing NH2, it too in�uences

predictions of all three species (NH3, NO2, NO). Reactions R4.2 [156, 157, 158, 159], R4.5 [104,

160, 145, 161, 71, 162], R4.7 [163, 164, 165, 166, 167, 105], R4.9 [168, 169], and R4.13 [72] have

limited in�uence on predicted mole fractions of NH3, NO2, and NO.

Recognizing that rate constant uncertainties vary greatly across reactions, the sensitivity coef�-

cients for each reaction,mln(X8)/mln(k9), shown in Figure 4.10, were multiplied by their respective

uncertainties,f ln(k9), to give uncertainty-weighted sensitivity coef�cients (Figure 4.11), which

re�ect the uncertainty in predictions of the mole fraction of a particular speciesi due to the un-

certainty in the rate constant for reactionj. From this analysis, the reactions determining H2NO

formation (R4.3 and, to a lesser extent, its competitive pathway R4.4) and consumption (R4.6

and R4.12) notably emerged as the largest contributors to the uncertainty in model predictions for

all species and at all temperatures except for 800 K (where predictions and measurements agree

within uncertainties). Despite comparatively lower uncertainties in their rate constants, R4.10 and

R4.11 still appear to be signi�cant sources of uncertainty in predictions of both NH3/NO2 systems.
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However, R4.1, which is also comparatively well studied [170, 171, 172, 173, 174, 175, 176, 177,

178, 179, 67], does not appear to be a signi�cant source of prediction uncertainty here.
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Figure 4.10: Results from kinetic sensitivity analyses for NH3, NO2, and NO generated using the

model of Glarborg et al.[27]. The left column (a) shows results for the present JSR experiments

at 800 K (red), 950 K (green), and 1100 K (blue); the right column (b) shows results for the �ow

reactor experiments of Glarborg et al. [145] at 900 K (red), 1050 K (green), and 1200 K (blue).

The NO results are presented in two sets of plots – including one without the lowest temperature to

facilitate presentation of the results at higher temperatures, which have relatively lower sensitivity

coef�cients.
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Figure 4.11: Results from uncertainty-weighted (u-w) kinetic sensitivity analyses for NH3, NO2,

and NO generated using the model of Glarborg et al.[27]. The left column (a) shows results for

the present JSR experiments at 800 K (red), 950 K (green), and 1100 K (blue); the right column

(b) shows results for the �ow reactor experiments of Glarborg et al. [145] at 900 K (red), 1050

K (green), and 1200 K (blue). The NO results are presented in two sets of plots – including one

without the lowest temperature to facilitate presentation of the results at higher temperatures, which

have relatively lower sensitivity coef�cients.
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To provide further context regarding the uncertainties in the most in�uential reactions, the rate

constants for R4.3, R4.4, R4.6, R4.10, R4.11, and R4.12 from the �ve models are compared with

rate constants from theoretical calculations and experimental determinations in Figures 4.12-4.17.

R4.3 and R4.4, which are the major product channels for the NO2+NH2 reaction, have been studied

extensively in prior experiments [180, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190, 191, 192,

143], yet there still are notably fewer determinations and larger differences in proposed expressions

for the total rate constant (kR4.3+kR4.4) above� 700 K. Additionally, four of the �ve models assume

that the branching ratio between R4.3 and R4.4, kR4.4/(kR4.3+kR4.4), is independent of temperature,

which disagrees with a recent theoretical study [143] and select experimental determinations [145,

191].

R4.10 and R4.11, which are the major product channels for the NH2+NO reaction, are likely

the most well studied reactions [193, 194, 195, 85, 196, 184, 82, 197, 198, 199, 200, 201, 202, 203,

204] of all the in�uential reactions listed here (R4.1-R4.13). The experimental determinations of

the branching ratio between R4.10 and R4.11, kR4.11/(kR4.10+kR4.11), are very consistent and gener-

ally reproduced by rate expressions for most kinetic models, although the model of Shrestha et al.

[135, 89] gives a considerably larger ratio than the other models and the experimental determina-

tions. Similar to the kR4.3+kR4.4 rate constant, however, there are fewer determinations and larger

differences in proposed expressions for the total rate constant (kR4.10+kR4.11) above� 950 K. While

these uncertainties are small than other uncertainties present in the �ve models, deviations in the

kR4.10+kR4.11rate constant on the order of� 10% still have signi�cant in�uence over predictions of

all major species.

In contrast to these comparatively well studied reactions, little is known about R4.6 and R4.12.

All �ve models assume the rate constant for R4.6 is equal to the rate constant for R4.5 (NO2+HNO)

since R4.5 and R4.6 have similar exothermicity. The models of Shrestha et al. and Glarborg et

al. use a different rate constant for R4.6 simply because they use an alternative rate constant for

R4.5 from Mebel et al. [160], who studied this reaction at the G2M(RCC,MP2) level. It should

be noted, however, that Stagni and Cavallotti [205] very recently reported theoretical calculations
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of R4.6 in a study of H-abstractions from H2NO. These calculations are expected to provide a

more reliable rate constant and have therefore been included in the MultiScale Informatics (MSI)

implementation presented in Chapter 5 – these calculations were performed well after the analysis

presented here and are therefore not included in the plots or discussion of Chapter 4.

The rate constant for R4.12 has also been highly uncertain. With the rate constants used by

Shrestha et al., Glarborg et al., and Otomo et al. based on a single �ash photolysis experiment

[206] and the rate constants used by Stagni et al. and Zhang et al. based on estimates [72, 60],

the rate constants used by the �ve models span� 2-3 orders of magnitude over the experimental

temperature range shown in Figure 4.17. However, Klippenstein and Glarborg [66, 144] recently

reported theoretical calculations of R4.12 as part of a larger study of the NH2+HO2 reaction. These

calculations, which are reasonably consistent with the only experimental determination at 300 K,

therefore provide a more reliable rate constant for use in future modeling.
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Figure 4.12: Comparison of rate constants from the �ve models [135, 67, 27, 134, 88] and deter-

minations [143, 191, 189, 184, 182, 181] for the NO2+NH2 reaction (R4.3+R4.4). The following

rate constants overlap (and therefore cannot all be distinguished in the plots): Stagni-Glarborg.
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Figure 4.13: Comparison of branching ratios from the �ve models [135, 67, 27, 134, 88] and

determinations [143, 145, 191, 190, 187, 189, 188] for the NO2+NH2 reaction (R4.3+R4.4). The

following rate constants overlap (and therefore cannot all be distinguished in the plots): Stagni-

Glarborg.
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Figure 4.14: Comparison of rate constants from the �ve models [135, 67, 27, 134, 88] and deter-

minations [203, 201, 197, 196, 193, 194] for the NH2+NO reaction (R4.10+R4.11). The following

rate constants overlap (and therefore cannot all be distinguished in the plots): Stagni-Glarborg.
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Figure 4.15: Comparison of branching ratios from the �ve models [135, 67, 27, 134, 88] and

determinations [204, 203, 202, 199, 198, 184, 196] for the NH2+NO reaction (R4.10+R4.11). The

following rate constants overlap (and therefore cannot all be distinguished in the plots): Stagni-

Glarborg.
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Figure 4.16: Comparison of rate constants from the �ve models [135, 67, 27, 134, 88] for the

NO2+H2NO reaction (R4.6). The following rate constants overlap (and therefore cannot all be

distinguished in the plots): Shrestha-Glarborg, Stagni-Otomo-Zhang.
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Figure 4.17: Comparison of rate constants from the �ve models [135, 67, 27, 134, 88] and deter-

minations [144, 206] for the H2NO+OH reaction (R4.12). The following rate constants overlap

(and therefore cannot all be distinguished in the plots): Shrestha-Glarborg-Otomo.
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The small yet impactful uncertainties present in the R4.3+R4.4 and R4.10+R4.11 rate con-

stants coupled with the more signi�cant uncertainties of R4.6 and R4.12 make it dif�cult to use

only the experimental data presented here to improve rate constant determinations without incorpo-

rating other experimental and theoretical data sets to apply additional constraints. That being said,

uncertainties in data currently available for these reactions may explain some of the discrepan-

cies between species predictions and the measurements of this study. The theoretically calculated

branching ratio for R4.3 and R4.4 (Figure 4.13) suggests that the ratio may decrease as tempera-

ture increases rather than remain constant (as four of the �ve models assume), implying that R4.3

becomes more prominent as temperature rises. Additionally, the new R4.12 rate constant determi-

nation provided by Klippenstein and Glarborg [144] is expected to be far more reliable than the

other determinations used by the �ve models of this study. As an initial investigation into these

uncertainties, modi�ed versions of each model were created that adopted the R4.3 and R4.4 rate

constants of Klippenstein et al. [143], which assume a decreasing R4.3-R4.4 branching ratio, and

the new R4.12 rate constant determination of Klippenstein and Glarborg [144]. Simulations were

rerun and the resulting predictions are provided in Figures 4.18-4.22 for all �ve models [135, 67,

27, 134, 88].
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Figure 4.18: Experimental measurements and model predictions of NO2, NH3, NO2+NH3, and NO

using the model of Shrestha et al. [135] (solid lines) and a modi�ed version containing theoretically

calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144] (dashed lines) for the

conditions shown in Table 4.1. O2 was excluded as predictions from the nominal and modi�ed

models were nearly indistinguishable.
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Figure 4.19: Experimental measurements and model predictions of NO2, NH3, NO2+NH3, and NO

using the model of Stagni et al. [67] (solid lines) and a modi�ed version containing theoretically

calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144] (dashed lines) for the

conditions shown in Table 4.1. O2 was excluded as predictions from the nominal and modi�ed

models were nearly indistinguishable.
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Figure 4.20: Experimental measurements and model predictions of NO2, NH3, NO2+NH3, and NO

using the model of Glarborg et al. [27] (solid lines) and a modi�ed version containing theoretically

calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144] (dashed lines) for the

conditions shown in Table 4.1. O2 was excluded as predictions from the nominal and modi�ed

models were nearly indistinguishable.
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Figure 4.21: Experimental measurements and model predictions of NO2, NH3, NO2+NH3, and NO

using the model of Otomo et al. [134] (solid lines) and a modi�ed version containing theoretically

calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144] (dashed lines) for the

conditions shown in Table 4.1. O2 was excluded as predictions from the nominal and modi�ed

models were nearly indistinguishable.
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Figure 4.22: Experimental measurements and model predictions of NO2, NH3, NO2+NH3, and NO

using the model of Zhang et al. [88] (solid lines) and a modi�ed version containing theoretically

calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144] (dashed lines) for the

conditions shown in Table 4.1. O2 was excluded as predictions from the nominal and modi�ed

models were nearly indistinguishable.

The differences between predictions and measurements of NO mole fractions have remained

constant or increased for all �ve models as a result of modifying the R4.3, R4.4, and R4.12 rate

constants. Mixed results are seen for NH3 predictions as the modi�ed models of Zhang et al. and
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Stagni et al. show improved agreement with experimental measurements while the modi�ed mod-

els of Shrestha et al., Glarborg et al., and Otomo et al. show increased discrepancies – although, it is

worth noting that none of the modi�ed models can match the NH3 measurements within their esti-

mated uncertainties. To better understand the differences between predictions (using the modi�ed

models) and measurements, �ux (Figures 4.4-4.9), sensitivity (Figure 4.23), and u-w sensitivity

(Figure 4.24) analyses were performed using the modi�ed version of the Glarborg et al. model –

�ux analyses are provided for the other four modi�ed models in Figures 4.4-4.9.
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Figure 4.23: Results from kinetic sensitivity analyses for NH3, NO2, and NO generated using (a)

the model of Glarborg et al.[27] and (b) a modi�ed version containing theoretically calculated rate

constants for NH2 + NO2 [143] and H2NO + OH [144]. All plotted results are for the experiments

presented here at 800 K (red), 950 K (green), and 1100 K (blue). The NO results are presented

in two sets of plots – including one without the lowest temperature to facilitate presentation of the

results at higher temperatures, which have relatively lower sensitivity coef�cients.
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Figure 4.24: Results from uncertainty-weighted (u-w) kinetic sensitivity analyses for NH3, NO2,

and NO generated using (a) the model of Glarborg et al.[27] and (b) a modi�ed version containing

theoretically calculated rate constants for NH2 + NO2 [143] and H2NO + OH [144]. All plotted

results are for the experiments presented here at 800 K (red), 950 K (green), and 1100 K (blue).

The NO results are presented in two sets of plots – including one without the lowest temperature to

facilitate presentation of the results at higher temperatures, which have relatively lower sensitivity

coef�cients.
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The total R4.3+R4.4 rate constant of Klippenstein et al. [143] is the lowest used by any of the

5 models – this is shown in Figure 4.12 as the Otomo et al. model uses their value. As a result,

the NH2+NO reactions (R4.10, R4.11) consume more NO than what is being produced by R4.3,

resulting in lower peak NO production. Some preliminary modeling studies attempting to resolve

these discrepancies suggest the possibility that a higher high-temperature total rate constant for

R4.3+R4.4 together with the branching ratio of Klippenstein et al. [143] could improve agreement

between predictions and measurements. However, with such large uncertainties in several key re-

actions that are instrumental to the NH3/NO2 system and many other NH3 oxidation systems (e.g.

[126, 67, 132]), arriving at any de�nitive resolution of the discrepancies appears to require simul-

taneous consideration of multiple reactions and multiple data sets from both theory and experiment

in a manner that considers the uncertainties of each.

The potential in�uence of NH3 decomposition and radical loss on the reactor walls should also

be considered as the experiments presented here do not contain H2O in the reactant mixture, which

has been shown to help passivate the surface of quartz reactors [128, 27, 207, 122]. Of particular

concern is the OH mole fraction as NH3 decomposition is nearly exclusively dependent on the

NH3+OH reaction (R4.1) over the experimental temperature range presented here. A review of

Figures 4.18-4.22 shows that all predictions of NH3 mole fraction from the �ve models (and their

modi�ed versions) over-estimate NH3 consumption above� 850 K – only the Otomo et al. model

predicts NH3 consumption within the estimated uncertainty of the experimental measurements,

although the predictions shift outside of the error bars when the recent, and likely more accurate,

rate constant determination for R4.12 is used [144]. As a preliminary test of whether a radical-loss

mechanism can explain the differences between the predicted and measured NH3 mole fractions

seen here, a pseudo-�rst-order surface-loss reaction was implemented for OH in the Glarborg et

al. model. Two sets of rate parameters were used for this reaction: the �rst set was taken from a

previously published expression for the surface loss of atomic O in a quartz �ow reactor [27], while

the second set utilized the same exponential (n) and activation energy (Ea) values but assumed an

A-factor value that was an order of magnitude higher. Increasing the A-factor was motivated by two
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primary considerations: (1) prior studies have suggested that OH can more ef�ciently recombine

on quartz than both O and H [208, 209] and (2) jet-stirred reactors are likely to have increased OH

surface interactions when compared to laminar �ow reactors due to their characteristic turbulent

mixing and high re-circulation ratios. Figure 4.25 shows the in�uence of OH loss on the quartz

reactor surface at the estimated values presented here. While the magnitude of the changes to

species predictions presented in Figure 4.25 may be exaggerated given the arbitrary increase to

the OH surface-loss reaction rate, it is interesting to note that accounting for OH radical loss at

the reactor wall improves predictions of both NH3 consumption and the qualitative trend of NO

production. Further work is needed to accurately account for the surface-loss of OH radicals in

this system (as well as other radicals that may be important, including NH2).
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Figure 4.25: Experimental measurements and model predictions of NO2, NH3, NO2+NH3, NO,

and O2 using the model of Glarborg et al. [27] (solid lines) and two modi�ed versions that use

different rate constants for OH recombination on the reactor walls (dotted/dashed lines).
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4.5 Concluding Remarks

Experimental measurements of NH3, NO2, NO, and O2 were performed for a NH3/NO2/O2/N2

mixture over an intermediate temperature range (700-1100 K) in a jet-stirred reactor (JSR) to ad-

dress gaps in previous validation data sets for ammonia oxidation via nitrogen-containing species.

Comparisons of the experimental data against predictions from recent ammonia oxidation models

show signi�cant discrepancies, particularly for NH3 and NO at elevated temperatures. Uncertainty-

weighted sensitivity analysis identi�ed that reactions controlling H2NO formation (R4.3 and its

competitive pathway R4.4) and consumption (R4.6 and R4.12) were among the largest contribu-

tors to uncertainty in the predictions and, consequently, among the most likely sources of the ob-

served discrepancies. However, despite comparatively lower uncertainties in their rate constants,

R4.10 and R4.11 were also found to contribute to model prediction uncertainties. These six key

reactions for the NH3/NO2 system (R4.3, R4.4, R4.6, R4.10, R4.11, and R4.12) are also known to

be among the most important to predictions of many other H/N/O kinetic systems – notably NH3

performance in combustion devices and NOx reduction ef�ciencies in various combustion scenar-

ios – and are therefore worthwhile candidates for improved rate constant quanti�cation in future

studies.

Altogether, with such large uncertainty contributions from several key reactions that are also

instrumental to many other NH3 oxidation systems, reliably unraveling the observed discrepancies

in this system will require simultaneous consideration of many other H/N/O kinetic validation data

sets to ensure the resulting model is truly comprehensive and sound. In that regard, implemen-

tation of the MultiScale Informatics approach [1, 2, 3, 4] to an extensive set of experimental and

theoretical data for H/N/O kinetics will be useful in resolving the discrepancies observed here in a

manner consistent with other experimental and theoretical data and thereby establishing improved

understanding of and models for ammonia.
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Chapter 5: A MultiScale, Data-Driven Model for NH 3 Oxidation by

Nitrogen-Containing Species for Improved Energetic Material Predictions

5.1 Introduction

Detailed chemical kinetic mechanisms are needed to understand and subsequently predict the

behavior of many different chemically-active systems from various scienti�c and engineering �elds

that include combustion, biology, material science, and atmospheric chemistry. The conditions of

these systems vary greatly with wide ranges of possible values for temperature, pressure, and

species mole fractions (T/P/X). As such, the domain of possible states for many chemically react-

ing systems is quite large, yet detailed chemical kinetic models are expected to provide accurate

predictions for any T/P/X combination. This is a particularly important consideration for ener-

getic materials as they can create or be subjected to a wide range of temperatures (� 3–3000+ K),

pressures (� 0–1000+ atm), and species mole fractions (many models include 100's of species and

1000's of reactions) depending upon their formulation and manner of utilization. Due to the ex-

ceedingly large number of possible T/P/X combinations for energetic materials, it is infeasible to

produce experimental data sets that can validate predictions at all potential states. Instead, en-

ergetic material kinetic models are often forced to extrapolate predictions based on information

provided by a limited number of data points. For example, NH3 oxidation sub-models, which are

important to many energetic material kinetic models, frequently extrapolate predictions as current

validation data sets cover a very limited range of T/P/X conditions – a pressing issue that is likely

to produce inaccurate simulation predictions.

Most kinetics models for energetic materials that contain sub-models for NH3 oxidation rely

heavily upon limited experimental data mostly at low pressures (� 10 atm) – far below pressures

relevant to the combustion/de�agration of many energetic materials (� 100 atm). Additionally, the
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research summarized in Chapters 3 and 4 revealed that even NH3 oxidation kinetics at atmospheric

pressure are not well understood with large uncertainties present in many in�uential reactions

(e.g., diazene oxidation and bimolecular reactions containing H2NO). Previous work has shown

that such sub-models can have a profound in�uence on predictions of burning rates, foam/melt

layer thicknesses, and other critical system parameters – indicating that an improved model for

NH3 oxidation is an important prerequisite for any predictive evaluation strategy. Most of the

in�uential reactions in this system are dif�cult to assess as they are important in many different

combustion systems (e.g., energetic material decomposition, NOx reduction strategies, biofuel and

biomass combustion, etc.) that span a large range of possible T/P/X combinations. As such, it is

critical to consider all of these systems when evaluating reaction rate constant determinations to

ensure the resulting model remains predictive across all relevant chemically-active systems.

For years, many rate constant determinations were informed using experimental data sets only

as theoretical kinetics calculations were either computationally impractical or would contain large

uncertainties in their calculated values (e.g., heats of formation). Experimental rate constant deter-

minations, however, can be problematic as interpretations of raw experimental measurements are

typically dependent on the kinetic model used for the analysis – a model that is likely to evolve

over time. Additionally, non-physical rate constant determinations can manifest if experimental

uncertainties are signi�cant or the raw experimental data is in�uenced by some external factor that

is unknown or yet to be quanti�ed. Fortunately, recent progress in ab initio theoretical kinetics

calculations, driven by advances in theoretical methodologies and computational capabilities, have

altered the way in which we now view their role in developing kinetic models.

High-level ab initio electronic structure methods [210, 211, 212] and thermochemical calcula-

tions [210, 211, 213] have reached a level of accuracy that many experimental methods are now

unable to match. While ab initio theoretical kinetics calculations are not as re�ned – unsurprising

considering the size and complexity of their parameter space – they are following a similar trend

in that calculation uncertainties are continually being reduced with current accuracies being suf�-

ciently low to provide useful constraints on kinetic model development. Uncertainties in calculated
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rate constant determinations, for example, are beginning to rival uncertainties in the most accurate

experimental determinations, even for complex reactions that exhibit strong pressure dependence

[214].

The research presented here combines comprehensive sets of experimental data with high-

level theoretical kinetics calculations using the MultiScale Informatics (MSI) approach [1, 2, 3,

4] to unravel the large uncertainties present in current NH3 oxidation kinetic models. Emphasis

is placed on NH3 oxidation via nitrogen-containing species as this chemistry has been somewhat

neglected in past research yet is known to accentuate reactions (e.g., the NO2+NH2 (R4.3+R4.4)

and NH2+NO (R4.10+R4.11) reactions) important to many different kinetic systems that include

the combustion of various energetic materials (e.g., AN, ADN, and AP). Optimized rate constant

resulting from the MSI analysis are presented and discussed for the most in�uential reactions

identi�ed in Chapters 3 and 4. The resulting MSI model (provided in Appendix D) will help form

the needed foundation for many different energetic material kinetic models – including those that

contain inorganic additives for increased energy density and blast effects.

5.2 MultiScale Informatics

The MultiScale Informatics (MSI) approach used here incorporates experimental data from

Chapters 3 and 4, additional validated experimental data from peer-reviewed publications, and

high-level ab initio theoretical kinetics calculations into a multiscale, data-driven modeling ap-

proach that leverages emerging capabilities in data science and ab initio theoretical chemistry.

In short, this approach integrates theoretical chemistry into a multiscale framework to enable

uncertainty-quanti�ed extrapolations beyond limited data sets for more comprehensive and ac-

curate model predictions. Additionally, the MSI approach identi�es future experiments and/or

calculations capable of greatly reducing model uncertainties for a particular quantity of interest,

enabling subsequent work to be more directed (and therefore more ef�cient).
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5.2.1 The Approach

MSI is a unique multi-physics, uncertainty-quanti�ed modeling framework that bridges the gap

between calculable molecular interactions and experimental observables relevant to system-level

performance. The overall objective in using this framework is to identify an optimized set of model

parameters that best describe a combination of rate parameters, calculated molecular parameters,

and physical model parameters based on theoretical data and experimental observables from a wide

range of T/P/X conditions.

MSI implementation begins with an active multiscale model and an identi�ed set of target val-

ues (Ti) that ideally cover a wide range of T/P/X conditions relevant to the model. This active

model utilizes a structure of numerous physics-based models to make predictions of anith target

value, Fi(X j), for each active model parameter, Xj. The active model parameters typically consist

of a combination of molecular properties, rate constant parameters, and physical model parameters.

Theoretical kinetics models (e.g., master equation calculations) are used to relate active molecular

properties to rate constants, while kinetics models coupled with physical models (e.g., perfectly

stirred reactors (Appendix C) and 1-D burner-stabilized �ames (Appendix B)) relate active rate

constant parameters to physical model parameters using predictions of experimental observables

(e.g. species concentrations and temperature pro�les). MSI implementation then imposes con-

straints from ab initio calculations and experimental measurements onto the active model parame-

ters, Xj, through inverse uncertainty-quanti�cation – this bounds the active model parameter space

to values that fall within known data uncertainties.

Similar to prior studies [1, 2, 3], the approach used here determines a set of optimized model

parameters (Xj * ) that minimize the error of a set of weighted equations

� 8¹- 9º = ) 8 � / 8 (5.1)

using an iterative minimization of the uncertainty-quanti�ed, least-squares error of all active model

parameter predictions
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� 2

(5.2)

whereEXj is the total least-squares error,Fi(Xj) is the model prediction for each active model

parameter,Xj; Ti is the target value for each model prediction; andZi is a weighting factor equal

to the uncertainty in the target value,f i, divided by an additional weighting factor,Wi – a value

intended to prevent information bias towards larger data sets.

/ 8= f 8/, 8 (5.3)

In agreement with other studies [215], the additional weighting factorWi is simply equal to

, 8= 1/
p

= (5.4)

with n being the total number of data points in a given set (i.e., from the same experiment). Con-

structing a locally-linear surrogate model [216] in the neighborhood of~- j for each model iteration

� 8(- 9) � � 8( ~- 9) +
Õ

9

( 8 9¹- 9 � ~- 9º (5.5)

with Sij equal to

( 8 9=
m�8
m-9

�
�
�
- 9= ~- 9

(5.6)

enables Equation 5.1 to be expressed as the matrix equation

Õ

9

( 8 9¹- 9 � ~- 9º = ) 8 � / 8 - � 8( ~- 9) (5.7)

The weighted least-squares procedure begins with the nominal active model parameters, Xj, and

iteratively solves Equation 5.7 to minimize the error de�ned by Equation 5.2 using active model

parameter perturbations, which in turn produces the desired set of optimized model parameters
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(Xj
* ) once converged. In addition to the optimized model parameters, this procedure creates a

covariance matrix used to propagate all prediction uncertainties and detail the linear relationships

between all active model parameters. All matrix manipulations and pseudo-inverse calculations

were performed using NumPy [217] – a Python library used to analyze large, multidimensional

arrays and matrices.

Essential to the ef�cacy of the MSI approach is the selection of comprehensive target values,

Ti, that serve to constrain model parameters by imposing prior distributions based on estimated or

known uncertainties. Many optimization procedures use only experimental data sets as target val-

ues, which have the potential to misinform models if uncertainties are unaccounted for (or poorly

constrained) or a �awed experiment produces non-physical results. In an effort to produce a multi-

scale model that is suf�ciently informed, and therefore well constrained, target values for the MSI

approach are sourced from multiple time and length scales that are generally categorized into four

classes: (I) molecular properties from ab initio calculations, (II) rate constant determinations, (III)

measured macroscopic observables, and (IV) reported or measured physical model parameters.

Target Class (I): Molecular Properties

Molecular properties from ab initio calculations are critical for model constraint as they im-

pose prior distributions on model parameters that can be further constrained with the addition of

rate constant determinations (Target Class II) and macroscopic observables (Target Class III). The

implementation of Target Class I data into the MSI framework is straightforward as there are as-

sumed to be no correlations with other active parameters in the prior model:

S8 9= X8 9 (5.8)

whereXij is the Kronecker delta.
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Target Class (II): Rate Constant Determinations

Rate constant determinations are typically inferred from experimental measurements as they

can not be measured directly. An ideal determination would involve a set of measurements that

can be predicted well when accounting for only a single reaction in the kinetic model. Performing

such an experiment, however, is nearly impossible in practice as related chemistry, commonly re-

ferred to as `secondary reactions', will inevitably affect predictions of those measurements to some

degree, thereby adding uncertainty to the overall rate constant determination. As such, it is usually

preferable to target raw experimental data directly (Target Class III) in the MSI framework to avoid

these additional uncertainties inherit to the kinetic analysis. That said, rate constant determinations

can be a convenient addition when the raw experimental data is not available or the experimental

measurements have low uncertainty, their predictions are well isolated from the in�uence of sec-

ondary reactions, and the kinetic analysis was performed with a model that accurately captures

all relevant chemistry. To include rate constant determinations in the MSI framework, theoretical

kinetics parameters are mapped to rate constant predictions using kinetic theory to calculate the

rate constants:

S8 9=
m;= :=¹) 8– %8– -8º

m-9
(5.9)

where kn(Ti, Pi, Xi) are the rate constant predictions for reactionn.

Target Class (III): Macroscopic Observables

Macroscopic observables (e.g., time- and temperature-dependent species mole fractions, shock

tube ignition delays, etc.) can be used to impose additional constraints on active model parame-

ters. A single set of macroscopic observables can help constrain the theoretical kinetic parameters

for many different reaction surfaces as predictions are typically in�uenced by numerous active

model parameters. Additionally, most macroscopic observables consist of raw experimental data,

meaning that uncertainties are limited to the experiment itself and are unlikely to contain system-
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atic errors that can be much more dif�cult to accurately quantify [105]. To include macroscopic

observables in the MSI framework, theoretical kinetics parameters are mapped to rate constant pre-

dictions (as shown for Target Class II) and rate constants are mapped to macroscopic observable

predictions:

S8 9=
Õ

=

m�8
m;= :=¹) 8– %8– -8º

m;= :=¹) 8– %8– -8º
m-9

(5.10)

where Fi are the macroscopic observable predictions.

Target Class (IV): Physical Model Parameters

Physical model parameters (e.g, experimental boundary and input conditions) share similar

sources of uncertainty with macroscopic observables (Target Class III) as their values are typi-

cally measured with instruments of limited accuracy (e.g., initial temperature via thermocouple).

Physical model parameters can also in�uence the interpretation of macroscopic observables (Tar-

get Class III) as predictions are often highly dependent on boundary and input conditions. The

implementation of Target Class IV data into the MSI framework is identical to the Target Class I

implementation (Equation 5.8).

5.2.2 Implementation

The MSI approach was implemented here for the NH3 kinetic system. Emphasis was placed

on the oxidation of NH3 by nitrogen-containing species as this sub-model accentuates a number of

highly-uncertain reactions (e.g., the NH2+NO2 reaction and numerous reactions involving H2NO)

that have proven to be important in many different combustion scenarios. The kinetic parame-

ters of the most in�uential reactions listed in Chapters 3 and 4 were designated as active model

parameters for this optimization (listed in Table 5.1) so that more accurate rate constant determi-

nations could be achieved through their simultaneous consideration. The remaining reactions in

117



Table 5.1: Active model parameters used in the MSI analysis
Reactions Kinetic Parameters

R5.1 NH3 + H , H2 + NH2 Ey
, ¹ ' 1º Ey

� ¹ ' 1º Ey
%¹' 1º a0

, ¹' 1º a0
� ¹' 1º a0

%¹' 1º

R5.2 NH3 + O , NH2 + OH Ey
, ¹ ' 2º Ey

� ¹ ' 2º Ey
%¹' 2º a0

, ¹' 2º a0
� ¹' 2º a0

%¹' 2º

R5.3 NH3 + OH , H2O + NH2 Ey
, ¹ ' 3º Ey

� ¹ ' 3º Ey
%¹' 3º a0

, ¹' 3º a0
� ¹' 3º a0

%¹' 3º

R5.4 NH3 + O2 , HO2 + NH2 Ey
, ¹ ' 4º Ey

� ¹ ' 4º Ey
%¹' 4º a0

, ¹' 4º a0
� ¹' 4º a0

%¹' 4º
R5.5 NH2 + NO2 , H2O + N2O A¹ ' 5º n¹ ' 5º Ea¹ ' 5º
R5.6 NH2 + NO2 , H2NO + NO A¹ ' 6º n¹ ' 6º Ea¹ ' 6º
R5.7 NH2 + NO , H2O + N2 A ¹ ' 7º n¹ ' 7º Ea¹ ' 7º
R5.8 NH2 + NO , NNH + OH A¹ ' 8º n¹ ' 8º Ea¹ ' 8º

R5.9 H2NO + OH, H2O + HNO Ey
, ¹ ' 9º Ey

� ¹ ' 9º Ey
%¹' 9º a0

, ¹' 9º a0
� ¹' 9º a0

%¹' 9º

R5.10 H2NO + NO2 , HNO + HONO Ey
, ¹ ' 10º Ey

� ¹ ' 10º Ey
%¹' 10º a0

, ¹' 10º a0
� ¹' 10º a0

%¹' 10º

R5.11 H2NO + O2 , HO2 + HNO Ey
, ¹ ' 11º Ey

� ¹ ' 11º Ey
%¹' 11º a0

, ¹' 11º a0
� ¹' 11º a0

%¹' 11º

R5.12 H2NO + HO2 , H2O2 + HNO Ey
, ¹ ' 12º Ey

� ¹ ' 12º Ey
%¹' 12º a0

, ¹' 12º a0
� ¹' 12º a0

%¹' 12º
R5.13 N2H2 + NO , N2O + NH2 A ¹ ' 13º n¹ ' 13º Ea¹ ' 13º

* Note that0 indicates the natural log (ln()) of that quantity

the model were treated as `secondary' reactions, meaning that their kinetic parameters were not

optimized. Instead, their A-factors were assigned uncertainties that correlated with their published

rate constant uncertainties from a variety of sources [103, 136, 137, 138, 104, 139, 140, 141, 142,

105, 102] to enable the rate constant of each secondary reaction to vary within the bounds of its

established accuracy. If published rate constant uncertainties were not available for a particular

secondary reaction, its uncertainty was conservatively assumed to be an order of magnitude so as

to not over-constrain that rate constant during target value predictions.

Reactions R5.1-R5.4 of Table 5.1 are important NH3 decomposition pathways with R5.2 and

R5.3 being highly in�uential in the jet-stirred reactor experiments presented in Chapters 3 (NH3+N2O)

and 4 (NH3+NO2), respectively. Reactions R5.9-R5.12 are critical H2NO oxidation pathways that

have introduced signi�cant uncertainties into many recent NH3 kinetic models (as detailed in Chap-

ter 4). Select molecular parameters within theoretical kinetics models for these eight reactions

were treated as active model parameters, which were further constrained by the comprehensive

target data set provided in Table 5.2. For these reactions, active model parameters included barrier

heights and well depths (� y) and scaling factors for harmonic frequencies (a0).
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Reactions R5.5-R5.8 and R5.13 proved to be highly in�uential in the kinetic analyses pre-

sented in Chapters 3 and 4 and are known to be important to many other combustion systems –

the combustion of energetic materials, the reduction of nitrogen oxides, and the oxidation of NH3

under engine-relevant conditions are a few noteworthy examples. The Arrhenius rate parameters

of these �ve reactions were treated as active model parameters and were constrained using the

rate constant determinations, macroscopic observables, and physical model parameters presented

in Table 5.2. The macroscopic observables consist mainly of temperature- and time-dependent

species mole fraction measurements while the physical model parameters include initial measures

of system temperature, pressure, and reactant mole fractions.

Target Class (I): Molecular Properties

Molecular properties generated from recent master equations calculations performed by Stagni

et al. [67], Klippenstein and Glarborg [144], and Stagni and Cavallotti [205] were designated as

targets for the molecular parameters of reactions R5.1-R5.4, R5.9, and R5.10-R5.12, respectively.

Target Class (II): Rate Constant Determinations

A single set of rate constant determinations from Klippenstein et al. [143] was used as a target

for reactions R5.5 and R5.6. All other experimental data was introduced into the MSI framework

in its `raw' form, which is typically preferential. The results from a kinetic sensitivity analysis of

the experimental data used to establish these rate constant determinations, however, indicated that

predictions were nearly exclusively dependent on the R5.5-R5.6 total rate constant and branching

ratio – indicating that secondary reactions were unlikely to in�uence these prior rate constant

determinations.

Target Classes (III) and (IV): Macroscopic Observables and Physical Model Parameters

Numerous sets of raw data designated as macroscopic observables in Table 5.2, in addition

to their corresponding physical model parameters, served as the primary constraints for reactions
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Table 5.2: Targets used in the MSI analysis
Molecular Properties (Class I) Reference

Ey
¹' 1º Ey

¹' 2º Ey
¹' 3º Ey

¹' 4º Stagni et al. [67]
a0

¹' 1º a0
¹' 2º a0

¹' 3º a0
¹' 4º

Ey
¹' 9º Klippenstein

a0
¹' 9º and Glarborg [144]

Ey
¹' 10º Ey

¹' 11º Ey
¹' 12º Stagni and

a0
¹' 10º a0

¹' 11º a0
¹' 12º Cavallotti [205]

Rate Constant Determinations (Class II)

k' ' 5¸ ' 6 Klippenstein et al. [143]

Macroscopic Observables (Class III) and Physical Model Parameters (Class IV)

System Reactants Observables Temperature Pressure

Jet
Stirred
Reactor

NH3/N2O NH3/N2O/NO 850–1180 K 1.05 atm Cornell et al. [56]
NH3/NO2/O2 NH3/NO2/NO/O2 700–1100 K 1.05 atm Cornell et al. [52]
NH3/NO/O2 NH3/N2O/NO 1100–1450 K 1 atm Dagaut and Nicolle [218]
NH3/NO/O2 NH3/NO2/N2O/NO/H2O 1100–1450 K 1 atm Dagaut [219]
NH3/O2 NH3/NO 500–1200 K 1.05 atm Stagni et al. [67]

Plug
Flow
Reactor

NH3/NO2/NO NH3/NO2/N2O/NO 850–1350 K 1.05 atm Glarborg et al. [145]
N2O/H2O NO2/N2O/NO/O2 1103–1173 K 1.5–10.5 atm Allen et al. [220]
NH3/H2O/H2 NO2/N2O/NO/O2 550–1200 K 1–20 atm Yetter et al. [9]
NH3/NO/O2 NO 900–1400 K 1.0 atm Vilas and Glarborg [221]
NH3/NO/H2O/O2 NO 1000–1400 K 1 atm Duo et al. [222]
NH3/NO/H2O/O2 N2O/NO/O2 923–1373 K 1 atm Kasuya et al. [61]
NH3/O2 NH3/NO/H2O/O2/N2/H2 1300–2000 K 1.25 atm Stagni et al. [67]
NO2/NO/H2/O2 NO2/NO/H2O/H2/O2 750–1100 K 0.5–14 atm Mueller et al. [223]
NH3/O2 NH3/N2O/O2 450–925 K 30, 100 bar Song et al. [126]

Shock
Tube

Benzylamine/NO2/AR NH2/NO2/N2O 1330–1527 K 1.3–1.5 atm Song et al. [191]
Benzylamine/NO/AR NH2 1262–1726 K 1.1–1.5 atm Song et al. [203]
Benzylamine/AR NH2 1225–1599 K 1.1–1.5 atm Song et al. [192]
CH3NH2/NH3/NO/AR NH2 1826–2159 K 1.0–1.2 atm Song et al. [204]
NH3/N2O NH3/N2O/OH 1750–2060 K 0.6–1.1 atm Salimian et al. [173]
NH3/N2O NH3/N2O/H2O/NO/OH 1600–2100 K 0.8-1.1 atm Salimian et al. [85]
NH3/H2 NH3 2100–3000 K 0.8–1.3 atm Alturai� et al. [207]
NH3 NH2/NH 2200–2800 K 0.8–1.1 atm Davidson et al. [224]
N2O N2O 1546–2476 K 1.1–1.4 atm Mulvihill et al. [225]
NO2 NO2 1350–2100 K 0.3–380 atm Röhrig et al. [226]
NH3/O2 g86= 1560–2455 K 1.2–30.4 atm Mathieu and Petersen [75]

Photolysis
Reactor

NH3/NH2/NO2/O N2O/H2O 300–990 K 1–9 torr Park and Lin [187, 189]

Discharge
Flow
Reactor

NH3/NO2/NO/OH OH 297–364 K 1 torr Stephens [174]

* Note that0 indicates the natural log (ln()) of that quantity
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R5.5-R5.8 and R5.13. These targets originate from a diverse set of experimental systems that span

a large parameter space of temperatures (297-3000 K), pressures (1 torr - 100 bar), and species

mole fractions. Uncertainties in the macroscopic observables and physical model parameters were

either reported in their corresponding publications or were estimated using a range of typical values

speci�c to the experimental and diagnostic systems used.

The nominal NH3 kinetic model needed for the MSI framework was built upon the foundational

nitrogen chemistry kinetic model of Glarborg et al. [27]. Since the publication of the Glarborg et

al. model, however, there have been a number of improvements to NH3/NOx sub-models that are

relevant to overall NH3 kinetics and were therefore incorporated into the nominal model in an ef-

fort to make it more comprehensive and reduce overall uncertainties. These sub-model additions

include (1) an updated NH3 pyrolysis model [122, 227, 228], (2) an updated N2O decomposition

model based on recent shock tube measurements [225], (3) updated HONO-HNO2 decomposition

kinetics from master equation calculations [152, 154, 153, 155], (4) recent theoretical predictions

of the NH2+HO2 reaction [66, 144], (5) a theoretical study of numerous NxHy reactions [129], (6)

a theoretical and experimental study of NH3 oxidation kinetics [67], (7) recent theoretical predic-

tions of H-abstractions from H2NO [205], and (8) a comprehensive Benzylamine decomposition

fragment model that includes updated ring-destruction reactions [229] needed to analyze numerous

data sets [203, 191, 192, 204] critical to understanding the NH2+NO2 (R5.5-R5.6) and NH2+NO

(R5.7-R5.8) total rate constants and branching ratios at elevated temperatures.

5.3 Results and Discussion

The optimized set of active model parameters resultant from the MSI analysis described above

yields predictions that agree well with the molecular properties targets, rate constant determina-

tions, macroscopic observables, and physical model parameters listed in Table 5.2. The model

also does well predicting experimental measurements involving similar chemistry that were not

incorporated into the MSI framework, showcasing the model's ability to extrapolate predictions

beyond the target data set – examples will be provided later in this section. The full MSI model
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is provided in Appendix D, which includes thermochemistry, transport properties, and Arrhenius

rate expressions for all reactions.

5.3.1 Class III/IV Target Data

One of the more in�uential target sets for the active model parameters of this study is the shock

tube speciation data reported by Song et al.[203, 191, 192, 204] in 2001 and 2002. This data is of

particular interest as it is one of the few data sets available in the open literature that constrains both

the NO2+NH2 (R5.5-R5.6) and NH2+NO (R5.7-R5.8) reactions at high temperatures (� 1500 K).

Considering that prior rate constant determinations for R5.5-R5.6 and R5.7-R5.8 would have been

dependent on Benzylamine chemistry (as this molecule was used to produce NH2 during these

shock tube experiments), it is of interest to re-analyze this data using an updated Benzylamine ki-

netic mechanism (such as the one present in the nominal MSI model). The hydrocarbon chemistry

related to Benzylamine decomposition has changed signi�cantly over the past two decades [229],

which will likely impact the interpretation of raw species pro�les and thereby alter any rate con-

stant determinations for R5.5-R5.6 and R5.7-R5.8 based on these experiments. Additionally, many

reactions in H/N/O kinetic sub-models have also been updated in recent years, which is likely to

further in�uence the kinetic analysis of this system.

A comparison of the raw species pro�les and corresponding model predictions from the con-

verged MSI model are provided in Figures 5.1 and 5.2 for the shock tube experiments performed

by Song et al.[203, 191, 192, 204]. Overall, the agreement between the converged MSI model pre-

dictions and shock tube species pro�les is very good. Besides a single set of NH2 measurements

at 1399 K, which fall just outside of the converged model's error bars, all predictions match the

experimental data well within reported uncertainties.
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