Skin layer recovery of free-surface wakes: Relationship to surface renewal and dependence on heat flux and background turbulence
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Abstract. The thermal signatures of free-surface wakes observed in the open ocean show that the recovery of the cool skin layer is related to the degree of surface mixing and to ambient environmental conditions. Wakes produced by two surface-piercing cables of O(10^{-2} m) in diameter are analyzed using infrared imagery. Under low-wind-speed conditions when the swell and surface current were aligned, the wakes exhibited distinctive patchlike features of O(1 m) in diameter that were generated by the passage of individual waves. The time t_s required by the skin layer to recover from these disturbances is compared to the surface-renewal timescale \tau used in heat and gas flux models. At low wind speeds, t_s is comparable to \tau, but at moderate wind speeds the agreement is poor. The spatial and temporal variations in the skin temperature of these wakes are related to a wave Reynolds number used to characterize the strength of the disturbance due to the waves. The recovery process is characterized in terms of the restoring internal energy flux J_r which is proportional to both the initial thickness and the thermal recovery rate of the skin layer and was found to be directly related to the strength of the surface disruption. Comparison of the wake results with laboratory and other field measurements of breaking waves implies that J_r is also a strong function of the net heat flux and background turbulence, which relate directly to the existing environmental conditions such as wind stress and sea state. Our results demonstrate that J_r may vary by several orders of magnitude, depending on the environmental conditions.

1. Introduction

The temperature difference across the thermal boundary layer at the ocean surface is recognized as being relevant to satellite-based measurements of sea surface temperature [Schlüssel et al., 1990; Harris and Saunders, 1996] and to the accurate estimation of air–sea fluxes of gas and heat [Robertson and Watson, 1992; Van Scoy et al., 1995; Fairall et al., 1996]. Because the net heat flux through this thermal “skin layer” is normally from the ocean to the atmosphere, observations show that the “skin temperature” is typically 0.1° to 0.5°C less than the bulk temperature immediately below [Katsaros, 1980; Robinson et al., 1984]. An infrared radiometer is ideally suited for measuring the skin temperature since the optical depth of O(10^{-5} m) is much less than the skin layer thickness of O(10^{-3} m) [McAlister and McLeish, 1969; Wu, 1971; Hill, 1972]. Convincing evidence for the existence of the skin layer of the ocean was first provided by Ewing and McAlister [1960], who made infrared skin temperature measurements of the thermal recovery of surface disruptions produced by a pump and by breaking waves. Hasse [1990] proposed that the thermal recovery time of the skin layer t_s may be used to estimate the surface-renewal timescale \tau, which is the basis for surface-renewal bulk-flux models. His estimate of \tau = 10 s, derived from typical ocean values of net heat flux and bulk–skin temperature difference, is comparable to the skin layer recovery times measured by Ewing and McAlister [1960] and by Katsaros [1977], as well as to the air–sea exchange timescales inferred by Jähne et al. [1989]. However, Ewing and McAlister [1960, p. 1374] also reported a range of skin layer recovery times and that “a remarkable finding was that less intense disturbance of the water failed to produce measurable effects.” This early insight that the level of turbulence that disrupts the skin layer plays a significant role in the recovery process is supported by the recent results of Jessup et al. [1997a], who reported open-ocean t_s values of O(10^{-1} s) and furthermore found that the skin layer recovery rate in the wakes of breaking waves was correlated with a measure of the energy dissipation rate due to breaking.

Classical surface-renewal theory used in models for the flux of gas [Danckwerts, 1951] and heat [Liu et al., 1979] is based on the continuous random renewal of the surface by turbulent eddies from below. The idealized renewal process is one in which disruption is complete and instantaneous and recovery begins immediately. The average age of fluid elements occupying the surface is taken as the characteristic timescale for surface renewal \tau which also is interpreted as the mean time between successive surface-renewal events. In reality, not all renewal eddies produce fluid-parcel overturning at the surface as illustrated in Figure 1a.
Figure 1. (a) (top) Conceptual sketch of the random-eddy penetration process [Harriott, 1962] occurring on the water side of the air–sea interface and (bottom) a time series of the boundary layer thickness $\delta$ at a single location (adapted from Gulliver [1991]). Turbulent eddies intermittently penetrate the boundary layer, forcing $\delta$ toward zero and allowing the underlying water to mix to the surface. (b) Idealized time series of sea surface temperature $T_s$ for a cool skin layer at a single location, illustrating the distinct difference between the skin layer recovery time $t_r$ and the surface-renewal timescale $\tau$. Skin layer recovery is the response to a disruptive event. As the turbulence decays, $T_s$ returns to its original value after a time $t_s$. In contrast, $\tau$ is the time between renewal events.

and as described in random-eddy penetration models [Harriott, 1962]. Accordingly, the thickness of the skin layer $\delta$ varies over space and time as eddies intermittently penetrate the layer.

In contrast to the surface-renewal timescale, the skin layer recovery time $t_r$ characterizes the diffusive process following disruption of the surface by a renewal eddy or other turbulent event. For a cool skin layer, Figure 1b illustrates how warmer bulk water mixes to the surface, so that immediately after a disruption the skin temperature $T_s$ is approximately equal to the bulk temperature $T_b$. As the turbulence gradually decays, $T_s$ returns to its original value after a time $t_r$. At times, multiple renewal events successively disrupt the skin layer before the initial disturbance has had a chance to recover fully. Furthermore, a sufficiently energetic and enduring disruption may delay the onset of recovery for a finite time. As the strength of the disturbance increases, the resulting increase in turbulence will force a longer $t_r$. While both the skin layer recovery time and surface-renewal timescale are undoubtedly affected by turbulence, Figure 1b emphasizes that these two quantities may be distinctly different.

For shear-driven turbulence, $\delta$ can be related to the friction velocity in the water $u_*\delta$ through dimensional analysis by

$$\delta \propto \frac{v}{u_*},$$

(1)

where $v$ is the kinematic viscosity. Saunders [1967a] asserted that the average bulk–skin temperature difference, $\Delta T = T_b - T_s$, can be described by

$$\Delta T \propto -\frac{Q_{net}}{k} \delta,$$

(2)

where $k$ is the thermal conductivity and $Q_{net}$ is the net heat flux across the skin layer (positive into the ocean). For a given $Q_{net}$, $\delta$ defines $\Delta T$ and is controlled by the near-surface turbulence intensity in the water. This interpretation of the dependence of $\Delta T$ on $\delta$ is consistent with the idea that the recovery of the skin layer is directly related to the decay of turbulence as observed by Ewing and McAllister [1960] and shown by Jessup et al. [1997a]. However, we expect that the skin layer recovery process will depend not only on the strength of the disruption but also on the net heat flux and the intensity of the background turbulence, as (1) and (2) imply.

Wick et al. [1996] have shown the similarity among theoretical models for $\Delta T$ when $\tau$ and $\delta$ are represented by the Kolmogorov time and length microscales as derived from the turbulent dissipation rate. Since $\tau$, as well as $\delta$, is not constant as the nature of turbulence changes, Soloviev and Schliissel [1994] proposed a variable timescale for the surface-renewal process to account for the difference between turbulence generated in the free-convective [Foster, 1971] and shear-driven [Csanady, 1990] regimes. Within a given regime, energetic turbulent events such as breaking waves may enhance the surface-renewal rate within the wake of a skin layer disruption.

Here we present nighttime observations and analysis of the infrared signatures of free-surface wakes generated by surface-piercing cables deployed from R/P Flip under environmental conditions that varied from free to moderately forced convection. We demonstrate that the agreement between $\tau$ and $t_r$ depends on the environmental conditions. The skin layer recovery process is characterized in terms of the restoring internal energy flux $J_r$, which is directly proportional to both the initial thickness and the rate of thermal recovery of the skin layer. The results show that the skin layer recovery process is directly related to the strength of surface disruption and is dependent on the net heat flux, wind stress, and sea state.

2. Field Experimental Procedure

In January 1992, infrared images of the sea surface were collected 400 nautical miles (740 km) off the coast of San Diego aboard R/P Flip. Figure 2 shows the location of the primary instrumentation used in this study. We used an Agema model 880 LW infrared imager operating in the spectral range of 8–12 $\mu$m, which provided an integrated sea surface temperature over an effective depth of $10^{-5}$ m. The noise-equivalent temperature difference of 0.05°C for the imager allowed the detection of minute variations in temperature for use as a flow visualization tool. The images were digitized at a frame rate of 6.25 Hz and have an im-
Figure 2. (top) Primary instrument deployment on the port boom aboard R/P Flip. (bottom) Plan view showing the orientation of R/P Flip with respect to the swell. The surface-piercing cables at the end of the boom generate two wakes with an infrared signature such as those shown in Plate 1. The imager was oriented parallel to the instrument boom such that it viewed the surface directly under the boom. The swell approached from the west, and R/P Flip was oriented so as to produce the “ordered” wake structure.

In conjunction with the infrared imager, we measured the skin temperature with a Heimann model KT-19 infrared radiation thermometer to an absolute accuracy better than ± 0.1°C [Zappa, 1994]. A wave-following thermistor chain of five Sea-Bird model SBE-3 oceanographic thermometers provided a vertical profile of the bulk water temperature in the top 5 m. Combining the sea surface and bulk temperature measurements, we calculated ΔT using $T_s$ corrected for sky reflection (see Appendix A) and $T_b$ at a depth of 0.1 m. Propeller and vane anemometers at heights of 10 and 25 m monitored the wind speed and direction. An aspirated slow-response thermistor measured the air temperature, and a shielded Rotronics probe monitored the relative humidity. An Eppley model PSP pyranometer measured the solar irradiance, while an Eppley model PIR pyrgeometer measured the irradiant longwave radiation from the sky. Details of the calculation of net heat flux are described by Zappa [1994] and follow standard bulk formulations. An InterOcean Systems model S4 current meter measured the speed and direction of the ocean currents at a depth of approximately 5 m. Finally, a wire wave gauge (Delavan model C/420-0 liquid level meter) and a scatterometer [Keller and Plant, 1990] used as an altimeter provided redundant measurements of sea surface displacement. During the experiment, the 1-cm diameter wire wave gauge was modified by attaching 3-cm diameter PVC tubing cut into 3-cm-long sections spaced at 1-m intervals. A 0.25-cm diameter grounding cable was then attached to these PVC sections, separating the grounding cable from the wave gauge cable and increasing the effective diameter of the cable.

3. Observations and Results of Free-Surface Wakes

Figure 2 shows the two surface-piercing instrument cables that were deployed from the port boom of the freely drifting R/P Flip. The infrared signature of the disruption of the skin layer by the cables provided a means to detect and characterize the free-surface wakes that were continuously generated. The disturbance produced by the relative flow past the cables ruptured the cool skin layer and mixed the warmer bulk water from below to the surface. The appearance of the wake signatures varied with envi-
environmental conditions and was categorized as "ordered," "wispy," and "convective" (see Table 1). The pattern observed was directly related to the wind speed and the nature of the oscillatory flow past the cables generated by the swell in combination with the relative drift current.

Plate 1 is an infrared image of the ordered wakes, showing periodic, patchlike features within which the surface temperature was up to 0.4°C greater than the undisturbed skin temperature. This distinctive pattern occurred under low wind conditions when the waves and current were aligned. The conditions existing during the ordered wakes are shown schematically in Figure 2, where R/P Flip is drifting at 0.15 m s\(^{-1}\) at a bearing of 306° with an orientation of 280° (the keel points roughly into the wind).

From recordings of the infrared images, we observed that the relative surface drift past R/P Flip was aligned with the swell which approached from the west. The large, turbulent patches coupled with the long, slender wakes indicate a periodic flow. The interaction of the swell waves with the current produced large variations in the relative flow past the cables, resulting in this distinctive periodic wake structure.

As the crest of a wave propagated past the relatively stationary cable, it induced a large surface motion that produced a long, slender wake. As a wave trough passed the cable, the current and orbital velocities counteracted each other, resulting in a lull in relative flow. During this period the cable continuously mixed the formation of large, patchlike features. Upon passage of yet another wave crest, the turbulent patch was accelerated away from the cable, leading to the formation of large, patchlike features. Upon passage of yet another wave crest, the turbulent patch was accelerated away from the cable, increasing the level of disruption within the patch and forming another long, slender wake. The large circular turbulent patches were of \(O(1 \text{ m})\) in diameter, and the long, slender wakes were of \(O(10^4 \text{ m})\) in width. Thus the wake features were roughly 100 times the 0.01-m diameter \(D\) of the cable.

Tracking the evolution of a single patch throughout its lifetime illustrates the difference in the growth and decay cycles of the temperature distribution and the wake width. Plate 2 shows image time series of a single patch formed by the passage of an individual wave with a period \(T_o\) of 6.4 s and wave height \(H_o\) of 1.0 m. The period \(T_o\) of individual waves was found by measuring the time between zero crossings on the upslope of the surface displacement time series. The wave height \(H_o\) was taken as the difference between the maximum and minimum surface displacement within \(T_o\). The first image, at time \(t = 0.0\) s, shows the uniform and undisturbed cool skin layer just prior to the initial disturbance. At \(t = 5.9\) s the temperature within the patch reached a maximum, denoted by the white area within the images. At \(t = 8.2\) s the image shows the formation of a narrow wake, indicating that the patch was advected away from the cable at this time. The patch continued to grow in size, even though the cable no longer interacted within it, reaching maximum width at \(t = 13.1\) s (roughly twice \(T_o\)). After this time the patch slowly decayed in size until it eventually drifted out of the field of view after approximately 41 s.

Figure 3 shows cross-sectional profiles of the temperature of the patch in Plate 2 at different stages of development. The patch grew in size and increased in temperature from its initial stages until the temperature within the patch reached a maximum. That the patch continued to grow in size even though the temperature within the patch began to diminish implies the thermal recovery of the skin layer began to take place even as the turbulence continued to diffuse laterally. The temperature profiles across the patch suggest a Gaussian temperature distribution. The mean of the distribution represents the center of the patch, and 2 standard deviations provide a measure of the wake width. We defined the characteristic patch dimension, \(b\), as the average of orthogonal wake widths. Also we defined the temperature difference across the patch \(\Delta T_w\) as the difference between the maximum temperature \(T_{\text{max}}\) within the turbulent patch and the undisturbed skin temperature \(T_{\text{amb}}\).

As the wakes formed continuously with the periodicity of the

| Table 1. Environmental Conditions for the “Ordered” and “Wispy” Wakes Produced by the Two Cables and the “Convective” Patchiness |
|-----------------------------|-----------------------------|-----------------------------|
| Ordered                       | Wispy                       | Convective                  |
| Time, LT                      | 1931–2040                   | 2235–2334                   | 2105–2205                   |
| Wind speed, \(U_{10}\), m s\(^{-1}\) | 2.1 ± 0.2                   | 7.3 ± 0.4                   | 0.7 ± 0.3                   |
| Wind direction, deg           | 284 ± 9                     | 34 ± 2                      | 287 ± 19 (40 min.)          |
| Keel heading, deg             | 270 ± 8                     | 18 ± 4                      | 300 ± 22                    |
| Wave direction, deg           | 270                         | 270                         | 280                         |
| Air temperature \(T_a\), °C    | 14.65 ± 0.05                | 14.6 ± 0.0                  | 14.5 ± 0.1                  |
| Relative humidity \(RH\), %    | 88.9 ± 0.6                  | 89.2 ± 0.6                  | 88.5 ± 0.7                  |
| Bulk water temperature \(T_b\) (uniform with depth), °C | 14.34 ± 0.01              | 14.70 ± 0.05                | 14.29 ± 0.02                |
| Sea surface temperature \(T_s\), °C | 13.75 ± 0.03            | 14.51 ± 0.04                | 13.72 ± 0.07                |
| Net heat flux \(Q_{\text{net}}\), W m\(^{-2}\) | -94.0 ± 2.9                 | -128.3 ± 3.6                | -88.4 ± 4.5                 |
| Friction velocity \(u_*\), m s\(^{-1}\) | 0.0022 ± 0.0002           | 0.0094 ± 0.0006             | 0.0007 ± 0.0004             |
| Surface Richardson number \(R_{\text{fo}}\) | \(-3.25 \times 10^{-3}\)  | \(-1.3 \times 10^{-5}\)   | -1.4                         |
Plate 1. Infrared signature of ordered wakes emanating from two surface-piercing cables generated under low wind conditions by swell waves propagating in the direction of the mean current. The slender wakes were produced when the horizontal orbital velocity added to the mean current as the crest of the wave passed the cable. The large patches were produced during periods of low relative velocity when the trough passed. The cable diameter is of \(O(1\text{ m})\), and the patches are of \(O(1\text{ m})\) in diameter (image size is \(5\text{ m} \times 5\text{ m}\)). The wind speed was \(2\text{ m s}^{-1}\). The significant wave height was 3.7 m.

In general, the thermal and spatial signatures of the patches show that the skin layer disruptions produced by larger waves resulted in longer lasting and stronger disturbances, resulting in larger and more persistent patches. Figure 4 shows three examples of time series of \(b\) and \(\Delta T_w\) that illustrate the effects of waves of different heights and periods. We characterized the disturbance caused by an individual wave by a wave Reynolds number, defined as

\[
Re_w = \frac{u_o}{\nu k_o} = \frac{a_o \omega_o}{\nu k_o},
\]

where \(u_o = a_o \omega_o\) is the orbital velocity according to linear wave theory, \(a_o = H_o/2\) is the wave amplitude, \(\omega_o = 2\pi f_o\) is the wave frequency, and \(k_o\) is the wavenumber based on the dispersion relation for linear waves.

Figure 4 shows the dependence \(b\) and \(\Delta T_w\) on \(Re_w\) for three examples over the range of \(Re_w\) encountered. We analyzed 15 ordered patches, for which \(b_m\), the maximum value of \(b\), ranged between 0.5 and 1.7 m and the patch lifetime was between 35 and 80 s. Figure 4a shows that the width, the time required to reach the maximum width, and the lifetime of the patches all increased with increasing \(Re_w\). For all patches, \(b_m\) occurred well after the patch was advected away from the cable. Figure 4b shows that for all the patches analyzed, \(\Delta T_w\) rapidly increased to its maximum and that its decay was approximately linear with time. Closer observation of the time series of the wake signatures showed that the maximum \(\Delta T_w\) increased linearly from 0.4° to 0.5°C with increasing \(Re_w\), suggesting that the skin layer may not have been completely destroyed by weaker disturbances. None of the patches completely recovered before drifting out of the field of view. Extrapolating the complete evolution and decay cycle for the patch with the largest \(Re_w\) produced a lifetime of 120 s.

Jessup et al. [1997a] recently demonstrated that the skin layer recovery rate scales with the energy dissipation rate in the wakes of breaking waves. Larger breaking waves dissipate more energy and produce more turbulence, resulting in slower skin layer recovery rates. For dimensional consistency their results were presented in terms of a "restoring heat flux" which they defined as the rate of heat transfer per unit area required to reestablish the skin layer. Here we reinterpret this parameter and identify it by the more physically descriptive designation of the restoring internal energy flux \(J_r\). When the cool skin layer is disturbed and replaced by warmer water from below, heat must be lost within a layer of original thickness \(\delta\) for the cool skin layer to recover. Therefore the restoring internal energy flux is defined as the rate of decrease in internal energy of a cool skin layer per unit area during the recovery process and is given by

\[
J_r = \rho c_p \delta \frac{d}{dt} R_t,
\]

where \(\rho\) is the density of water, \(c_p\) is the specific heat of water, and \(R_t\) is the recovery rate of the skin layer. Jessup et al. [1997a] showed that \(J_r\) was correlated with measures of the energy dissipation rate per unit area due to large-scale breaking waves in the field and laboratory.

In general, the thermal and spatial signatures of the patches show that the skin layer disruptions produced by larger waves result in longer lasting and stronger disturbances, resulting in larger and more persistent patches. We characterized the disturbance caused by an individual wave by a wave Reynolds number, defined as

\[
Re_w = \frac{u_o}{\nu k_o} = \frac{a_o \omega_o}{\nu k_o},
\]

where \(u_o = a_o \omega_o\) is the orbital velocity according to linear wave theory, \(a_o = H_o/2\) is the wave amplitude, \(\omega_o = 2\pi f_o\) is the wave frequency, and \(k_o\) is the wavenumber based on the dispersion relation for linear waves.

Figure 4 shows the dependence \(b\) and \(\Delta T_w\) on \(Re_w\) for three examples over the range of \(Re_w\) encountered. We analyzed 15 ordered patches, for which \(b_m\), the maximum value of \(b\), ranged between 0.5 and 1.7 m and the patch lifetime was between 35 and 80 s. Figure 4a shows that the width, the time required to reach the maximum width, and the lifetime of the patches all increased with increasing \(Re_w\). For all patches, \(b_m\) occurred well after the patch was advected away from the cable. Figure 4b shows that for all the patches analyzed, \(\Delta T_w\) rapidly increased to its maximum and that its decay was approximately linear with time. Closer observation of the time series of the wake signatures showed that the maximum \(\Delta T_w\) increased linearly from 0.4° to 0.5°C with increasing \(Re_w\), suggesting that the skin layer may not have been completely destroyed by weaker disturbances. None of the patches completely recovered before drifting out of the field of view. Extrapolating the complete evolution and decay cycle for the patch with the largest \(Re_w\) produced a lifetime of 120 s.

Jessup et al. [1997a] recently demonstrated that the skin layer recovery rate scales with the energy dissipation rate in the wakes of breaking waves. Larger breaking waves dissipate more energy and produce more turbulence, resulting in slower skin layer recovery rates. For dimensional consistency their results were presented in terms of a "restoring heat flux" which they defined as the rate of heat transfer per unit area required to reestablish the skin layer. Here we reinterpret this parameter and identify it by the more physically descriptive designation of the restoring internal energy flux \(J_r\). When the cool skin layer is disturbed and replaced by warmer water from below, heat must be lost within a layer of original thickness \(\delta\) for the cool skin layer to recover. Therefore the restoring internal energy flux is defined as the rate of decrease in internal energy of a cool skin layer per unit area during the recovery process and is given by

\[
J_r = \rho c_p \delta \frac{d}{dt} R_t,
\]

where \(\rho\) is the density of water, \(c_p\) is the specific heat of water, and \(R_t\) is the recovery rate of the skin layer. Jessup et al. [1997a] showed that \(J_r\) was correlated with measures of the energy dissipation rate per unit area due to large-scale breaking waves in the field and laboratory.

In general, the thermal and spatial signatures of the patches show that the skin layer disruptions produced by larger waves result in longer lasting and stronger disturbances, resulting in larger and more persistent patches. We characterized the disturbance caused by an individual wave by a wave Reynolds number, defined as

\[
Re_w = \frac{u_o}{\nu k_o} = \frac{a_o \omega_o}{\nu k_o},
\]

where \(u_o = a_o \omega_o\) is the orbital velocity according to linear wave theory, \(a_o = H_o/2\) is the wave amplitude, \(\omega_o = 2\pi f_o\) is the wave frequency, and \(k_o\) is the wavenumber based on the dispersion relation for linear waves.

Figure 4 shows the dependence \(b\) and \(\Delta T_w\) on \(Re_w\) for three examples over the range of \(Re_w\) encountered. We analyzed 15 ordered patches, for which \(b_m\), the maximum value of \(b\), ranged between 0.5 and 1.7 m and the patch lifetime was between 35 and 80 s. Figure 4a shows that the width, the time required to reach the maximum width, and the lifetime of the patches all increased with increasing \(Re_w\). For all patches, \(b_m\) occurred well after the patch was advected away from the cable. Figure 4b shows that for all the patches analyzed, \(\Delta T_w\) rapidly increased to its maximum and that its decay was approximately linear with time. Closer observation of the time series of the wake signatures showed that the maximum \(\Delta T_w\) increased linearly from 0.4° to 0.5°C with increasing \(Re_w\), suggesting that the skin layer may not have been completely destroyed by weaker disturbances. None of the patches completely recovered before drifting out of the field of view. Extrapolating the complete evolution and decay cycle for the patch with the largest \(Re_w\) produced a lifetime of 120 s.
covered more slowly than those due to smaller waves. For each patch we computed a mean $R_t$ as the absolute value of the slope of a linear fit to the time series of $\Delta T_w$ starting at its maximum, as illustrated in Figure 4b. Since we did not directly measure the skin layer thickness, $\delta$ is determined from published values for the given wind conditions [Wu, 1971; Hill, 1972; Katsaros et al., 1977]. In Figure 5, $J_p$ for each patch, as computed from (4) with $\delta = 2$ mm, is plotted as a function of $Re_w$. The result shows that $J_p$ is correlated with $Re_w$, which characterizes the strength of the disruption, such that patches described by larger $Re_w$ recover more slowly. Figure 6 shows a similar plot for the patch width recovery rate $R_b$, which is calculated in a manner similar to $R_t$ and also decreases with increasing $Re_w$.

At higher wind speeds, between 5 and 10 m s$^{-1}$, the disturbances from the cables remained visible but were very small and of short duration because of the rapid skin layer recovery rate due to the increased heat flux. Figure 7 shows a snapshot of these wispy wakes (see Table 1 for environmental conditions), which are more clearly evident in a recording of the imagery played at high speed. In the top left corner of Figure 7, the wakes appear as small bright features at the bottom of thin dark bands, which correspond to the wires. These wake features lasted for merely a few image frames or of $O(10^{-1} \text{s})$, verifying the rapid recovery of the skin layer under these conditions. The occurrence of any wake signature at these higher wind speeds does not agree with the results of Konda et al. [1994], who concluded that the skin layer disappears at wind speeds above 5 m s$^{-1}$ owing to intense surface mixing caused by the high shear stress. P. J. Minnett (personal communication, 1998) has also observed a $\Delta T$ near $0.2^\circ\text{C}$ at wind speeds up to 15 m s$^{-1}$ using an interferometer to measure $T_s$. 
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**Figure 3.** Cross-sectional profiles of the temperature of the wake in Plate 2 at different stages of development. The characteristic wake dimension $b$ defines the size of the patch, and the temperature difference across the patch is $\Delta T_w = T_{\text{max}} - T_{\text{amb}}$. Although the temperature within the patch begins to diminish after reaching $T_{\text{max}}$, the patch continues to enlarge.
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**Figure 4.** (a) Time evolution of patch width $b$ for three wakes with different wave Reynolds numbers $Re_w$, each produced by an individual wave. Waves with larger $Re_w$ produce larger wakes that take longer to reach maximum size, resulting in longer skin layer recovery times. Skin layer disruptions lasting up to 60 s were measured, after which time they traveled out of the field of view. Extrapolating the trend for the largest $Re_w$ event observed gives a skin layer recovery time of approximately 120 s. (b) Time series of maximum temperature difference between the patch and the undisturbed surface for the three patches in Figure 4a. Although each patch rapidly reaches a maximum $\Delta T_w$, the rate of thermal recovery of the skin layer is a function of $Re_w$. The slope of the line fitted from the maximum $\Delta T_w$ is taken as the skin layer recovery rate $R_t$. 
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4. Discussion

4.1. Comparison of Observed Skin Layer Recovery Times With Parameterized Surface-Renewal Timescales

We have measured the infrared signatures of the ordered wakes under very low wind speeds (≈2.1 m s⁻¹) and of the wispy wakes under moderate wind speeds (≈7.3 m s⁻¹). The net upward heat flux was roughly -94 and -128 W m⁻², respectively, resulting in a cool skin layer in both cases. Following disruption, the skin layer recovers to a thickness characterized by the level of turbulence in the water within the wake. As the turbulence level at the interface diminishes, the skin layer thickens and \( \Delta T \) increases ever closer to its initial value. This may explain the increase in maximum \( \Delta T_w \) from 0.4° to 0.5°C as a function of increasing \( \text{Re}_w \) for the ordered wakes. At low \( \text{Re}_w \), weak turbulence within the wake may not completely destroy the cool skin and therefore \( \Delta T_w \) may slightly underestimate \( \Delta T \) (see Appendix B). Nevertheless, the level of turbulence generated in the wake of the cable was responsible for its slow recovery, implying that the timescale for skin layer recovery is directly related to the level of disruption.

Hasse [1990] proposed that the skin layer recovery time \( t_r \) may be used to estimate the surface-renewal timescale \( \tau \). Since our results vary over conditions ranging from low to moderate wind speed regimes, we evaluate the comparison using the parameterizations for the time scale of surface renewal proposed by Soloviev and Schlüssel [1994]. At low wind speeds \( (U_{10} < 5 \text{ m s}^{-1}) \) they suggested that the characteristic \( \tau \) follows the injection model of Foster [1971]. According to Foster’s model, intermittent convection provides the mechanism for surface renewal on a timescale of

\[
\tau_c = C_c \left( \frac{v \rho \alpha_p}{\alpha_g \rho g} \right)^{1/2},
\]

where \( C_c \) is a dimensionless constant, \( g \) is the acceleration due to gravity, and \( \alpha \) is the coefficient of thermal expansion of water. For moderate wind conditions \( (U_{10} = 5-10 \text{ m s}^{-1}) \), Soloviev and Schlüssel [1994] suggest that the most intense surface renewal is caused by surface shear-stress variations associated with microscale wave breaking, as proposed by Csanady [1990]. According to Csanady’s model, the timescale for surface renewal is

\[
\tau_s = C_s \frac{v}{u^*},
\]

where \( C_s \) is a dimensionless constant. The constants \( C_c \) and \( C_s \) for our data were determined independently to be 15.4 and 554, respectively [Wick and Jessup, 1998].

Soloviev and Schlüssel [1994] characterized the transition from free to forced convection within the skin layer with the surface Richardson number \( R_f_o \), defined by Kudryavtsev and Soloviev [1985] as

\[
R_f_o = \frac{\rho g \alpha_p \rho g}{\rho \rho g c_p u^*},
\]

This parameter describes the ratio of buoyancy to shear forcing, and the form in (7) is valid for our data since the calculated surface salt flux was a minor part of the surface buoyancy flux (~5%). The critical value for the surface Richardson number is determined as \( R_f_o_c = (C_c/C_s)^2 \), and for our data is \( -7.7 \times 10^{-4} \). This value is of the same order as those determined by Soloviev and Schlüssel [1994] and Wick et al. [1996]. When \( R_f_o \) ap-
Figure 7. Snapshot of "wispy" wakes emanating from the surface-piercing cables. The digitally enhanced, dark, vertical bands at top left are the cables, and the faint white features at the bottom of the cables are the wispy wakes, which last for merely a few image frames, or of O(10^{-1} s). Note the lack of a discernible boom reflection (compare with Figure 8). The wind direction is from right to left.

Infrared images of the sea surface reveal characteristic features that can be attributed to these specific turbulence regimes. The uniform background for the wispy wakes depicted in Figure 7 was produced by the well-mixed near-surface layer and is typical of our infrared observations made during shear-driven conditions. In contrast, the infrared images in Figure 8 illustrate the transition into the regime of intense buoyancy-produced turbulence near the air–water interface. Figure 8a shows the full image of the ordered wakes highlighted in Plate 1. Unlike the uniformity exhibited during the wispy wake observations, frontal features, like the one in the right-hand side of Figure 8a, continually propagated through the images (see Appendix A regarding the boom reflection that contaminates the bottom half of the image). These frontal features suggest the existence of near-surface, coherent structures as observed under very similar conditions by Soloviev [1990]. Although $R_f$ at this time indicates free-convective conditions, the infrared image in Figure 8a does not exhibit any obvious convective features.

Subsequent to the ordered wake observations, $U_{10}$ dropped to less than 1 m s^{-1}, resulting in an hourly averaged $R_f$ value near -1.4. These conditions, as well as the small ocean currents (< 0.25 m s^{-1}, on average, for the experiment), indicate that buoyancy-driven processes dominated near the surface. In contrast...
tantly to the ordered wakes shown in Figure 8a, Figure 8b shows a puffy patchiness that existed under these strongly free convective conditions. These convective features are comparable in size and $\Delta T_w$ to the ordered wake signatures in Figure 8a; note that the ordered wakes and the boom reflection of Figure 8a also appear in Figure 8b. The convective features persisted for several minutes while propagating through the images, suggesting that the turbulence generated within these patches was comparable to that in the ordered wakes. Figure 8 clearly shows the transition to intense buoyancy-driven turbulence that is strong enough to disrupt the skin layer. That similar features are not apparent in Figure 8a may be because the scale of convection within the skin layer is smaller than the spatial resolution of the imager.

The recovery times of $O(10^2)$ s that we observed at low wind speeds have not been previously reported in the literature and are in sharp contrast to the recovery times of $O(10^1)$ s that we observed at moderate wind speeds. Under similar low-wind conditions, Ewing and McAllister [1960] reported recovery times of 5 s for a disturbance from an upwelling pump and 12 s for a breaking wave, suggesting that skin layer recovery depends on the turbulence generated at the interface. While other field investigators concur with Ewing and McAllister [1960] that the cool skin layer recovers within roughly 10 to 12 s [Katsaros, 1977; Schlüssel et al., 1990], we observed that the strength and type of the disruption, as well as the environmental conditions, are important variables in the skin layer recovery.

4.2. Dependence of Skin Layer Recovery Rate on the Strength of Disturbance and Net Heat Flux

Skin layer recovery times are difficult to determine precisely because the disturbances cannot always be tracked until complete recovery. Sometimes, successive events will disrupt the skin layer before the initial disturbance has had a chance to recover fully. Measuring the skin layer recovery rate $R_t$ alleviates these problems and provides additional information about the magnitude of $\Delta T$. As demonstrated in Figure 5, the results of our field study of ordered wakes suggest a direct relation between $J_r$, which is proportional to $R_t$ and the level of turbulence produced by the disruption. At low $Re_w$, the maximum $\Delta T_w$ and $b_m$ occurred almost simultaneously. Unable to sustain disruption, the low turbulent energy available within the wakes decayed quickly and the skin layer had a moderate $J_r$ of 70 W m$^{-2}$ and a patch width recovery rate $R_p$ of 0.02 m s$^{-1}$. As $Re_w$ increased, the $\Delta T_w$ maximum preceded $b_m$, leading to a low $J_r$ of 6 W m$^{-2}$ and $R_p$ of 0.003 m s$^{-1}$ because more turbulent energy was available to impede the skin layer’s recovery. For a given net heat flux and skin layer thickness these results show that the strength of the disturbance determined $J_r$.

Further support for the hypothesis that the thermal recovery rate depends on the strength of the disturbance is provided by a comparison of our results with the results of laboratory measurements by Jessup et al. [1997a]. For individual, mechanically generated breaking waves, they computed $R_t$ as the slope of the temperature deviation over 30 wave periods after breaking occurred; the air–water temperature difference $\Delta T_{aw}$ was constant at $-4.22 \pm 0.13^\circ$C, and there was no wind ($S = 3$ mm). Similar to the dependence of $J_r$ on $Re_w$ for the ordered wakes (see Figure 5), the correlation between $J_r$ and the energy dissipation rate per unit area $E$ for their laboratory breaking waves confirms that the restoring internal energy flux depends on the turbulence generated by the event. However, $J_r$ ranged between 60 and 140 W m$^{-2}$, slightly greater than the magnitude found for the ordered wakes.

According to (2), not only should the restoring internal energy flux be a function of turbulence, but it also should depend on the net heat flux. The dependence of $R_t$ on the net heat flux for laboratory breaking waves was reported by Jessup et al. [1995]. We have analyzed additional data from their experiment and computed $R_t$ in the manner described by Jessup et al. [1997a]. Figure 9 shows $J_r$ versus $\Delta T_{aw}$ for all $E$ ranging from 2.03 to 2.88 W m$^{-2}$ and no wind. Since the relative humidity remained nearly constant at 62.3 $\pm$ 2.6% and there was no wind, $Q_{\text{net}}$ depended only on $\Delta T_{aw}$. Note that $J_r$ ranged from 20 to 200 W m$^{-2}$ and encompassed the range of magnitudes from the constant net heat flux cases of both the ordered wakes and the laboratory breaking waves. More significantly, the correlation in Figure 9 shows higher restoring internal energy fluxes for more negative $\Delta T_{aw}$ or, alternatively, larger upward net heat flux. The result from Figure 9 suggests that $J_r$ is dependent more on $Q_{\text{net}}$ than on the strength of the disturbance. This $Q_{\text{net}}$ dependence may explain the difference in the mean magnitude of $J_r$ between the constant net heat flux cases of the ordered wakes and laboratory breaking waves.

4.3. Dependence of $J_r$ on the Background Turbulence

Results for low and no wind conditions have shown comparable moderate restoring internal energy fluxes ranging from 6 to 200 W m$^{-2}$ for ordered, free-surface wakes and laboratory breaking waves. Our field results show that at a wind speed of 7.3 m s$^{-1}$, the total recovery of the wispy wakes occurred 2 to 3 orders of magnitude sooner and was dominated by the accelerated net heat flux (roughly $-128$ W m$^{-2}$) and thinner skin layer ($\delta = 0.5$ mm) owing to the enhanced transfer of shear stress across the
air–water interface. These two mechanisms prohibited the cable from interacting with its own wake as in the ordered wake case, thus producing less of a disturbance and resulting in \( J_r \) of 200 W m\(^{-2} \). The turbulent wakes of breaking waves, which occurred during the same time period as the wispy wakes, were much larger and more energetic disturbances and produced a \( \Delta T_w \) comparable to \( \Delta T \). The dependence of the restoring internal energy flux on a measure of the energy dissipation rate for these breaking waves in the field showed high \( J_r \) values of roughly 200 to 1000 W m\(^{-2} \) [Jessup et al., 1997a], comparable to those for the wispy wakes.

The difference between the magnitudes of \( J_r \) in the low and moderate wind speed regimes shows that the skin layer recovery is a function of the initial condition of the skin layer and the net heat flux as well as of the strength of the disturbance. The initial condition of the skin layer is determined largely by the background shear-induced turbulence in the upper ocean. We have shown that for environmental conditions that remained constant, the restoring internal energy flux varied less than an order of magnitude as a function of the strength of the disruption. However, as environmental conditions such as wind stress and net heat flux became more intense, the mean \( J_r \) increased roughly an order of magnitude. The enhanced background turbulence accelerated the net heat flux and transferred more heat from the surface and out of the recovering skin layer. Furthermore, the turbulence generated by the disruption in excess of the background turbulence was considerably less than that generated under low or no wind conditions. Since more background turbulence existed, the excess turbulence diffused more rapidly, increasing the restoring internal energy flux. In fact, although \( Q_{\text{net}} \) increased only 36% from the ordered wake case to the wispy wake and breaking-wave cases, the average \( J_r \) increased by a factor of 20, implying that the increased recovery rate was due mostly to background turbulence rather than to \( Q_{\text{net}} \) itself. This implies that for the same \( Q_{\text{net}} \) and strength of the disturbance, \( J_r \) will be greater when the background turbulence is greater.

5. Conclusions

Measurements of skin temperature made aboard R/P Flip show that infrared imagery is a useful tool for visualizing and quantifying turbulent disruptions of an air–water interface. We measured the infrared signatures of wakes from cables and found that the timescale for the thermal recovery of the skin layer is related to the strength of the wave-induced disruption in terms of a wave Reynolds number \( R_{\text{ew}} \). The size and shape of the disturbances produced by the cable were strongly dependent on the oscillatory characteristics of the flow due to the presence of waves and surface currents. As \( R_{\text{ew}} \) increased, the patches became larger, persisted longer, and reached their peak size later. An artificial disturbance of the skin layer by a cable of \( O(10^{-2} \text{ m}) \) in diameter produced turbulent patches of \( O(1 \text{ m}) \) in diameter. These patches persisted for up to 80 s before drifting out of the field of view of the imager without fully recovering and were estimated to have lifetimes of up to 120 s. The measurements substantiated the existence of the skin layer up to wind speeds of 10 m s\(^{-1} \).

We have demonstrated the distinct difference between the skin layer recovery time \( t_r \) and the surface-renewal timescale \( \tau \) (see Figure 1b). Whereas \( t_r \) represents a response to a disruptive event and the decay of turbulence, \( \tau \) reflects the timescale for physical replacement of surface water by turbulent eddies.

Nonetheless, \( t_r \) values measured at low wind speed for ordered free-surface wakes were comparable to the parameterized timescale for surface renewal based on free convection \( \tau_c \). However, at moderate wind speeds the difference between \( t_r \) and \( \tau \) becomes apparent. For both wispy, free-surface wakes and breaking waves, \( t_r \) is an order of magnitude less than the parameterized shear-induced timescale \( \tau_s \). Other than the explicit physical difference between \( t_r \) and \( \tau \), a possible reason for this discrepancy is that \( \tau \) is not an appropriate parameterization for \( \tau \). Therefore, if \( t_r \) is to be used as an estimate for \( \tau \) at moderate wind speeds, mechanisms responsible for the enhancement of surface renewal such as microscale and large-scale wave breaking need to be addressed in future parameterizations of \( \tau \). Recent measurements by Jessup et al. (1997b) suggest that the strong eddies that have been associated with surface renewal in wind wave experiments [Komori et al., 1993] may be due to microscale wave breaking.

The restoring internal energy flux \( J_r \), which is proportional to both the initial thickness and the thermal recovery rate of the skin layer, describes the rate of decrease in internal energy of a cool skin layer per unit area during the wake recovery. The restoring internal energy flux was found to be directly related to the strength of the disturbance, represented in terms of a wave Reynolds number \( R_{\text{ew}} \) for the ordered wakes. Laboratory measurements of breaking waves without wind showed comparable values for \( J_r \) as a function of the energy dissipation rate \( E \) at a constant air–water temperature difference \( \Delta T_{\text{aw}} \). In the laboratory the restoring internal energy flux was correlated with the net heat flux since \( J_r \) increased as a function of \( \Delta T_{\text{aw}} \) for all \( E \). Analysis of field measurements of wispy wakes and breaking waves at moderate wind speeds showed considerably greater restoring internal energy fluxes than the low wind speed results. The large variation of \( J_r \) among these field and laboratory results suggests that the skin layer recovery rate is strongly dependent on the initial state of the skin layer, which relates directly to the existing environmental conditions (i.e., near-surface background turbulence and net heat flux). For a given set of environmental conditions the restoring internal energy flux varied less than an order of magnitude as a function of the strength of the disruption. For varying environmental conditions, however, \( J_r \) potentially may vary by several orders of magnitude. Therefore the existing background turbulence, coupled with the net heat flux, plays a significant role in regulating the recovery rate of the skin layer and may prove to be more important than the strength of the disturbance.

Appendix A: Reflection Effects

In Figure 8 the infrared boom reflection causes an apparent change in sea surface temperature roughly 0.4°C greater than the background temperature, owing to the nonunity emissivity of the ocean surface. We found that, in general, the infrared reflection of the instrument boom corresponded directly to its visual reflection. While the boom’s infrared reflection caused an apparent change in temperature, the instrument cables shown at top left of Figure 8 produced a real change by disrupting the cool skin layer. Under these low wind speed conditions the temperature changes within the wakes emanating from the cables and those induced by the boom reflection were comparable.

Simpson and Paulson [1980] made infrared measurements from R/P Flip by mounting a Barnes model PRT-5 radiometer with a narrow field of view at normal incidence on the boom. They argued that the effect of reflected radiation from the boom was negligible and was described by
$\sigma T_{br}^4 = \sigma T_s^4 + \Gamma \sigma T_r^4 \left( \frac{r_r^2}{h^2} \right) \pi r_r^2,$  \hspace{1cm} (A1)

where $T_{br}$ is the brightness temperature measured by the radiometer, $T_s$ is the temperature of the boom, $\Gamma$ is the reflectivity of the ocean surface, $r_r$ is the radius of the spot on the boom's surface emitting radiation that is reflected into the radiometer, $h$ is the height of the boom, and $r_r$ is the radius of the radiometer spot at the ocean surface. In this discussion, (A1) is multiplied by the Stefan-Boltzmann constant $\sigma$ for clarity. Our observations have shown that boom reflection can be significant, and upon further analysis of (A1) we are able to provide an explanation for the disagreement with the conclusion of Simpson and Paulson [1980]. First, although the PRT-5 they used responded to radiation with wavelengths in the 8- to 14-µm range, (A1) was derived from the Stefan-Boltzmann law which applies to emission over all wavelengths. Second, (A1) is dimensionally incorrect, since the term on the left-hand side and the first term on the right-hand side are derived from flux densities (watts per square meter) whereas the second term on the right-hand side is derived from radiant flux (watts). The radiating flux terms is the source of underestimating the effect of boom reflection. Finally, the first term on the right-hand side of (A1) should not be weighted by the emissivity of the ocean surface $\varepsilon_b$, which is a function of both wavelength and incidence angle. An average $\varepsilon_b$ value for 8-14 µm and nadir incidence is roughly 0.985.

\[
\begin{align*}
\frac{1}{8} \int_{\lambda}^{14} M_{br}(\lambda, T_{br}) d\lambda &= \frac{1}{8} \int_{\lambda}^{14} \varepsilon_b(\lambda) M_{br}(\lambda, T_s) d\lambda \\
&+ \frac{1}{8} \int_{\lambda}^{14} \varepsilon_r[1-\varepsilon_b(\lambda)] M_{br}(\lambda, T_r) d\lambda .
\end{align*}
\hspace{1cm} (A2)

In order to explain our boom reflection observations, we introduce the radiative balance used to determine $T_s$, where $M$ is the Planck function for a Lambertian surface; $\lambda$ is wavelength; and the subscripts $br$, $s$, and $r$ represent the brightness, surface, and reflected quantities, respectively. The brightness temperature in (A2) is composed of a portion emitted from the ocean surface and a portion reflected from either the sky, clouds, or the boom. Since the emissivity of the ocean surface is nearly constant at incidence angles less than 40°, we assume that changes in surface slope due to waves do not affect our results. For the ordered wakes shown in Figure 8a, $T_s$ is the sky temperature of -18°C and $T_{br}$ is 13.7°C, resulting in a $T_{br}$ of 13.2°C, assuming the sky behaves as a blackbody ($\varepsilon_b = 1$). For the boom reflection, $T_s$ is the temperature of the boom, which we estimate as 14.6°C, since the air and water temperatures were the same and the $\varepsilon_r$ for the painted boom is 0.9, resulting in a $T_{br}$ of 13.6°C. The brightness temperatures accounting for boom and sky reflection differ by 0.4°C, which is identical to the difference observed in Figure 8a. Figure 8b shows similar deviations.

Values of $T_s$ that were corrected for sky reflection were calculated using (A2) [Zappa, 1994]. Early during the experiment aboard R/P Flip, a PRT-5 radiometer and a Heimann model KT-19 radiometer mounted on the boom at a height of 10 m were aimed at an incidence angle of 5° to measure the average $T_{br}$ from a spot on the ocean that was 0.4 m in diameter. A video camera aligned with and in close proximity to the radiometers showed occasional visual reflection of the boom at low wind speeds. To avoid contamination by reflections from the instrument 'boom', the radiometers were switched to an incidence angle of 15°. An upward looking KT-19 aimed at the corresponding zenith angle was used to correct for sky reflection. Typically, a clear sky is much cooler than an overcast or cloudy sky. Consequently, the reflection corrections for these experimental data were as much as 0.5°C for clear skies. On the other hand, no correction was needed during overcast conditions since the warm clouds caused $T_s$ to be approximately equal to $T_r$, effectively compensating for the imperfect emission of the ocean surface.

The increase in surface roughness (i.e., gravity-capillary waves) generated by an increase in wind speed has the effect of smoothing out the abrupt temperature gradients due to reflection at the ocean surface. Saunders [1967b, Figure 4a] showed that the apparent increase arising from the reflection of direct solar radiation from the surface decreases with increasing surface roughness. Small-scale roughness increases with wind speed and creates a diffusion rather than a specular surface, which is prevalent under low winds. Therefore, since the length scale of the roughness is less than the resolution of the imager, the boom is only a small portion of what the ocean surface reflects. Figures 7 and 8 contrast the infrared reflection effect observed at high and low wind speeds during clear skies. Under low winds and negligible surface roughness (Figure 8) the specular reflection of the boom is clearly visible. Under higher winds and surface roughness (Figure 7) the boom reflection is indiscernible.

**Appendix B: Comparison of $\Delta T$ and $\Delta T_w$**

The maximum temperature difference across the patch generated by the disruption of the cool skin provided a direct measurement of the bulk-skin temperature difference $\Delta T$. Previous methods of measuring $\Delta T$ by artificially disrupting the skin layer used narrow field of view (~2°) radiometers that provided a point measurement of the surface temperature [Ewing and McAlister, 1960; Hill, 1972; Katsaros, 1977]. Here we utilize the ability of the infrared imager to measure $\Delta T$ directly by simultaneously observing the temperature in the patches and in undisturbed areas within a single image. For comparison, we calculated $\Delta T$ as traditionally done by combining the radiometer measurements of $T_s$ and the thermistor measurements of $T_h$ at 0.1 m depth as outlined in section 2 and Appendix A. For the ordered wakes the maximum $\Delta T_w$ extracted from the images was 0.45° ± 0.05°C whereas the $\Delta T$ calculated using the radiometer and thermistor measurements was 0.55° ± 0.05°C. This difference of ±0.1°C is within the experimental error for the measurement of $T_h$ using the radiometers. In addition, since the thermistor was at a depth of 0.1 m, well beyond the bottom of the skin layer, $\Delta T$ may have been overestimated. Since the maximum $\Delta T_w$ increased with $R_{en}$ indicating that the skin layer may not have been completely destroyed at low $R_{en}$ it is also possible that $\Delta T_w$ was underestimated. These factors provide additional confidence in the accuracy of the direct measurement of $\Delta T$ using infrared imagery via surface disruption. The wispy wakes provided a measure of $\Delta T$ at higher wind speeds. We estimated a maximum $\Delta T_w$ of 0.1°C from the infrared images, whereas the calculated $\Delta T$ was approximately 0.2°C. Although the comparison is within experimental error, the skin layer recovered so quickly that the patches may not provide an accurate measure of $\Delta T$ at these higher wind speeds. When solar radiation is negligible, our direct technique may provide an alternative measurement of $\Delta T$ that does not require the measurement of the bulk temperature $T_h$ or the in-field calibration of radiometers [Schlissel et al., 1990; Suarez et al., 1997].
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