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Abstract

Properties of Fragmentation Photons in p+p Collisions at 200GeV Center-of-Mass Energies

J. A. Hanks

The strong modification to the production of final state hadrons in heavy ion collisions is a key signature of the hot dense medium produced at energies achieved at the Relativistic Heavy Ion Collider (RHIC). Understanding the mechanisms for the parton energy loss responsible for these modifications is challenging and difficult to constrain with straightforward hadronic measurements, making it necessary to turn to more discriminating probes. One example of such a probe is photons produced by partons as they fragment, fragmentation photons, because the production mechanisms for such photons are similar to those for hadrons, but once produced, fragmentation photons will not interact directly with the medium.

The challenge of distinguishing the signal for such jet-associate photons out of the large decay background motivates first making such measurements in the simple p+p environment. Combining data collected by the PHENIX detector during 2005 and 2006, the yield for fragmentation photons was measured to be on the order of several percent of all photons measured in association with a hadron with transverse momentum between 2 and 5 GeV/c. The use of two-particle correlations coupled
with a sophisticated method for identifying and removing decay photons has made it possible to further study the jet properties of these fragmentation photons, in the form of $p_{out}$ and $\sqrt{\langle j_T^2 \rangle}$. These results will help to constrain both the underlying theoretical description of direct photon production in $p+p$, and modifications expected in heavy ion collisions.
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Chapter 1

Introduction - Motivation from the Quark-Gluon Plasma

The results presented in this thesis will focus on the production of fragmentation photons within high energy proton-proton collisions. Fragmentation photons are produced at higher orders in perturbative Quantum Chromodynamics (pQCD) or as part of the non-perturbative fragmentation of partons (quarks and gluons) into highly correlated clusters of composite particles (jets). As a measurement able to further our limited understanding of parton showering, such results are interesting from a purely high-energy particle physics perspective. However, the primary motivation for these particular measurements is as a proof of principle for further such measurements in the much more complex environment of high energy heavy-ion collisions, as well as a comparison for understanding modifications to the production of fragmentation photons in the heavy-ion environment.
1.1 A new state of matter

The interaction of particles produced in the high energy collisions of nuclei is governed primarily by the strong force, the force which binds quarks and gluons together to form hadrons, and described by QCD. There are two key features of QCD which make it rather unique, as well as providing an indication that it is the correct theory for describing strong force interactions. The first feature is asymptotic freedom, which causes the interactions between particles to become arbitrarily weak at high enough energies, or short enough distances \([1; 2]\). That is, the coupling constant describing the strength of particle interactions is energy dependent, becoming smaller as energy increases. The second feature follows directly from this energy scaling of the coupling constant, which leads to an arbitrarily large coupling at low energies and large distances that suggests the confinement of quarks and gluons within nuclei. Conceptually, this confinement results from the force between quarks remaining constant at any distance and implies that an infinite amount of energy would be needed to split them apart. There is no formal proof for confinement, however all numerical calculations of QCD and QCD-inspired models indicate confinement and are consistent with seeing no free quarks or gluons.

The concept of asymptotic freedom led to predictions that at extremely high densities, where composite hadrons will begin to overlap, long range effects would be screened, and quarks and gluons would become deconfined \([3]\), producing a new state of matter. It was then realized that there are two ways of achieving these high densities, either with a system of high baryon density - large densities of quarks - or
with high temperatures - which yield a high density of both quarks and gluons [4].
The screening of long range interactions in such hot, dense environments is similar
to the Debye screening of electromagnetic plasmas, which led to dubbing such a
state the Quark-Gluon Plasma (QGP).

With this proposed new state of matter came the task of predicting the properties
of such matter. The logical first step is the description of the phase transition from
confinement to deconfinement, including the temperature at which such a transi-
tion will occur and the energy density required. However, such a phase transition,
like the property of confinement itself, is not calculable analytically. Nor is it cal-
culable through the use of perturbation theory, which only becomes applicable at
large enough energies that the coupling constant is sufficiently small. Instead, such
calculations are done using Lattice QCD, where the discrete nature of the theory
makes it well defined mathematically and there is no need to rely on perturbation
theory [5].

Lattice QCD is an important theoretical tool for overcoming limitations to ana-
lytical methods in QCD; however, it is ill-defined at high baryon densities. There-
fore the high temperature limit is more easily related to things calculable using
lattice techniques. Fortunately, it is also unclear that the necessary high baryon
densities would be achievable experimentally, while as we will see in the discus-
sion that follows, the high temperature case can be achieved by colliding heavy ions
at high energies, motivating the development of the RHIC accelerator. Additionally,
lattice calculations provide a natural framework for calculating the thermodynamics
of QCD which can then be related to what is observed experimentally.
The results from lattice calculations are shown in Figure 1.1. The arrows show the Stefan-Boltzmann limit, which corresponds to a gas of non-interacting quarks and gluons. At four times the critical temperature the energy density is still below the Stefan-Boltzmann limit, indicating that the matter is strongly interacting and implying that it is more fluid-like than gas-like. This result suggests two main features of the QGP expected experimentally: a large energy density at formation time, and strong collective motion of the bulk particles produced at low transverse momentum rather than as part of a hard scattering.

These lattice calculations demonstrate the phase transition from confinement to de-confinement, as indicated by the rapid change in energy density resulting from a change in the degrees of freedom from bound quarks to free quarks. A transition temperature within the range $180 \lesssim T \lesssim 200$ MeV is predicted, and the observation
of chiral symmetry restoration in the same temperature range indicates that this transition occurs in a region of the QCD phase diagram where the transition is a crossover rather than a true phase transition [6].

Based on these lattice calculations, the phase transition to the QGP occurs at a critical temperature of $T_C \approx 190$ MeV, and the energy density required is $\varepsilon_C \approx 1$ GeV/fm$^3$ [7; 8], similar to what is expected from basic order of magnitude estimates [9]. Energy densities this large are 10 times larger than densities observed in ordinary nuclear matter. While it is thought that such conditions were present $\mu$s after the Big Bang, they are not thought to occur naturally, with the possible exception of the lower temperature (high baryon density) case of Neutron Stars [3].

![Figure 1.2](image)

**Figure 1.2:** Illustration of a relativistic heavy ion collision, (a) shows the Lorentz contracted incoming nuclei, (b) shows an example of the matter remaining in the overlap region after the two nuclei collide.[10]

Experimentally, heavy ion collisions at high enough energies, i.e., relativistic speeds, will be highly Lorentz contracted. When two such ions collide, the overlapping region of the two nuclei will contain an extremely dense collection of matter...
that releases a large amount of energy in a small volume to produce extremely high energy densities. Attempts to understand the initial particle production indicate that at these energies and higher the physics is dominated by gluons and not describable at the hadronic level. This idea is illustrated by the schematic shown in Figure 1.2, and makes such Relativistic Heavy Ion (RHI) collisions prime candidates for the production and study of the QGP.

### 1.2 The heavy ion environment

The first question one must ask experimentally is whether the energy densities needed to produce a QGP have indeed been reached. Again following the schematic shown in Figure 1.2, one can consider the incoming nuclei as Lorentz contracted disks that interact and then move apart. The resulting cylindrical region is the origin of the particles produced. This idea gives the Bjorken energy density [11]

$$\varepsilon_{Bj} = \frac{1}{\pi R^2 \tau_0} \frac{dE_T}{dy}$$  \hspace{1cm} (1.1)

where R is the nuclear radius, $\tau_0$ is the formation time of the plasma, and $y$ is the rapidity - a measure of the longitudinal velocity of the particle. The energy density can then be calculated using the final state transverse energy and using the nominal value of 1 fm/c for $\tau_0$ as an order-of-magnitude estimate. In Au+Au collisions at 200 GeV, for example, this gives an estimated energy density of about 5.4 GeV/fm$^3$, well above that required for QGP production [12].
This type of description of the medium in terms of energy density and temperature, as well as more rigorous descriptions using lattice QCD, are only accurate if the medium exhibits hydrodynamic or collective behavior, where pressure and thermalization are meaningful concepts. The anisotropy in the shape of the overlap of the two colliding nuclei should translate to an azimuthal anisotropy in the distribution of final state hadrons if such collective behavior is present.

### 1.2.1 Elliptic flow

![Diagram illustrating the almond shaped overlap region resulting from the collision of two nuclei, as well as the elliptic flow produced as a result of the anisotropy. The plane shown corresponds to the reaction plane.][13]

In most heavy ion collisions, the two nuclei will not overlap completely, instead leaving an almond shaped distribution of matter, or an ellipsoid, as illustrated in Figure 1.3. As long as strong scattering occurs within the produced matter in the early stages, this spatial anisotropy translates into a momentum anisotropy, which is then observable as an elliptic flow of the final state hadrons. If we define the
short axis of the overlap region as the reaction plane, elliptic flow will lead to an
anisotropic azimuthal distribution of particles with respect to this plane, which can
be measured experimentally. Measured single particle spectra can be written as a
Fourier expansion in terms of azimuthal angle with respect to the reaction plane, Eq.
(1.2). Elliptic flow corresponds to the second Fourier coefficient, \( v_2 \), and should be the dominant term, (allowing both the first coefficient and higher order coefficients
to be neglected), giving an experimental measure of this flow parameter.

\[
\frac{dN}{d\phi d p_T} = \frac{N}{2\pi} \left( 1 + 2v_2(p_T)\cos(2\Delta \phi) \right)
\]  

(1.2)

Figure 1.4: Elliptic flow parameter \( v_2 \) as a function of \( n_{ch}/n_{max} \), a measure of the amount the colliding nuclei overlap, where \( v_2 \) is extracted from measurement of the correlation between particle pairs. The different points correspond to different ways of pairing particles: randomly chosen pairs (circles), opposite signs of charge (crosses), same signs of charge (triangles), and opposite signs of pseudorapidity (squares) [14].

Figure 1.4 shows how the extracted \( v_2 \) varies with the number of final state charged particles relative to the maximum number of charged particles. This ratio,
$n_{ch}/n$, is a measure of the ellipticity of the overlap region, as the more overlap (and less asymmetry) between the nuclei, the more particles will be produced from the collision. As the figure shows, more overlapping nuclei will have a lower $v_2$ modulation, as expected if $v_2$ arises as a result of the ellipticity of the collision region. Before drawing any conclusions based on the measured $v_2$, it is important to verify that $v_2$ is indeed related to the initial asymmetry of the collision. The observation that at low $p_T$ $v_2$ scales with the spatial eccentricity of the reaction zone provides good confirmation [15].

The theoretical framework for describing elliptic flow comes from hydrodynamic calculations, which describe this collective flow as the result of an initial pressure gradient. The observed $v_2$ are large enough that - for such calculations to successfully reproduce data - a very early thermalization time is required [16]. The longer equilibration takes, the weaker the remaining spacial anisotropy and the weaker the pressure gradient producing flow. Additionally, the success of ideal hydrodynamics, which assumes zero viscosity, has led to the argument that the QGP is in fact a strongly interacting near-perfect fluid [17]. However, relating hydrodynamic models to the observed $v_2$ is complex, involving not only a choice of initial conditions and thermalization time, but also some consideration of when hadronization occurs.
1.3 Energy loss and jets

Examination of bulk properties such as elliptic flow is key to understanding the properties of the QGP, but that is not the only tool available. Further understanding can be gained from the study of high momentum probes of the medium. Particles produced through an initial hard scattering, in which a large momentum transfer occurs between two partons in the incoming nucleons, will then traverse the medium prior to their fragmentation into observable hadrons. One of the key signatures expected for the QGP was that these high $p_T$ partons would experience substantial energy loss through interactions with the medium, which would lead to a suppression of high $p_T$ final state hadrons [18]. The first test of this prediction was done through the study of single hadron spectra.

If hard scattering products remained unmodified by the nuclear medium, one would expect the total cross-section for single particles to scale with the number of hard scatterings, or binary (nucleon-nucleon) collisions ($N_{coll}$). Practically speaking, $N_{coll}$ will fluctuate from collision to collision, but the average will depend on the size of the overlap region of the two heavy ions, determined by the impact parameter $b$ which is defined as the transverse distance between the centers of the two nuclei. A collision with more overlap, often referred to as more central, corresponds to a smaller centrality percentage.

The estimated number of binary collisions for a given centrality, or impact parameter, can be determined using the Glauber Model [19; 20]. This model first
defines the nuclear thickness function for a nucleus as

\[ T_A(b) = \int \rho_A(r) dz \]  \hspace{1cm} (1.3)

where \( \rho(r) \) is the nuclear density function, typically a Woods-Saxon distribution with a characteristic radius \( R_A \approx 1.2A^{1/3} \) fm. The thickness function for the nuclear overlap region, \( T_{AB} \), can be defined as a function of the impact parameter in terms of the thickness functions for the two nuclei, A and B:

\[ T_{AB}(b) = \int db_A T_A(b_A) T_B(b - b_A) \]  \hspace{1cm} (1.4)

The probability of having a single p + p-like hard scattering, within a cross-sectional area \( db \), is then given by \( db T_{AB}(b) \sigma_{pp}^{\text{hard}} \).

A measure of how far the observed particle cross sections deviate from what would be expected through trivial binary scaling can therefore be obtained by taking a ratio - the nuclear modification factor - of the form:

\[ R_{AA} = \frac{1}{N_{\text{evt}}} \frac{d^2N_{AA}}{dp_T dy} \frac{1}{\langle T_{AB} \rangle} \frac{d^2\sigma_{pp}}{dp_T dy} . \]  \hspace{1cm} (1.5)

If \( R_{AA} = 1 \), this would mean particle production in A + A collisions is simply an incoherent superposition of p + p collisions. Deviation from unity is then an indication of nuclear effects, with \( R_{AA} > 1 \) indicating enhanced production and \( R_{AA} < 1 \) indicating suppression.

Figure 1.5 shows the observed \( R_{AA} \) for Au + Au collisions with a center-of-
mass energy of $\sqrt{s} = 200$ GeV. For the most central collisions hadrons are found to be suppressed by almost a factor of five at high $p_T$. It is possible that cold nuclear matter, or initial state, effects could lead to a nuclear modification factor not equal to one simply as a result of the more complex nuclear structure in which the scattering takes place. However, similar measurements of the modification factor for d + Au collisions, where no QGP formation is expected, show no such suppression. Such measurements verify that the observed suppression is a final state effect [22].
The suppression of high $p_T$ hadrons measured confirmed predictions based on the energy loss of the initial hard scattered partons. Such energy loss can occur either through elastic scattering with quarks and gluons in the QGP [18] as originally predicted, or through induced radiation, gluon bremsstrahlung [23]. Radiative energy loss is now considered the dominant source, and many models go so far as to neglect elastic energy loss for simplicity. There are many competing models for describing the energy loss process which have been relatively successful in reproducing the observed single particle suppression [24–28], despite starting from qualitatively different descriptions of the medium.

The strongly coupled nature of the QGP complicates questions of parton energy loss, as it raises the question of whether the observed suppression results from weakly or strongly coupled processes, and therefore whether the energy loss can be described perturbatively. More discerning probes such as photons, which are more directly sensitive to the interaction of quarks with the medium, are needed if one is to gain further insight into the properties of the QGP and gain insight into the coupling strength.

### 1.3.1 Jet modification

As a result of confinement, once a parton is produced through a hard scattering it will fragment into a shower of hadrons, called a jet, strongly correlated around the original parton trajectory. To measure the jet, a way of determining which detected particles belong to the jet is required. In $p + p$ collisions, where virtually all particles produced are part of a jet, measurements are made using algorithms that
apply some well defined method for identifying clusters of particles and grouping them into jets. However, in the high multiplicity environment of heavy ion collisions, where most of the particles produced are not the result of a hard scattering, there is a large background of non-jet particles that makes it difficult to identify and measure jets accurately with such algorithms [29]. The narrow distribution of jet products around the parton axis means that jets should be observable through two particle correlations that measure the angle separating the two particles. Figure 1.6 shows an example of how jet signals appear in two particle correlation measurements. In p+p collisions, jets are typically produced in back-to-back pairs (di-jets) resulting from a 2 → 2 hard scattering. These di-jets are the source of the two peak structure seen in the figure. The peaks are roughly Gaussian, with the width of the peak at Δφ, the near-side, relating to the shape of the jet. The two jets will not be exactly back-to-back as a result of an intrinsic transverse momentum,
$k_T$, which contributes and additional Gaussian smearing, and causes a broadening of the peak at $\Delta \phi = \pi$, the away-side. Particles not produced as part of a jet will contribute to a background of uncorrelated pairs, collectively termed the underlying event, which must be estimated and subtracted because they should not contribute to the jet yield. In heavy-ion collisions, this background is much larger, with the additional complication of elliptic flow leading to a correlated modulation that also requires correction.

One key result of two-particle measurements in heavy-ion collisions has been the strong suppression of the away-side peak at high momentum [31]. As with the suppression of high momentum single hadrons, the explanation is thought to be the energy loss of the initial parton as it traverses the medium. In the simplest view, this energy loss is shifting the energy of produced hadrons down. The power of two-particle correlations is that they provide the tools for looking deeper into such explanations. By varying the momentum of both hadrons in the pair, one would expect to be able to probe a region where the away-side peak is recovered. Basically, if the two hadrons are representative of the energy of the initial parton producing them, choosing one parton at a relatively high momentum and then looking for pair hadrons of much lower momentum should recover remnants of the parton undergoing energy loss. In addition, using asymmetric pairs makes it possible to probe the medium response to the initial parton.  

An example of one such study is shown in Figure 1.7, where significant modification to the away-side, as well as some broadening of the near-side, was observed.

---

1There is an assumption made here that the act of requiring the first high $p_T$ hadron leads to a surface bias, meaning the parton producing the near-side peak undergoes minimal energy loss.
Figure 1.7: Jet yields from two-particle correlations in $\Delta\phi$ for various $p_T$ ranges ($p_T^a \otimes p_T^b$), arranged by increasing pair energy, for $p+p$ in open circles and $Au+Au$ in solid black circles. The solid red and blue lines indicate the uncertainties associated with subtracting the elliptic flow contribution [30].

The surprising result is the emergence of two peaks on the away-side, offset from $\pi$, rather than the reemergence of a single, broadened peak. There has been much speculation about the explanation for this observation, along with many others that have yielded similarly unexpected results. From these studies, it is clear that correlations provide a plethora of information, however there are inherent limitations in our ability to interpret what is seen. The indirectness of two-particle correlations, as measures of the initial parton momentum and subsequent fragmentation, makes it difficult to quantify what is measured in terms of modifications to the parton.
1.4 Direct photons

Up to now, our discussion has been focused on the studies of the modification of hadronic production as a way of understanding the medium produced in heavy-ion collisions. It is clear that while much is learned through such studies, there are limitations in our ability to interpret and explain observations resulting from the complexities of hadron production. Photons are a useful tool in this sense because once produced, their interaction with the medium is minimal. While the photons themselves remain unmodified by the medium, there are several new production mechanisms that result in some modification to their total production cross-section and can provide additional information about the hot, dense environment.

Most photons are not directly produced in the collision but are instead the product of the decay of other particles. The distinction is drawn by denoting all photons not produced as part of a decay direct photons. In p + p collisions, the majority of direct photons are produced as a result of a hard scattering, primarily through what is called a quark-gluon Compton scattering. This Compton-like process contributes to leading order (LO) photon production, meaning the cross-section can be estimated using only the first order in perturbative QCD calculations. At higher order, one can think of the initial hard scattering producing a quark which then goes on to radiate a photon as it fragments. Such processes contribute to the yield of fragmentation photons, and are expected to be modified in a heavy-ion environment. The next chapter presents a more detailed discussion of photon production as understood in pQCD.
Because most direct photons are produced at leading order, as the result of a hard scattering, the medium produced in heavy ion collisions should have relatively little impact on the total cross-section, at least at momenta where hard scattering is expected to dominate. Therefore, photons are a good check that the observed modification to the hadronic cross-section is a result of the medium produced, rather than cold nuclear matter effects. The $R_{AA}$ for photons in Au + Au collisions is found to be consistent with unity for all centralities [33], and as shown in Figure 1.8, direct photons remain largely unsuppressed in the region where hadrons are being suppressed by a factor of five. This lends further evidence to the claim that hadron suppression is a final state effect, resulting from the energy loss of the initial parton. The figure also shows that the $R_{AA}$ of photons does not remain one out to the highest $p_T$ currently accessible, which suggests that nuclear effects do play a role in direct
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photon production, and opens the door for more detailed investigations.

1.4.1 Thermal photons

The presence of a thermalized medium would introduce an additional source of photons in the form of thermal photons, produced directly by the medium and dependent on its temperature [34]. Thermal photons are expected to dominate for \( 1 < p_T < 3 \text{ GeV}/c \), a region that is difficult to access experimentally given the large background of decay photons. Measurements using the reconstruction of virtual photons from \( e^+e^- \) pairs have proven successful, however, and do find an enhancement of photon production in this momentum range over that expected without thermal emission [35].

The measured cross-section is shown in Figure 1.9, where an exponential added to a scaled fit to \( p+p \) data is fit to the \( \text{Au} + \text{Au} \) data. If the source of this observed enhancement is indeed thermal emission of photons from the QGP, the inverse slope of the exponential is directly related (less by a factor of 1.5 to 3) to the initial temperature of the thermalized medium. The relationship between them depends on the space-time evolution of the medium, but the fit yields a value for the inverse slope of approximately 200 MeV which is in qualitative agreement with hydrodynamic models predicting an initial temperature of 300 to 600 MeV [34; 36], well above the critical temperature required according to lattice calculations [7].
1.4.2 Direct photons from jets

As discussed previously, beyond-leading-order photons can be produced through the radiation of a photon by the initial hard scattered quark, or more generally as part of the quark fragmentation. In the heavy-ion environment there are two additional sources of photons that are related to hard scatterings. The first is jet conversion, a process by which a hard scattered parton rescatters with the medium in a Compton-like process to produce a photon [38; 39]. Experimentally there is no clear way of distinguishing such photons from LO, but they will contribute to the total direct photon cross section. The second is induced Bremsstrahlung emission. In this case partons traversing the medium will radiate photons through interaction with the

**Figure 1.9:** Invariant cross section \((p + p)\) and invariant yield \((Au + Au)\) of direct photons vs \(p_T\). The dashed curves show a modified power-law fit to the \(p + p\) data scaled by \(N_{coll}\) and the black curves are an exponential plus the scaled fit. The curves on the \(p + p\) data come from pQCD calculations [35].
medium, just as they radiate gluons [40]. Bremsstrahlung photons can be expected to maintain some spatial correlation with the parton producing them, and therefore with the resulting jet. This expected correlation gives us some hope of a direct measurement, provided jet-associated direct photons can be cleanly identified. The full set of photon sources is shown in Figure 1.10 and compared to the measured cross-section, with good agreement.\footnote{In the figure, fragmentation photon describes both $p+p$-like production and medium-induced radiation.}

These medium-induced sources are estimated to contribute significantly to the total photon cross-section, contributing as much as half of the photons measured at lower momentum, for $p_T \approx 3 – 6$ GeV\cite{37}. Such a large contribution should lead to a significant enhancement in $R_{AA}$, which is not observed. However, $p+p$-like production of fragmentation photons is expected to be suppressed as a result

\begin{figure}[h]
\centering
\includegraphics[width=0.6\textwidth]{figure1.10}
\caption{Calculation of the total direct photon cross-section for central $Au+Au$ collisions, with each of the contributions shown separately as well, and compared to the measured cross-section (0 – 10\% centrality) \cite{37}.}
\end{figure}
Figure 1.11: Calculations of direct photon $R_{AA}$ as a function of $p_T$ in central Au + Au (solid lines) and Cu + Cu (dashed lines) and comparison with data. For Au + Au, the solid green line includes induced photon radiation and jet conversion, without suppression through parton energy loss, and the solid red line includes energy loss suppression as well as the medium-induced sources [41].

of the energy loss of the parton. This energy loss is a competing factor that would instead lead to a slight suppression of $R_{AA}$, as well as suppressing the expected contribution of induced radiation[40–42]. Figure 1.11 illustrates this point, showing the significantly enhanced $R_{AA}$ expected if energy loss is not included (solid green line for Au + Au), as well as the case including suppression due to energy loss (solid red line), which shows that some enhancement remains around 5 GeV/c. However, at higher $p_T$ the combined effect is an overall suppression. It is important to note that a large contributor to the suppression seen at the highest momenta is actually a cold nuclear matter effects [41].

The competing factors of fragmentation photon suppression through parton energy loss and induced emission through medium interaction make fragmentation (Bremsstrahlung) photons highly sensitive to the details of the description of the
Figure 1.12: Calculation of the $R_{AA}$, as a function of $p_T$, for fragmentation photons (including induced emission), both with (solid line) and without (dashed line) energy-loss suppression [40].

medium. At the same time, they provide a picture of the radiation spectrum unencumbered by the further medium interactions that the radiated gluons undergo. The sensitivity of the total direct photon $R_{AA}$ to these energy-loss effects is limited by the relatively small contribution that fragmentation photons make to the total yield, as well as by the relatively large systematic uncertainties resulting from the difficulty of identifying direct photons amid the large decay photon background. As Figure 1.12 shows, the fragmentation photon $R_{AA}$ alone remains enhanced by as much as 50% at 5 GeV/c even with suppression. This result suggests that a direct measurement of fragmentation photons, even with somewhat large uncertainties, would provide more sensitivity to theoretical predictions. This sensitivity to the details of parton-medium interactions is the primary motivation for the analysis presented here.
1.4.3 Direct photon correlations

It has now been shown that single photon studies can provide information about the medium produced in heavy ion collisions beyond what is learned from studies of hadrons. It naturally follows that two-particle correlation studies involving direct photons can again improve our understanding of what is observed in hadron-hadron correlations. Recall that the key features of di-hadron measurements are energy-loss of the initial parton leading to a suppression of away-side yield and modification to the shape of both the near- and away-side resulting from multiple scattering and medium response, and that these features were hampered by the indirectness of the measurements as they relate to the initial parton and its fragmentation.

The primary way photons are able to elucidate observations from di-hadrons is through $\gamma_{\text{dir}}$-hadron correlations, which serve as a proxy for $\gamma$-jet measurements. Again considering the Compton-like processes responsible for most direct photons, the hard scattering will result in a direct photon back-to-back with a quark which will then produce a jet. Unlike with hadron-hadron correlations, here the outgoing photon will remain unmodified by the medium, with the same momentum as the recoiling parton. This overcomes two aspects of di-hadron measurements which make interpretation difficult. First, the initial energy of the parton producing the away-side distribution is equivalent to the energy of the photon, making it possible to measure the parton energy loss directly, generally in the form of a modified fragmentation function [43; 44]. And second, the photon will not experience a surface bias, as is generally thought to be the case when studying the near-side in di-hadron measurements. The lack of surface bias suggests that $\gamma_{\text{dir}}$-hadron measurements are
a more complete probe of the full path-length dependence of energy loss.

Fragmentation photons, which will be correlated with jets, can also be measured using two particle correlations involving direct photons. Modification to the shape of such correlations relative to \( p + p \) would provide further insight into parton radiation and fragmentation without the complication of further interaction with the medium or hadronization. Discussions of \( \gamma \)-hadron measurements typically neglect the near-side since, when considering only the leading order Compton process, there should be no hadrons associated with the outgoing photon. However, fragmentation photons should contribute to the near-side yield. Thus far, both the high momentum ranges for photons used in \( \gamma \)-hadron studies - where the fragmentation photon signal is most suppressed - as well as the large uncertainties associated with the measurements, lead to near-side yields consistent with a negligible yield of fragmentation photon [45]. However, the most recent results show small non-zero yields in some momentum ranges, suggesting that studies of fragmentation photons using two-particle correlations are within reach [46].

1.5 Statement of purpose

From the perspective of Heavy Ion physics, fragmentation photons provide a unique probe of parton energy loss, as they are highly sensitive to the radiation spectrum of the parton while remaining unmodified after production, unlike the radiated gluons. The competing effects of induced emission through interaction with the medium and suppression resulting from the stimulated emission of gluons make inclusive di-
rect photons less sensitive to modification to the already small fragmentation photon component. The direct measurement of fragmentation photons can be done through the identification of direct photons associated with jets, and in the high multiplicity environment of heavy ion collisions, where full jet reconstruction is very challenging, the use of two particle correlations is likely to be the most straightforward way of attempting such a measurement. As it is the modification to the fragmentation photon yield one hopes to study, similar measurements in p+p collisions are necessary. Further, establishing the success of the method in the much less complicated p+p environment is an important first step to performing such measurements in heavy ion collisions.

The next chapter presents a general overview of the underlying theory of Quantum Chromodynamics which describes nuclear interactions will be given, with special attention paid to direct photons, and more specifically fragmentation photons. Chapter 3 describes the RHIC accelerator and PHENIX detector, with a more detailed discussion of the parts of the detector used for the analysis that follows. Chapters 4 details the steps taken for constructing two particle correlations between hadrons and photons, and extracting universal physics quantities from them. Chapter 5 describes the development and careful testing of a method for accurately identifying and removing the large decay photon background. Finally, the first results from RHIC for the direct measurement of fragmentation photons and their properties in p+p collisions will be presented and discussed in Chapters 6 and 7, with some comments on the possibilities for similar measurements in heavy ion collisions.
Chapter 2

QCD and the photon

The previous chapter presented the motivation for studying photons produced as part of the fragmentation of partons into jets from the perspective of understanding parton energy loss in the hot, dense color medium produced in relativistic heavy-ion collisions. Given that motivation, it is important to establish some of the fundamental ideas related to the underlying physics of strong interactions. We will now lay out the development of QCD as the theory for the strong force and some of the building blocks for understanding the more basic proton-proton collisions used as a baseline for studying medium modification. Of particular interest is the description of jets and direct photon production, as this will further motivate the study of fragmentation photons in the p+p environment.

2.1 Quantum Chromodynamics

QCD is a quantum field theory described by the Lagrangian [47],

\[
\mathcal{L} = \bar{\psi}_{f,i} \left[ i \gamma^\mu \partial_\mu - m_f \right] \psi_{f,i} - g \bar{\psi}_{f,i} \gamma^\mu A_\mu^{a \alpha} T_{ij} \psi_{f,j} - \frac{1}{4} F_{a \mu \nu \alpha} F^{a \mu \nu \alpha} , \tag{2.1}
\]
which is a function of the spin-1/2 fermionic quark fields, $\psi_f$, and the spin-1 bosonic gluon vector fields, $A_\mu$, with the parameters $m_f$ - the mass of the quark - and $g$ - the coupling constant defining the strength of strong force interactions.

The label $f$ distinguishes the six quark flavors - up, down, strange, charm, bottom, and top. The quark fields each have three components, $i$, for the three ($N_c$) ’color’ charges - red, green, and blue - associated with the strong force. The gluon vector fields describe the vector potential used to determine the field strength, defined by the tensor $F_{\mu\nu}$ as

$$F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a - gC^{abc}A_\mu^b A_\nu^c,$$  \hspace{1cm} (2.2)

where $C^{abc}$ are the structure constants of the SU(3) symmetry group defining the QCD Lagrangian; $a, b, c = 1 \ldots N_c^2$ are the group components of $A_\mu$; and $T_a$ are a set of $N_c \times N_c$ ($3 \times 3$) matrices which define the Lie algebra for the group through their commutation relations [48],

$$[T_a, T_b] = iC_{abc}T_c.$$  \hspace{1cm} (2.3)

This Lagrangian describes three basic kinds of interactions that occur as a result of the strong force. The first, which arises from the $-g\psi_f i\gamma_\mu A_\mu T_{ij}^a \psi_f$ term, describes interactions between quarks and gluons through the emission or absorption of a gluon by a quark. This type of interaction is analogous to the fermion-photon interactions described by QED and reflects the idea that fundamental particles interact through the exchange of a ”force-carrier” - the photon or gluon. The fundamental difference between QCD and QED comes from the third term in the field strength
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tensor, \(-g^{abc} A^b_{\mu} A^c_{\nu}\), which gives rise to two types of gluon self-interaction: the emission or absorption of a gluon by a gluon, and the direct interaction of two gluons. These additional types of interactions can occur as a result of gluons carrying color charge, while in QED photons are neutral, so do not interact with themselves, and are responsible for the non-Abelian nature of QCD [49].

In perturbation theory, using Feynman rules, each of these interactions can be represented graphically by a vertex, as shown in Figure 2.1. These are essentially visual representations of the mathematical components that go into calculating the probability for a given interaction [50]. A measurable interaction is represented by the connection of two or more vertices to form Feynman diagrams, with an infinite number of diagrams contributing to the total probability of the interaction occurring. Each diagram corresponds to an order in the perturbative expansion of the total probability as a power series in \(\alpha_s = g^2/4\pi\). The number of vertices in the diagram corresponds to the order in the expansion the diagram represents.

As a method for making calculations in QCD, this is only valid if the perturbative expansion converges, in other words when \(\alpha_s \ll 1\). Higher order diagrams are inherently harder to calculate, so in the first perturbative QCD (pQCD) calculations,
only the lowest order (tree level) diagrams were included. Current predictions have
gone further, to include next-to-leading order (NLO; one-loop) diagrams, but do
not typically go beyond NLO (multi-loop). Although there has been an impressive
amount of success with such calculations, as we will see, there are many limitations
to the applicability of pQCD as a result of the requirement that $\alpha_s$ be small.

An unfortunate consequence of including orders in pQCD involving loop dia-
grams is that this inclusion introduces divergences associated with infinite loop mo-
menta, called ultraviolet (UV) divergences. These divergences are handled through
the introduction of an arbitrary momentum cut-off in the form of an additional pa-
rameter $\mu$ - the renormalization scale. In other words, if we were to calculate the
cross-section $\sigma$ for some interaction involving particles at a momentum scale $Q$, the
best we could hope to obtain is

$$\sigma(Q^2, \mu^2) = \alpha_s A_1(Q^2, \mu^2) + \alpha_s^2 A_2(Q^2, \mu^2) + \ldots ,$$  \hspace{1cm} (2.4)

where $A_n$ are the results of computing the diagrams at each order. As $\mu$ is an arbi-
trary parameter, nothing physically observable should depend on the value chosen.
However, $\alpha_s$ is already a free parameter of the theory, and by making a measure-
ment at a fixed momentum, $\alpha_s$ at that scale can be determined as a function of $\mu$.
Predictions for a given physical quantity can then be made for all energy scales
independent of $\mu$ by requiring

$$\mu^2 \frac{d}{d\mu^2} \sigma(Q^2, \mu^2) = \left( \mu^2 \frac{\partial}{\partial \mu^2} + \mu^2 \frac{\partial}{\partial \mu^2} \frac{\partial}{\partial \alpha_s} \right) \sigma(Q^2, \mu^2) = 0 ,$$  \hspace{1cm} (2.5)
and keeping the \( \mu \) dependence in \( \alpha_s \). Since \( \mu \) is just an arbitrary energy scale, this basically defines the energy dependence of \( \alpha_s \) to be

\[
\mu^2 \frac{\partial \alpha_s(\mu^2)}{\partial \mu^2} = \beta(\alpha_s(\mu^2)) \tag{2.6}
\]

where this \textit{beta function} can be expressed perturbatively as

\[
\beta(\alpha_s(\mu^2)) = \beta_0 \alpha_s^2(\mu^2) + \beta_1 \alpha_s^3(\mu^2) \ldots \tag{2.7}
\]

Neglecting \( \beta_1 \) and higher order terms, this can then be used to obtain an approximate form for \( \alpha_s \) at some momentum scale, \( Q \), of

\[
\alpha_s(Q^2) = \frac{\alpha_s(\mu^2)}{1 - \alpha_s(\mu^2) \beta_0 \ln \frac{Q^2}{\mu^2}}. \tag{2.8}
\]

As Eq. (2.5) suggests, the terms in the expansion of \( \beta \) can be evaluated through the calculation of any physical observable requiring renormalization. The leading order term was found to be

\[
\beta_0 = -\frac{33 - 2n_f}{12\pi}, \tag{2.9}
\]

where \( n_f \) is the number of active quark flavors\(^1\). The demonstration that the beta function for QCD is negative (as long as the number of flavors remains small) leads to \( \alpha_s(Q^2) \) decreasing asymptotically to zero as \( Q^2 \) becomes large - the property of asymptotic freedom. As shown in Figure 2.2, once \( \alpha_s \) has been measured at

\(^1\)The large variation in quark mass requires that the number of quarks considered in the calculation will depend on the energy scale.
some reference scale\(^2\), Eq. (2.8) provides a prediction for \(\alpha_s(Q^2)\) that agrees well with values extracted from data [52] and illustrates this asymptotic behavior.

Figure 2.2: The pQCD prediction for the dependence of the QCD coupling \(\alpha_s\) on the momentum scale, \(Q\), compared to values of \(\alpha_s\) extracted using data for several different observables. The open and closed symbols correspond to the determination of \(\alpha_s\) from data at different orders in the perturbative expansion [52].

In contrast to the behavior at large energies, according to this perturbative form for \(\alpha_s\) as \(Q\) approaches zero \(\alpha_s\) diverges to infinity. This is a result of the breakdown of pQCD, which is not expected to work as \(\alpha_s\) approaches unity, and reflects the

\(^2\)In the figure shown the reference scale chosen was the mass of the \(Z^0\) boson.
onset of confinement. If we define another energy scale,

$$\Lambda^2 = \mu^2 e^{-\beta_0 \alpha_s(\mu^2)}.$$  \hspace{1cm} (2.10)

Eq. (2.8) can be rewritten as

$$\alpha_s(Q^2) = \frac{1}{\beta_0 \ln(Q^2/\Lambda^2)}.$$  \hspace{1cm} (2.11)

$\Lambda$, often labeled $\Lambda_{QCD}$, sets the momentum scale at which QCD becomes non-perturbative and is found experimentally to be 100-200 MeV/c, although the exact value depends on the scheme used for renormalization. This energy scale defines the separation between the long-range low-$p_T$ (soft) physics not describable by pQCD, and the short-range high-$p_T$ (hard) physics where pQCD is applicable.

The trend that $\alpha_s(Q^2)$ becomes large as the momentum transfer for a given interaction becomes small reflects the increasingly strong coupling of quarks and gluons as energy scales get small, or length scales get large, that leads to confinement. Essentially by definition, because a small coupling is required for perturbative methods to work, confinement cannot be shown through perturbative calculations. The limited applicability of perturbation theory to QCD leads us to search for non-perturbative formulations of the theory, the most developed of these being lattice QCD, in which quarks are described as points on a lattice, with a characteristic separation defined by the lattice spacing, and gluons act as the links connecting neighboring sites [53].

The lattice approach approximates QCD by discretizing Euclidean space-time
into hypercubes with sides of length $a$. The continuum limit is recovered as $a$ goes to zero. The lattice spacing also naturally introduces a momentum cut-off of order $1/a$, removing the ultraviolet divergences that plague pQCD, although it is necessary for $a$ to be much smaller than the scale associated with whatever observable is being estimated. Calculations are then done using numerical simulations at a specific lattice spacing, where a major practical limitation of the theory arises as a result of the rapid increase in computing power needed as $a$ decreases.

Figure 2.3: The QCD potential as a function of distance, $R$ (in units of the lattice spacing), calculated from lattice QCD [54]. The solid line shows a fit to the numerical values of the given form.

One example of the success of lattice QCD is the description of the QCD potential through the calculation of the static potential for a quark-antiquark pair. The resulting form for the potential is shown in Figure 2.3, which demonstrates the linear behavior of the potential as the distance between the pair becomes large [54].
This behavior results in the force between the pair remaining constant, rather than decreasing with distance, as is the case for other forces seen in nature. As the pair separation increases, it will at some point become energetically favorable to produce an additional quark-antiquark pair. At the point where there is sufficient energy, the original pair splits and two new colorless bound states are created. This result is essentially a theoretical description of confinement, with the caveat that the calculation was done at finite lattice spacing and would have to be extended to the continuum limit to claim that confinement had been fully demonstrated.

![Figure 2.4: Free energy of a heavy quark pair as a function of the separation in lattice units calculated from the lattice at several different temperatures [55].](image)

When considering the motivation for studying the heavy ion environment described in Chapter 1, it is of interest to note that the potential shown in Figure 2.3
is calculated at zero temperature. At high temperatures the potential is modified as shown in Fig. 2.4, where the free energy of a heavy quark pair is plotted as a function of separation for different temperatures [55]. The dashed line indicates the free energy at zero temperature. As the temperature increases the asymptotic behavior begins to change. That is, the linear slope begins to decrease and turn over. At a temperature of about $T_c$ the QCD potential at large distances has a slope of zero, resulting in zero force between the heavy quark pair. This is one way of demonstrating the prediction that at high enough temperatures quarks and gluons become deconfined.

2.2 Perturbative QCD in practice

The asymptotic states considered in pQCD are the quarks and gluons, which are treated as free particles that undergo high momentum (hard) interactions. These are not the particles measured, however, confinement requiring that they instead form into color-neutral bound states: baryons, which contain three quarks with each of the three colors; and mesons, which are quark anti-quark pairs. The application of pQCD to measurements made experimentally requires developing ways of understanding or modeling the inherently non-perturbative process of going between observable hadrons and the quarks and gluons the theory describes. Despite these limitations, there are several key predictions made by pQCD that motivate its use even when input from data is required.
2.2.1 Deep inelastic scattering and factorization

Figure 2.5: Leading order Feynman diagrams for the deep inelastic scattering of a lepton on a hadron with the corresponding four-momenta assigned to the particles in parentheses.

The first and still one of the most powerful quantitative tests of pQCD is the breaking of Bjorken scaling in deep-inelastic lepton-hadron scattering (DIS). Deep inelastic structure function analyses not only provide some of the most precise tests of the theory, but also determine the momentum distributions of partons in hadrons. The underlying perturbative process is the elastic scattering of a lepton and one of the quarks in the hadron, through the exchange of a virtual photon$^3$, as illustrated in Figure 2.5. This type of scattering is sensitive to the kinematics of the quark structure of the proton, giving a direct measure of the proton interior.

If we take the incoming and outgoing lepton to have momenta $k$ and $k'$ respectively, the target hadron to have momentum $p$, and the momentum transfer carried

$^3$Here the photon is virtual because it acts simply as the force carrier for the electromagnetic interaction and would never be measurable in this context.
by the photon to be $q$, the scattering cross-section will be defined by

$$Q^2 = -q^2 = (k - k')^2;$$  \hspace{1cm} (2.12)

the Bjorken scaling variable $x$, which is the fraction of the proton momentum carried by the quark

$$x = \frac{p_q}{P} = \frac{Q^2}{2P \cdot q};$$  \hspace{1cm} (2.13)

and the inelasticity, the ratio of the energy transferred to the hadronic system to the total leptonic energy (in the hadron rest frame),

$$y = \frac{P \cdot q}{P \cdot k}.$$  \hspace{1cm} (2.14)

At a fixed center-of-mass energy $\sqrt{s}$, these satisfy the condition

$$Q^2 = (s - m_p^2) \cdot xy;$$  \hspace{1cm} (2.15)

leaving the cross-section dependent only on $x$ and $Q^2$.

At lowest order the cross-section can be considered as the product of the leptonic and hadronic tensors [56]

$$\sigma \sim L_{ij}^{\mu \nu} W_{\mu \nu}^i.$$  \hspace{1cm} (2.16)

$L_{\mu \nu}$ is the leptonic tensor, which describes the vertex $l \rightarrow \gamma^* + l$ associated with the coupling of the exchange boson - in this case a virtual photon - to the leptons, and
is determined from QED. $W_{\mu\nu}$ is the hadronic tensor defining the vertex $\gamma^* + h \to X$ describing the interaction of the vector boson - in this case a photon - with the target nucleon. The hadronic tensor can be expressed as an expansion in terms of scalar structure functions, coefficients of vector products in the expansion, that can be parameterized in terms of $x$ and $Q^2$. In the case of electro-proton scattering, imposing Lorentz invariance and the known discrete symmetries of QED reduces the set of structure functions to two, $F_1(x, Q^2)$ and $F_2(x, Q^2)$, which define the partonic content of the proton.

Figure 2.6: The Bjorken $x$ dependence of the $F_2$ structure function for several values of $Q^2$, from SLAC-MIT, BCDMS, H1 and ZEUS [57].

Early measurements of the DIS cross-section [56; 58] revealed the proton structure functions to be approximately independent of the collision energy, a property
referred to as *scaling*. Further measurements have only served to support this, as illustrated in Figure 2.6. \( F_2 \) as a function of \( x \), obtained from data taken at a range of experiments, at \( Q^2 \) values ranging over three orders of magnitude, shows that to a good approximation the data lie on a single curve. It was this observation that originally led to the development of the parton model [59; 60].

If the proton is taken to be a composite of point-like parton constituents, in the Bjorken limit that \( Q^2, P \to \infty \) with \( x \) fixed, it was found that \( F_i(Q^2,x) \to F_i(x) \), giving an approximate scaling law that predicted what was seen in data [61]. If a further assumption is made that the constituents are spin-1/2 particles, i.e. quarks, it can be shown that the structure functions obey the Callan-Gross relation [62]

\[
F_2(x,Q^2) = 2xF_1(x,Q^2) . \tag{2.17}
\]

This suggests that the structure function \( F_2(x) \) directly probes a quark constituent of the proton with momentum fraction \( x \), where the quark constituent can carry a range of values for \( x \).

In the parton model, the total electron-proton scattering cross-section is simply a weighted sum over the possible elastic hard-scatterings of the electron and a constituent quark:

\[
\sigma_{ep} = \sum_a \phi_{a/p}(x)\sigma_{ea \to ea} , \tag{2.18}
\]

where \( \phi_{a/h}(x) \) is the probability of finding a parton \( a \) with momentum fraction \( x \) of the proton, typically called the parton distribution function (PDF). The proton
structure function is then simply a sum over quark structure functions:

\[ F_2(x) = \sum_a q_a^2 x \phi_a(x) , \]  

(2.19)

where \( q_a \) is the electromagnetic charge of the scattered quark.

This “naive” picture of the proton relies on the assumption that the transverse momentum of the parton is small in the infinite-momentum frame of the proton. In QCD this assumption does not hold, since the quark can radiate a hard gluon, giving rise to a large transverse momentum \( k_T \), with a probability proportional to \( \alpha_s dk_T^2 / k_T^2 \) at large \( k_T \). The result is the appearance of logarithmic scaling violations which become large at small \( x \). This scaling violation is a key prediction of QCD, and was verified as very low-\( x \) results came out. An example of this agreement is shown in Figure 2.7, where the low-\( x \) behavior of \( F_2 \) is highlighted for two very different values of \( Q^2 \). The radiation of gluons will grow as \( Q^2 \) increases, as there will be more energy in the system, and these gluons can in turn split into \( q\bar{q} \) pairs, creating a ’sea’ of pairs that becomes large at low-\( x \) and breaking the scaling of the structure function.

This process leads to the distinction between the ’valence’ quarks, which are thought to be the main constituents of hadrons (the only constituents considered in the simple parton model), and ’sea’ quarks, which come in the form of \( q\bar{q} \) pairs produced by radiated gluons and are a largely non-perturbative effect. The parton-model-like behavior of the theory is restored with the theorem of factorization, which states that the long-distance (non-perturbative) and short-distance (pertur-
Figure 2.7: The proton structure function $F_2(x)$ for two values of $Q^2$ (3.5 GeV$^2$ and 90 GeV$^2$). Here the breaking of scaling can be seen at $x \sim 0.14$ with one set of pQCD predictions shown to be in good agreement [63].

Bare dependence of hadronic interactions can be considered completely independently [64].

The factorization process requires the introduction of a new scale, $\mu_f$, to define the separation of short-distance and long-distance effects. The proton structure function can then be described in terms of scale-dependent parton density functions:

$$F_2(x, Q^2) = \sum_{a=q,\bar{q},g} \int_1^x dz \, C_a^2 \left( \frac{x}{z}, \frac{Q^2}{\mu^2}, \frac{\mu_f^2}{\mu^2}, \alpha_s(\mu^2) \right) \phi_{a/h}(z, \mu_f, \mu^2) .$$

(2.20)
The coefficient function $C^a_2$ is dependent only on the short-distance hard scattering of the virtual photon with the parton, $a$, and can be calculated in perturbation theory. Although it will depend on the renormalization and factorization scales chosen, it is independent of the long-distance effects. The parton distribution, $\phi_{a/h}(z, \mu_f, \mu^2, \alpha_s(\mu^2))$, on the other hand, contains all the non-perturbative effects and cannot be predicted with pQCD. It is specific to the hadron and depends on $\mu_f$. However it is thought to be universal, meaning it is independent of the hard-scattering process being considered.

![Figure 2.8](image)

**Figure 2.8**: Distributions of $x$ times the parton distributions, denoted $f(x)$, for several partons in the proton at two energy scales, 20 GeV$^2$ (left) and 10,000 GeV$^2$ (right) [63].

Although the PDFs cannot be predicted *a priori*, as with $\alpha_s$, the arbitrariness of the factorization scale $\mu_f$ allows for the derivation of DGLAP equations - named after Dokshitzer, Gribov, Lipatov, Altarelli, and Parisi - that describe the evolution of the distribution functions in terms of the momentum scale of the interaction [65–]
\[ \frac{\partial \phi_a}{\partial \ln Q^2} \sim \frac{\alpha_s(Q^2)}{2\pi} \sum_b \int_x^1 \frac{dz}{z} P_{ab}(\frac{x}{z}) \phi_b(z), \] (2.21)

where \( P_{ab} \) are the splitting functions describing the parton splitting process \( b \rightarrow a \), which are also calculable perturbatively. In this way, once the parton distribution functions have been measured at one energy scale they can be predicted for all other \( Q^2 \) scales, provided \( Q^2 \gg \Lambda_{QCD} \). Typically the determination of the PDFs from data is done through a global analysis using coefficient functions and splitting functions calculated to next-to-leading order (NLO) or next-to-next-to-leading order (NNLO) the pQCD. The resulting distributions are shown in Figure 2.8 for two different energy scales. From the figure it is clear that the valence quarks, u and d, dominate the proton structure at high-\( x \), while at low-\( x \) the gluons and sea quarks start to dominate.

### 2.2.2 \( e^+e^- \) annihilation and fragmentation functions

The underlying hard scattering of an electron and parton in DIS studies can be directly probed by measuring the scattered electron. The recoiling parton, however, cannot be measured directly, as a result of deconfinement. The process by which the parton ultimately forms into hadrons is within the realm of soft, long-range physics, and therefore non-perturbative. To make predictions for the production of hadrons in collisions requires first developing a way of modeling parton→hadron process. The cleanest environment for studying this process is through \( e^+e^- \) collisions, where the only non-perturbative component is the formation of hadrons, and
the initial parton energy is well understood.

![Feynman diagrams for $e^+e^- \rightarrow q\bar{q}$](image)

**Figure 2.9:** Leading order Feynman diagrams for $e^+e^- \rightarrow q\bar{q}$.

One of the fundamental processes of QED is the production of muon pairs in electron-positron collisions, $e^+e^- \rightarrow \mu^+\mu^-$. The mechanism for this process is the combination of an electron and positron to form a photon (or $Z$), with a momentum $Q$ equal to the energy of the collision $\sqrt{s}$. The photon can then fluctuate into any particle-antiparticle pair, as long as the pair is kinematically accessible, that is, the condition $m < Q/2$ is satisfied. Thus, the same annihilation process can produce a quark-antiquark pair, with a cross-section calculable using pQCD as long as $Q >> \Lambda_{QCD}$. The lowest order Feynman diagrams contributing to this interaction cross-section are shown in Figure 2.9.

As a result of confinement, the produced quark-antiquark pair will subsequently form themselves into hadrons through a process called hadronization. Hadronization occurs at a much later time scale, meaning long-distance, non-perturbative dynamics govern the process, putting it outside the domain of pQCD. This process is often referred to as parton fragmentation, as it involves the splitting of the parton into many final state hadrons with only a fraction of the parton energy. Despite this difficulty, at lowest order the total hadronic cross-section can be obtained simply by
summing over all of the kinematically accessible quark-antiquark pairs. Including higher order gluon-loop corrections, the agreement between pQCD and data, shown in Figure 2.10, is very good at sufficiently high energies.

\[ e^+e^- \rightarrow \text{hadrons} \]

**Figure 2.10:** World data on total cross-section of \( e^+e^- \rightarrow \text{hadrons} \) as a function of the center-of-mass collision energy, \( \sqrt{s} \). The dashed-line curve (green) is a naive quark-parton model prediction and the solid-line curve (red) is the 3-loop pQCD prediction [63].

The ability of pQCD to reproduce the total hadronic cross-section is an important success of the theory. However, as a prediction it is fairly limited in scope, saying nothing about the single-hadron cross-sections or the kinematic distribution of hadrons in the final state\(^4\). The non-perturbative nature of hadronization implies that rather than using a direct calculation, we must rely once again on a parameterization of the fragmentation process that can be fit to data in the form of fragmentation functions. \( e^+e^- \) annihilation, where all of the center-of-mass energy, \( \sqrt{s} \), goes into the final state, is especially useful for defining fragmentation functions since

\(^4\)The later depends on details of parton fragmentation discussed in Section 2.4
the initial quark momentum is known through momentum conservation to be $\sqrt{s}/2$. Therefore, the fractional energy of a produced hadron is well defined as

$$x = \frac{2E_h}{\sqrt{s}}. \quad (2.22)$$

The factorization theorem again tells us that the cross-section for specific hadron type $h$ can then be written as

$$\frac{1}{\sigma_{\text{tot}}} \frac{d\sigma_{e^+e^-}}{dx} = \sum_a \int_x^1 \frac{dz}{z} C_a(s; \frac{x}{z}, \alpha_s) D_{h/a}(z, s), \quad (2.23)$$

where

$$C_a = \frac{d\sigma_{e^+e^-}}{dx} \quad (2.24)$$

is the cross-section for the underlying perturbative $e^+e^- \rightarrow q\bar{q}$ process. Once again, as part of factorization, the fragmentation functions are assumed to be universal, meaning that once determined at a fixed energy scale, they can be predicted for all other energy scales and used to make predictions about hadronic cross-sections in any hard scattering process.

As with PDFs, in the naive parton model the fragmentation functions are predicted to be scale-independent functions of $x$, and this scaling is predicted to be violated in the same way when the QCD formalism is applied. The fragmentation functions have an implicit dependence on the factorization scale chosen, which
leads to a DGLAP evolution equation [65],

\[
\frac{d}{dt} D_a(x,t) = \sum_b \int \frac{dz}{z} \frac{\alpha_s}{2\pi} P_{ba}(\frac{x}{z}, \alpha_s) D_b(z,t) ,
\]  

(2.25)

which describes the scale dependence of \(D_a\). The splitting functions are again calculable perturbatively, and are similar to those of DIS (the same at lowest order), although the function is now \(P_{ba}\) rather than \(P_{ab}\) since here we are describing the fragmentation of the final-state parton rather than the distribution of the initial-state parton. Complications arising from the poorly understood hadronization process lead to corrections to purely perturbative calculations of the order \(1/Q\) [70].

**Figure 2.11:** \(e^+e^-\) fragmentation functions as a function of \(x\) at several energy scales [69].
Nonetheless, with the inclusion of a simple parameterization of these corrections, NLO evolution of the fragmentation functions gives good agreement with data, as shown in Figure 2.11. The curves deviate slightly in the low-$x$ region, where $\ln(1/x)$ terms become large and the parton density saturates, making additional corrections to NLO calculations necessary [71–73].

2.3 QCD in hadronic collisions

A major advantage of both DIS and $e^+e^-$ annihilation is that the point-like nature of the leptons involved gives precise information about the energy of the underlying hard scattering. In the case of $e^+e^-$ annihilation, all of the beam energy goes into the final state, and in $e^- + p$ collisions the recoil electron can be measured to directly determine the $Q^2$ of the hard scattering. In purely hadronic collisions the dominant processes will be governed by the strong force such that the exact energy of the partons involved in the hard scattering is not known.

Figure 2.12: Feynman-diagram-like picture of hadron-hadron collisions decomposed into the initial soft and final soft processes and the underlying parton scattering.
As with the previous interactions discussed, based on the parton picture the
final state measured from hadronic collisions is the result of an underlying parton-
parton hard-scattering \[74\]. However, as we saw from DIS, the initial scattered
constituent parton will not contain the exact momentum of the colliding hadron.
In addition, the scattered parton be directly measurable, instead producing a jet, as
in \( e^+ e^- \) annihilation. More accurately, hadronic collisions can be thought of as a
combination of the effects seen in the previously discussed interactions. That is,
the partonic structure of the hadron must first be resolved using PDFs and the final
state hadrons are determined by the fragmentation functions for a specified parton
fragmenting into the measured hadron, as illustrated in Figure 2.12.

The total cross-section, for example to produce a hadron \( h \) from a \( p + p \) colli-
sion, is then a convolution over these elements\[^5\]:

\[
E_h \frac{d\sigma_{pp \rightarrow hX}}{d^3p} = \sum_{a,b,c,d} \int dx_a \, dx_b \, \Phi_{a/p}(x_a, Q^2) \, \Phi_{b/p}(x_b, Q^2) \, d\hat{\sigma}_{ab \rightarrow cd} \frac{1}{\pi z_c} D_{h/c}(z_c, Q^2)
\]

(2.26)

where \( x_a, x_b, \) and \( z \) are, respectively, the fractional momentum carried by initial
partons \( a \) and \( b \), within each proton, and of the hadron fragmented to the produced
parton \( c \). This again assumes the factorization of the soft, long-distance processes
described by the PDFs and fragmentation functions and the hard, short-distance
process, \( \sigma_{ab \rightarrow cd} \). The universality of the PDFs and fragmentation functions is also
assumed; that is, these functions can be determined from DIS and annihilation mea-
surements at different energies and then included in pQCD predictions for hadronic

\[^5\]This form is actually only accurate to leading-logarithm as it assumes a single momentum scale
characterizes the process.
cross-sections in $p + p$ collisions. The relative success of pQCD in hadronic collisions is considered a confirmation of this universality.

Although early comparisons of data with QCD were in good agreement at high $p_T$, that agreement broke down at lower $p_T$ in two key ways. First, predictions consistently fell below the data. Second, they failed to predict the correct scaling law. Above $\sim 1$ GeV/c, where pQCD is expected to work, data are observed to exhibit power-law-like behavior [75; 76] which takes the form

$$E \frac{d^3 \sigma}{d^3 p} = p_T^{-n} f(x_T),$$  \hspace{1cm} (2.27)

where $x_T = \frac{2p_T}{\sqrt{s}}$. QCD calculations predicted an $n$ of 5-6; however, at $\sqrt{s} \sim 60$ GeV for $p_T < 7.5$ GeV/c the data were best described with $n = 8$. The discrepancy was not reconciled until experiment motivated the inclusion of a non-zero transverse momentum, $k_T$, of the partons within the colliding hadrons.

### 2.3.1 $k_T$ smearing

More detailed analysis of the final state hadrons was first done through two particle correlations, as described in Section 1.3.1. These correlations are sensitive to details of both the parton distributions within the initial hadron and the fragmentation process of the scattered parton that single particle spectra are not. When developing the form for Eq. (2.26), it was essentially assumed - incorrectly - that the initial state scattering partons were collinear with their hadron, that is, that they had no transverse momentum with respect to the hadron direction. This *intrinsic* trans-
verse momentum, $k_T$, is observed through the broadening of the away-side peak in two-particle correlation. Further, the already Gaussian-like near-side distribution is a result of a similar transverse momentum spread in the fragments of the final-state parton, $j_T$.

Although direct observation of $k_T$ comes from two-particle correlations, as will be described in Section 2.4.2, it can play an important role in the single particle spectra. Initially, $k_T$ effects where ignored in calculations of single particle spectra because uncertainty arguments suggested the magnitude of $k_T$ should be on the order of only a few hundred MeV [74]. However, early two particle correlation measurements were more consistent with $\langle k_T \rangle \sim 500$ MeV[77].

The inclusion of $k_T$ effects helped to explain early discrepancies between perturbative calculations and data [78]. The basic idea is that if the initial partons have some initial transverse momentum, at a specific $p_T$ for the final hadronic cross-section, a less-hard scattering is required to produce the same $p_T$ hadron, which will enhance the cross-section. When considering these effects in QCD, complications arise as a result of the fact that higher order corrections involving gluon radiation processes will lead to essentially the same effect, making it difficult to separate them theoretically.

Including $k_T$ effects in predictions for single particle spectra then requires additional integrals of the form $\int d^2k_T$ of the initial parton distribution functions such that

$$
\phi(x, Q^2) \rightarrow f(k_T) \phi(x, Q^2),
$$

(2.28)
assuming the transverse distribution can be factored out of the longitudinal distribution. Generally \( f(k_T) \) is assumed to have an exponential form with a unit integral, for example [79],

\[
f(k_T) = \frac{e^{-k_T^2/\langle k_T^2 \rangle}}{\pi \langle k_T^2 \rangle}.
\] (2.29)

The mean \( k_T \) is essentially a free parameter, although attempting to fit cross-sections at multiple energy scales can put constraints on the theoretically allowed values. When smearing with a \( \langle k_T \rangle \) consistent with data is included, the discrepancy for \( x_T \) scaling between data and theory can be reconciled.

The improvement in comparisons of data and theory with the inclusion of a large \( k_T \) supported the idea that this \( k_T \) effect comes from both the expected intrinsic \( k_T \) resulting from the finite size of the photon and the soft gluon radiation in the initial state [80]. While the true intrinsic \( k_T \) remains outside the realm of QCD calculations, and must be included in the way described above, effects from gluon radiation should in principle be included as one aspect of the QCD dynamics. However, there are logarithmic divergences associated with the soft nature of this radiation which make higher order terms significant. To include such effects at all orders in \( \alpha_s \), calculations applying a resummation of the leading logarithm terms were developed [81] and later extended to beyond leading logarithm [82; 83].

Despite this progress, it is not possible to fully separate the effects of intrinsic \( k_T \) and gluon radiation. This is not surprising, since they basically come from the same underlying physics - the interaction of quarks and gluons. However, it does lead to ambiguities in the theory, which result in some amount of instability. This
difficulty arises especially in conjunction with uncertainties associated with NLO sensitivity to the various arbitrary scales introduced to separate the perturbative and non-perturbative scales. More detailed studies of the kinematic structure of the hadronic final state provide one way of further constraining theory.

2.4 Jets and parton showering

Hadronization is an inherently soft process, suggesting that the hadron fragments will have limited transverse momentum relative to the parent parton (collinear fragmentation), appearing as part of a jet of parallel-moving particles. Therefore, at lowest order the contribution to $e^+e^- \rightarrow q\bar{q}$ can be thought of as two back-to-back jets, with the next order corresponding to the hard emission of a gluon by one of the quarks and resulting in three distinct jets, and so on. However, this parton level fragmentation of the initial quark can occur at all energy scales; therefore, non-perturbative effects will contribute. The hardness of the gluon radiation is related to the gluon $j_T$ relative to the initial quark, such that the gluon emission becomes collinear as it becomes non-perturbative, and indistinguishable from later fragmentation into hadrons. As a result, the final jet shape results from a combination of parton splitting and hadronization, requiring more sophisticated modeling. For simple jet cross-section predictions, though, straightforward perturbative methods can be applied.
2.4.1 Jet rates

The total jet cross-section in $e^+e^-$ annihilations is in principle equivalent to the total hadronic cross-section discussed in 2.2.2. However, for studies of jets to be quantitative, it is first necessary to develop a procedure for defining jets in terms of the final state hadrons measured experimentally. The general requirements for such a definition are that it be consistent with a theoretical definition in terms of final state quarks and gluons that is well described by pQCD, and that it have minimal sensitivity to the non-perturbative hadronization process.

Consistent jet definitions are obtained through the development of algorithms for the clustering of measured particles into jets which are well motivated from theory. There are a few standard types of algorithms that are now well developed [84–88]. The first, and most widely used, is the cone algorithm\(^6\), where particles are grouped within a cone of fixed size with a jet axis, defined by the $p_T$ weighted sum of the positions of all the particles in the cone and required to line up with the cone axis.

With a consistent definition of a jets, predictions for the total jet cross-section can be made straightforwardly perturbatively. Figure 2.13 shows the total jet cross-section measured using the cone algorithm compared to an NLO calculation, with good agreement between theory and experiment. Here the cross-section is plotted as a function of the transverse energy, $E_T = E \sin \theta$, as it is typically energy, rather than $p_T$, that is measured experimentally.

\(^6\)There are actually several variations on this basic idea in use.
2.4.2 Jet shape

While jet rates are a good test of pQCD, more can be learned through studies of the jet shape, which provide a much more stringent test of the theory. At the most basic level, the idea that the hard scattered partons will fragment into near-collinear streams of particles suggests a highly non-uniform structure to the distribution of hadrons in the final state. There are a number of ways the kinematics of the final state can be investigated, ranging from basic studies of the $p_T$-dependent distribution of particles in the event to those involving detailed analysis of fully reconstructed jets.
2.4.2.1 Event shape

Testing the uniformity of the hadron distribution can be done most simply through the use of event shape parameters, without requiring the jets to be defined. One such widely used parameter is thrust \[^90\] :

\[
T = \max_n \frac{\sum_i \left| \vec{p}_i \cdot \hat{n} \right|}{\sum_i \left| \vec{p}_i \right|}.
\] (2.30)

Here \( \vec{p}_i \) are the final-state hadron momenta and \( \hat{n} \) is an arbitrary unit vector such that, after the maximization of \( \hat{n} \), it will represent the approximate jet axis. If \( \vec{p}_i \) form an almost collinear jet the thrust will tend towards one, and if the hadron distribution is more uniform, it will tend towards zero.

![Thrust Distribution](image)

**Figure 2.14:** The thrust distribution measured at LEP by DELPHI with predicted distributions at leading-order for vector (solid line) and scalar (dashed line) gluon theories [57].
Variables of these types were chosen because of their invariance under the branching $\vec{p}_i \rightarrow \vec{p}_j + \vec{p}_k$, which makes them well defined in pQCD. In fact, early comparisons of calculations with thrust distributions provided the first evidence that gluons were vector particles. An early comparison of thrust ($T$) is shown in Figure 2.14, with pQCD predictions using scalar and vector gluons, which rules out the scalar gluon theory. The vector gluon prediction does well for intermediate $T$, but deviates slightly at both large and small $T$ where higher order contributions become important as will be discussed in more detail in Section 2.4.

### 2.4.2.2 Two particle correlations

Two particle correlations also provide descriptions of the jet shape, since the $p_T$-dependent angular distribution of hadron pairs is directly related to the kinematics of the jet fragmentation. In correlation measurements of this type, the leading particle selected is defined as the ‘trigger’ particle, which is then correlated with other particles produced in the same collisions, ‘associated’ particles. The relationship between jet kinematics and two-particle kinematics can be described using two basic parameters. The first is the fraction of the associated particle $p_T$ in the direction of the trigger particle,

$$x_E = -\frac{\vec{p}_{T,\text{trig}} \cdot \vec{p}_{T,\text{assoc}}}{|\vec{p}_{T,\text{trig}}|^2},$$

which is indirectly related to the fraction of the jet energy carried by the associated particle. The second is the component of associated particle momentum perpendic-
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ular to the direction of the trigger particle,

\[ p_{\text{out}} = \frac{|\vec{p}_{T,\text{trig}} \times \vec{p}_{T,\text{assoc}}|}{|p_{T,\text{trig}}|}. \]  \hspace{1cm} (2.32)

**Figure 2.15:** On the left is the mean (right axis) and RMS (left axis) \( k_T \) as a function of trigger \( p_T \) using two independent methods for extracting \( \langle k_T \rangle \) from the correlated away-side, for different \( \sqrt{s} \). On the right is the mean and RMS \( j_T \) vs. trigger \( p_T \) (top) and \( \sqrt{s} \) (bottom). Both are from two-particle correlations with ISR data [91].

The measured \( p_{\text{out}} \) distribution is then thought to be related to the two underlying effects mentioned in Section 2.3.1: the transverse momentum of the initial scattering partons \( (k_T) \), and the transverse momentum of the measured hadrons rel-
ative to the jet axis ($j_T$). An approximate form for this relationship is [92]

$$\langle p_{\text{out}} \rangle^2 = (2\langle k_{Ty} \rangle^2 + \langle j_{Ty} \rangle^2)x_E^2 + \langle j_{Ty} \rangle^2 .$$  (2.33)

Using fits to the $\langle p_{\text{out}} \rangle^2$ distributions as a function of $x_E^2$, both the mean $k_T$ and $j_T$ as a function of trigger (or associated) $p_T$ and collision energy, $\sqrt{s}$, can be determined. Figure 2.15 shows some of the first measurements of these quantities. It was found that $j_T$ was independent of collision energy and of trigger $p_T$, as expected if the parton fragmentation is in fact universal and therefore independent of the underlying hard scattering.

These measurements also demonstrate the discovery that $k_T$ was larger than originally expected and proportional to both the trigger $p_T$ and $\sqrt{s}$. The dependence of $k_T$ on trigger $p_T$ is expected, as a form of ‘trigger bias’, since a trigger hadron of a given $p_T$ will be more likely to come from a hard scattering at lower $Q^2$ with some initial $k_T$ than from higher $Q^2$. Predictions for the measured $p_{\text{out}}$ distributions were made and found to be in good agreement with data [78] - however, only with the inclusion of effective $k_T$ and $j_T$ smearing motivated by the measured values from data. Even so, the ability to match these distributions supports the parton model, and QCD in general, and it provided early measures that helped to further develop the theory.
2.4.2.3 Reconstructed jets

Full jet reconstruction provides a way of more directly accessing information about the distribution of particles in the jet. With knowledge of the jet axis and momentum, which corresponds to that of the original hard scattered parton, as well as the full set of fragmented hadrons\(^7\), it is possible to directly measure both the fractional parton energy carried by each hadron fragment (\(z\)) and the component of the hadron momentum perpendicular to the parton (\(j_T\)). The ability to measure the \(z\) distribution this way implies that reconstructed jets provide an independent measure of the parton→hadron fragmentation functions previously determined, for example, in \(e^+e^-\) annihilations. The \(j_T\) distribution is a direct determination of the kinematic distribution of hadrons in the jet, like that previously determined indirectly through measurements of thrust or the mean \(j_T\) from two-particle correlations.

Rather than \(j_T\), the jet shape is typically described in terms of the parameter, \(\psi(r)\), defined as the average fraction of the jet transverse momentum lying inside a cone of radius \(r\), where \(r\) is defined as

\[
r = \sqrt{\Delta\eta^2 + \Delta\phi^2} \quad (2.34)
\]

and \(\eta\) is the pseudorapidity defined in terms of the polar angle as

\[
\eta = -\ln \left[ \tan \left( \frac{\theta}{2} \right) \right]. \quad (2.35)
\]

\(^7\)At least within the constraints for the jet definition placed by the specific algorithm used.
\[ \psi(r) = \frac{1}{N_{\text{jet}}} \sum_{\text{jets}} \frac{P_T(0, r)}{P_T(0, R)}, \quad 0 \leq r \leq R, \tag{2.36} \]

where \( P_T(0, r) \) is the integrated transverse momentum in the range specified, \( N_{\text{jet}} \) is the total number of jets, and \( R \) is the jet size defined by the algorithm [93]. In general, \( \psi \) will also depend on the specific value for \( R \) used by the algorithm, as well as the total transverse jet energy, \( E_T \). Figure 2.16 shows the \( r \) dependence of \( \psi(r) \) for jets defined by the cone algorithm with \( R = 1 \), at \( E_T = 100 \) GeV, along with several NLO predictions. As with attempts to determine thrust, the theoretical predictions have some difficulty reproducing the data, especially for small values.
of $r$, which correspond to the region where collinear divergences will become an issue.

### 2.4.3 Parton showering

Although we have seen that pQCD does quite well with single particle cross-sections, descriptions of the kinematics of the final state have proven more difficult, particularly in limits where higher order terms in the perturbative expansion become more significant due to logarithmic divergences. Essentially, these higher order enhancements come about as a result of the radiation of very soft gluons, either through collinear emission leading to discrepancies near the jet axis, or soft emission at all angles leading to wide angle low-$p_T$ discrepancies.

![Figure 2.17](image)

**Figure 2.17:** (a) Example of a parton shower diagram. (b) Clustering of shower components into final state hadrons.

The rapidly increasing difficulty of pQCD calculations as we go to higher orders
due to the growing number of diagrams needed - makes attempting to include such effects with fixed order calculations difficult. Instead, what is typically done is to include only the leading logarithmic terms - coming from parton splitting - to all orders [81]. This means that at a given order in $\alpha_s$, no loop diagrams are included in the calculation; only the $2 \rightarrow n$ process is calculated. An example of the type of diagram this would involve is shown in Figure 2.17(a). The parton splitting continues until the remaining partons reach some minimum $p_T$ below which the non-perturbative soft regime takes effect. This is basically the same formalism applied to the initial state described in Section 2.3.1.

The details of the showering include a choice in how the stages in the shower are ordered in the summation. The most commonly used way is motivated by the hard-soft factorization, where the hardest interactions are included first [94]. The only complication to this ordering is that it involves the inclusion of interference diagrams, where soft emission is reabsorbed, complicating the calculations somewhat. The other option is what is called angular ordering, where splittings are included in order of emission angle, omitting the need for interference graphs but requiring the introduction of a low $p_T$ cut-off for each graph [95].

These types of parton shower models are implemented using simulations, where in the case of hadronic collisions splitting is included both for the initial state partons and for the final parton fragmentation. The final step required for comparison with data is to then implement a model for the hadronization of all the final state partons produced in the shower, with a variety of models to choose from [96–100]. An illustration of this process is shown in Figure 2.17(b), where the final partons
are clustered together to form hadrons which can then decay into the particles ultimately measured experimentally [99; 100].

![Diagram](image)

**Figure 2.18:** Measured $1 - \psi(0.3/R)$, as a function of jet $p_T$ for jets with a rapidity from 0.1 to 0.7, compared to various simulations (see text for descriptions) [93].

Several Monte Carlo simulation programs have been developed over the years that implement parton showering, often coupled with a few choices for the modeling of the fragmentation into hadrons. In general, these simulations do a much better job of reproducing details of jet shape and kinematics than fixed order pQCD calculations, although it is important to note that they often include the ability to adjust the details of the parton showering in order to obtain good agreement. For example, Figure 2.18 shows a measure of the jet profile as a function of jet $p_T$
with the predictions of various simulations. The two simulation types shown here represent the two choices mentioned for the ordering of diagrams included in the parton shower, with PYTHIA [101] implementing a momentum (virtuality) ordering and HERWIG [102] implementing an angular ordering. The PYTHIA Monte Carlo agreement with data was obtained by including enhanced contributions from initial-state gluon radiation and secondary parton interactions between remnants (PYTHIA-Tune A) along with multi-parton interactions (MPI) [93].

2.5 Direct photons

The production of high-\(p_T\) direct\(^8\) photons is closely related to the production of jets, with several advantages from both an experimental and theoretical perspective. As the point-like QED vector boson, photons are not subject to any non-perturbative fragmentation process. Therefore, there is less theoretical uncertainty in describing photon production, even in hadronic collisions. In addition, the small number of parton-level hard scatterings contributing to the production of photons further simplifies theoretical calculations. Experimentally, the photon energy and direction relative to the production point are straightforward to measure directly. The only draw-back is the low production rate - \(O(\alpha\alpha_s)^9\) as opposed to \(O(\alpha^2_s)\) for jets - coupled with the large background from neutral hadron decays - mostly from \(\pi^0 \rightarrow \gamma\gamma\).

\(^8\)Generally, direct photons at leading-order are referred to as ‘prompt’ and those at higher orders as ‘fragmentation’
\(^9\)\(\alpha\) is the QED coupling constant and is roughly equal to 1/137.
2.5.1 Photons at leading order

Figure 2.19: Leading order Feynman diagrams for direct photon production in QCD hard scatterings. The two quark-gluon Compton diagrams are shown on the top, and the two annihilation diagrams are on the bottom.

At leading order in pQCD photons are produced through two subprocesses: quark-antiquark annihilation \( q\bar{q} \rightarrow \gamma g \), and QCD Compton scattering \( qg \rightarrow \gamma q \). The diagrams contributing to these processes are shown in Figure 2.19. In \( p + p \) collisions, the Compton process dominates the direct photon cross-section by roughly an order of magnitude over the annihilation process because of the low probability for antiquarks. For this reason, in \( p + \bar{p} \) collisions the annihilation process will become significant in certain kinematic ranges. There are several aspects to these processes which make measurements of direct photons at leading order extremely useful in further understanding the details of QCD.
The photon will be produced approximately back-to-back with the final state quark or gluon, which will then fragment into a jet. As a result, in the kinematic range where either the Compton or annihilation process dominates, the tagging of jets that are back-to-back with high $p_T$ direct photons ($\gamma$–jet) directly probes quark jets or gluon jets respectively. When considering the Compton process, the presence of the gluon in the initial state indicates that the process is sensitive to the gluon distribution function, which is generally poorly understood.

It is also possible to determine which LO process is dominant, as well as probe the quark flavor of the recoiling jet in the case of the Compton process, using studies of the charge ratio for hadrons opposite a direct photon. The idea with respect to the Compton process is that the relative abundance of up quarks (2:1), combined with the relative charge coupling of up and down quarks to the photon ($\frac{2}{3}^2 : \frac{1}{3}^2$), suggests the up quark is 8 times more likely to participate in the production of a photon than the down quark. This increased probability should lead to a (+/-) charge ratio larger than one opposite a direct photon. Alternatively, if the recoiling parton is a gluon, the charge ratio should be one. Early measurement of direct photon-hadron correlations did in fact reveal a charge ratio larger than one and consistent with NLO calculations [103].

Despite the powerful ability of direct photon measurements - and in particular $\gamma$–jet measurements - to probe the gluon distribution function, with past theoretical calculations has been a struggle to accurately reproduce direct photon cross-section measurements [104]. As a result, direct photons have yet to prove useful in our understanding of the gluon structure of protons [105]. There are essentially
two key ambiguities in calculations of the inclusive direct photon cross-section that lead to the larger theoretical uncertainties not originally expected for such point-like interactions.

One ambiguity results from poorly constrained NLO contributions, as we will see in Section 2.5.2. When studying $\gamma$–jet measurements, where the photon is required to be back-to-back with a jet, the desire is to study the dominant leading order processes. NLO contributions are typically minimized through the application of an isolation cut where the photons are required to be separated from any hadronic activity by some well defined radius. However, even with such cuts, theory has struggled to describe the cross-section for photons found back-to-back with jets over the full kinematic range [106]. This is shown in Figure 2.20, where the $\gamma$–jet cross-section was measured over a large $p_T$ range and a variety of jet rapidities and compared to several NLO QCD predictions.

The second ambiguity result from the initial $k_T$ effect. As mentioned in Section 2.3.1, in hadronic collisions the finite size of the proton coupled with initial-state gluon radiation leads to an initial $k_T$ in the hard scattering which can modify the final-state $p_T$ distribution measured. This $k_T$ effect can contribute in the processes leading to direct photon production as well, leading to similar ambiguities in theoretical predictions for the cross-section. The inclusion of $k_T$ smearing, again as described in Section 2.3.1, has been shown to improve agreement between theory and earlier direct photon measurements [107; 108]. On the other hand, claims have also been made that applying similar resummation techniques, without additional $k_T$ smearing, is able to reconcile theory and data in most cases [104]. As Figure
Figure 2.20: The ratio of the measured $\gamma$–jet cross-section to NLO QCD predictions, as a function of photon $p_T$. Here $y_{\text{jet}}$ is the rapidity of the jet opposite the direct photon. The yellow band represents the uncertainty in the initial PDFs, and the dotted and dashed lines represent theoretical scale uncertainties [106].

2.21 demonstrates, where the ratio of data to theory for inclusive and isolated direct photons is compared across two orders of magnitude in $x_T$ and nine orders of magnitude in the cross-section, the agreement between data and theory is extremely good, with one unresolved exception [109]. However, the discrepancies shown in Figure 2.20 persist, and the issue of intrinsic $k_T$ is far from resolved.
2.5.2 Photons beyond leading order

Figure 2.22 shows two NLO diagrams that will contribute to calculations of the total direct photon cross-section. The first is an example of diagrams that are higher order, while contributing to the cross-section for prompt photons produced in the initial hard scattering. In the discussion of jets in Section 2.4, gluon radiation by quarks participating in hard scattering played an important part in the development of the parton shower. In a similar fashion, quarks have some probability of radiating photons as a result of their electric charge, a case illustrated in the second diagram in Figure 2.22. In this case the point-like vertex is the same as in QED, meaning in principle the effective fragmentation function for obtaining a photon from a quark can be calculated (it will be zero for gluons, which are electrically neutral). How-
ever, the details of the calculation involve integrating over the full range of photon $j_T$, which will diverge as the photon becomes parallel to the quark.

A leading-logarithm (LL) approximation is often used, which can be written as \[ zD_{\gamma/a}(z, Q^2) = q_a^2 \frac{\alpha}{2\pi} [1 + (1 - z)^2] \ln(Q^2/\Lambda_{QCD}^2) , \] (2.37)

where $q_a$ is the fractional charge of the $a$ quark. As with the hadronic fragmentation functions, the photon fragmentation functions will evolve with $Q^2$, again because of parton splitting. This leads to a softening of $D_{\gamma/q}$ and a non-zero $D_{\gamma/g}$.

Solutions to the evolution equations reveal that the fragmentation functions are proportional to $\alpha/\alpha_s(Q^2)$, a result of their logarithmic growth with $Q^2$. When one then convolutes the $O(\alpha_s^2)$ parton-parton subprocess with the fragmentation function, the resulting contribution is of order $\alpha\alpha_s$, the same order as the LO direct photon processes. Surprisingly, it is therefore possible that these fragmentation photons can be produced at a rate comparable to prompt photon production. For example, Figure 2.23 shows an NLO calculation for the ratio of fragmentation pho-
tons to inclusive direct photons, which predicts a contribution of as much as 30\% [110].

At leading order, solutions have a form similar to Eq. (2.37); however, for a complete solution, a non-perturbative component is required. This non-perturbative input is generally estimated using the Vector Meson Dominance Model (VDM) [111], in which the photon is described by a superposition of vector mesons. The photon fragmentation function is then directly related to the vector meson fragmentations functions, which are constrained by data in the standard way (see Section 2.2.2).

As with hadrons, the quark-to-photon fragmentation function can be tested experimentally most directly through $e^+e^-$ annihilations. One way such collisions
Figure 2.24: The photon energy spectrum measured by OPAL compared to several predictions including various orders in the perturbative expansion (LO and HO) as well as non-perturbative corrections (HO_{Pl} and BLL) [112].

have been used is through the measurements of high-\(p_T\) photons from \(Z^0\) decays, which are attributed to radiation from one of the primary quarks[112]. In this case the photon cross-section can be directly related to the fragmentation function using [113]

\[
\frac{1}{\sigma_h} \frac{d\sigma(E_\gamma)}{dE_\gamma} = \frac{4}{\sqrt{s}} \sum_q \omega_q D_{\gamma/q} .
\]

(2.38)

A comparison of data with theoretical calculations for \(D_{\gamma/q}\) using this relation is shown in Figure 2.24. There are several predictions shown, including leading order, higher order (HO), and beyond-leading-logarithm (BLL) - which includes non-
perturbative components using VMD. While the data shows good agreement in general, it is not sensitive to the theoretical details, and therefore unable to constrain the non-perturbative component.

Figure 2.25: The cross-section for photons in jets as a function of their fractional jet energy measured by ALEPH compared to BLL predictions [111].

Another way of measuring the fragmentation function was through the selection of hadron jets containing a photon with $z > .7$ [114]. This measurement can be directly compared to predictions for $D_{\gamma/q}(z)$, as shown in Figure 2.25. In the case shown, the comparison is not direct because of kinematic restrictions on the data as a result of the requirement that they be in an algorithmically defined jet [111]. Even so, the relatively good agreement between data and theory is encouraging.

\footnote{Here $z$ is the fraction of the total jet energy, which should be equivalent to the initial parton energy.}
2.5.2.1 Fragmentation photons in $p + p$

The prediction for direct photon production has somewhat larger uncertainties than might be expected for what is essentially a QED process. The larger uncertainties result from the combination of the poorly understood initial state $k_T$ effect, which leads to uncertainties in the total direct photon cross-section similar to those for hadronic cross-sections, and the non-perturbative component of the fragmentation function. In hadronic collisions, when coupled with experimental limitations resulting from the large background of photons produced through the decay of neutral hadrons, the result is that while pQCD calculations at NLO are able to reproduce the measured inclusive direct photon cross-section\(^{11}\), the agreement leaves room for large variations in the underlying approximations made. Figure 2.26 illustrates this point, showing the cross-section for direct photons in $p + p$ collisions at $\sqrt{s} = 200$ GeV, compared with NLO pQCD calculations [115], where - at lower $p_T$ - variations of as much as a factor of two are permitted.

The method mentioned in Section 2.5.1 - applying an isolation cut around high-$p_T$ photons to remove the contribution from fragmentation photons to $\gamma$-jet measurements - suggests that comparisons between inclusive direct photon productions and isolated direct photon production could help to constrain predictions for the relative yield of fragmentation photons. However, isolation cuts do not provide a clean separation between leading-order and higher order photon production\(^{12}\).

---

\(^{11}\)This statement applies specifically at energies currently accessible to heavy-ion collisions for studying medium modification.

\(^{12}\)It is estimated that there is an approximate 10% contamination from fragmentation photons remaining after these cuts are applied [106].
Figure 2.26: The direct photon cross-section as a function of photon $p_T$ at $\sqrt{s} = 200$ GeV compared to an NLO pQCD calculation. The bottom panel shows the relative difference between data and theory, with the range for the uncertainties on both [115].

Additionally, given the large uncertainties (Figure 2.26) for inclusive direct photon measurements and the expectation that the yield of fragmentation photons is not more than $\sim 30\%$, it is not realistic to expect such a method to provide much constraint on the quark-to-photon fragment function.

The early measurements of photons in jets shown in Figure 2.25 suggest that an alternative is to identify the jet signal and then identify direct photons associated with the jet, which will naturally suppress the ‘background’ from leading-order. We have seen the use of two-particle correlations serve as a good proxy for full jet measurements. Therefore, with some consideration for the hope to compare any
measurement of fragmentation photons to a similar study in heavy-ion collisions, these correlations seem a likely candidate for a successful direct measurement of fragmentation photons that may be extendible to further studies of nuclear effects.

An additional advantage to using correlations to measure fragmentation photons is that, as described in Section 2.4.2.2, correlations provide information about the jet shape inaccessible from inclusive cross-section measurements. When considering models of parton showering, such photons have the unique ability to directly probe the showering of the initial parton without the complication of hadronization.
Chapter 3

Detection

As discussed in chapter 2, the study of QCD and jet physics requires collisions between particles at energies high enough to probe the structure of the proton. To go further and study the properties of deconfined quarks and gluons, these collisions must be at high enough energy, and density, to pass the critical temperature for the QGP phase transition. Therefore, these investigations require the use of large particle accelerators, typically spanning several kilometers in length and able to manipulate large numbers of particles (on the order of $10^{11} - 10^{12}$ per bunch) simultaneously, to ensure a high rate of collisions. There are several options available in terms of particle accelerator technology, most notable being linear, cyclotron, and synchrotron accelerators [116]. The limitations of linear and cyclotron accelerators in terms of size, as well as the ability of synchrotrons to accelerate and store particle beams for an extended period of time, make synchrotrons the obvious choice.

The work of this thesis is based on data collected at the synchrotron at Brookhaven National Laboratory (BNL), the Relativistic Heavy Ion Collider (RHIC) [117], by the Pioneering High Energy Nuclear Interaction eXperiment (PHENIX). There
were originally four experiments operating at RHIC, PHENIX [118], STAR [119], BRAHMS [120], and PHOBOS [121], with physics programs that were both competitive and complementary in their goals, allowing for the comparison of results across experiments, as well as a wider range of possible measurements. PHOBOS and BRAHMS were smaller more specialized collaborations that have completed their goals and are no longer in operation. The specific design features of PHENIX, discussed in detail in Section 3.2, are ideal for measuring direct photons, as well as those found in coincidence with jets. In addition, the range of collision systems available at RHIC make extensions of the work described in this thesis possible.

3.1 RHIC

The RHIC facility consists of two storage rings each acting as an independent particle accelerator (see Figure 3.1). The two rings, labeled “blue” and “yellow” for clockwise and counter-clockwise particle beams, respectively, are housed in an approximately circular 3.8 km long tunnel. There are six interaction points, relatively straight sections of the tunnel where the rings cross, enumerated by clock positions, with PHENIX sitting at 8 o’clock (see Figure 3.1). Particle bunches are steered through each ring using a series of niobium-titanium superconducting magnets, with a separate set of dipole magnets used to steer the beams into collinear paths at the interaction points, and quadrupole magnets to focus the beam for high luminosities. The beams are timed such that, at the interaction points where there are detectors, bunches in each beam will cross at the same time, and collisions can occur.
At the relativistic energies achieved at RHIC, particles in the beam will be moving near the speed of light, with a relatively constant frequency of 78 kHz \((f_{\text{rev}})\). The design of RHIC allows for up to 120 bunches per ring \((b)\), with \(2 \times 10^{11}\) particles in each bunch for \(p + p\), or \(10^9\) for \(Au + Au\). The corresponding luminosities, determined by

\[
L = \frac{b \, N^2}{4\pi \, \sigma_x \sigma_y \, f_{\text{rev}}},
\]

(3.1)

where \(N\) is the number of particles per bunch, and \(\sigma_x\) and \(\sigma_y\) are the cross-section of the bunches, are \(2 \times 10^{32} \text{ cm}^{-2}\text{s}^{-2}\) and \(2 \times 10^{26} \text{ cm}^{-2}\text{s}^{-2}\) respectively. Even at these high luminosities a collision, generally referred to as an event, will not occur with every beam crossing, making it necessary to apply a trigger condition to determine if an event has occurred. The method employed by PHENIX is described in detail in Section 3.6.

### 3.1.1 Accelerating to RHIC

As a synchrotron accelerator, RHIC is able to stores particle beams for as long as 10+hrs (in theory), and can accelerate proton and Au-ion beams up to 250 GeV and 100 GeV, respectively. As with similar accelerators, however, it is not able to accelerate particles from rest, instead relying on a chain of accelerators with successively higher maximum energies to then feed the beam into the RHIC tunnel. In the case of \(p + p\), the primary objective for RHIC is to study polarized proton collision - both longitudinal and transverse - to further our understanding of spin physics rather than simply for comparison with heavy ion results. To that end,
while not relevant to the work presented here, many of the details of the operation of RHIC during p + p running focus on the ability to produce and maintain highly polarized proton beams [122].

As shown in figure 3.1, the process starts with a pulse of polarized hydrogen($H^-$) ions that get accelerated up to 200 MeV by a linear accelerator (LINAC), then stripped of their electrons and injected as a single bunch into the Alternating Gradient Synchrotron (AGS) Booster. In the AGS Booster the bunch is accelerated to 1.5 GeV and transferred to AGS proper, where it can then be accelerated up to 25 GeV. Finally, bunches are injected into RHIC one at a time, through a transfer line designed to steer beams within a certain energy range; 20.58 – 28.3 GeV in the case of p + p. This effectively fixes the minimum energy collisions RHIC is able to produce without decelerating the beam.

Once injected into the main RHIC ring, each bunch is captured and accelerated by a radiofrequency (RF) system operating at 28 MHz, the harmonic number $h = 360$ of the particle rotation frequency. This design allows for fixed numbers of evenly spaced bunches of 60, 72, 90, or 120, which are then accelerated through the RF pulse and finally stored at the maximum energy. An additional RF system, operating at 197 MHz, is then used for shortening the bunches to keep the longitudinal cross-section ($\sigma_L \approx 25$ cm) reasonable. The challenge is then the maintenance of the proton polarization. While not relevant for the results discussed here, it is important to note that polarized protons beams were used to generate the data used; averaged over polarizations, the data should be equivalent to unpolarized data.
3.2 PHENIX Overview

The PHENIX detector is designed to specialize in the measurement of processes such as photon, lepton, and high-$p_T$ hadron production, making use of high resolution particle identification capabilities and a sophisticated triggering system for selecting such rare events. The design of the PHENIX detector began as the merger of multiple physics programs leading to the development of two relatively independent detector systems: the central spectrometer at mid-rapidity ($|\eta| < 0.35$), and the forward spectrometer arms [123] extending over $1.8 < |\eta| < 2.2$ in pseudorapidity ($\eta = -\tan \frac{\theta}{2}$). The central spectrometer consists of an east and west arm, each with a limited ($\frac{\pi}{2}$) $\phi$ acceptance, while the forward spectrometer arms have full azimuthal
coverage. Both a side view and beam view image showing the arrangement of the various detector subsystems are shown in Figure 3.2.

![Figure 3.2: The PHENIX Detector. Side view (left). Beam view (right) [118].](image)

The forward spectrometer arms specialize in the detection of muons, featuring prominently in measurements related to heavy quark production, as well as measurements involving rapidity dependent variations in particle production. The central spectrometer arms are instead designed for a variety of uses over a much more limited rapidity range, such as identifying and tracking electrons, tracking charged hadrons, and detecting photons with enough precision to reconstruct neutral mesons ($\pi^0$s) to very high $p_T$. This thesis focuses on correlations between hadrons and direct photons, making use of the full range of detection capabilities of the central arms, with the exception of the ability to identify charged hadron species. Each of the relevant subsystems will be discussed in further detail in the sections that follow.
3.3 PHENIX Central Tracking

Charged particles produced at mid-rapidity when a collision occurs are tracked through the PHENIX detector by combining information from almost all of the detectors in the central arms. Looking at the beam view of the full PHENIX detector shown in Figure 3.2, as it moves away from the collision vertex, a charged particle will first pass through the central magnetic field, bending along the $\phi$ direction, then passing into the detector system, producing a series of interactions, or hits, in the Drift Chamber (DC) and inner Pad Chambers (PC1) [124]. These detectors provide information about the three dimensional position of charged particles as they pass through used to reconstruct their full trajectory. Electrons will then also produce Čerenkov light in the Ring Imaging Čerenkov Counter (RICH). Charged particles will also produce hits in the outer Pad Chambers (PC2 and PC3) and sometimes the Electromagnetic calorimeter (EMCal), which can provide further position information. The remaining detectors aid in the identification of particle type. Further details of how individual hits in these various detectors are combined to form the final tracks are discussed in Section 3.7.1.

In the central region of PHENIX, a uniform axial magnetic field is maintained, which causes charged particles to bend in the $\phi$ direction. An example of the type of field configuration used is shown in Figure 3.3. The dependence of the field strength on the radial distance from the beam pipe is shown on the right for three possible field configurations [125]. During the time the data used for this analysis was taken, the field was in the Outer+Inner configuration indicated by the squares.
The tracking detectors sit just at the tail end of this field, so once the particle reaches the detectors it will again be moving in a relatively straight line. The amount a particle bends while passing through this magnetic field provides the information necessary for determining momentum during track reconstruction.

### 3.3.1 The Drift Chamber

The Drift Chamber (DC) sits at a radius of \(2.0 - 2.4\) m from the beam pipe, and extends two meters along the beam direction. The DC detects a track through the ionization of gas held within the main volume of the detector. The electrons ionized by the charged particle are collected by anode wires that stretch across the chamber, with the drift time of the electrons providing information about the location of the track relative to the anode. Each arm is divided in half, with each half being made up of 20 sections, or “keystones”, one of which is shown in Figure 3.4 (left). From the
Figure 3.4: The Drift Chamber. Left: A side-view layout of the wire position in a sector of the drift chamber with a close-up of one group of wires. Right: A top-view diagram of the stereo wire orientation [124].

figure we see that each section is $4.5^\circ$ in $\phi$. Within each section there are six sets of wire configurations particles will pass through as they move outward radially: X1, U1, V1, and X2, U2, V2. These are called modules, and within each module there are four sets of anode/cathode planes that form cells spaced 2-2.5 cm apart in $\phi$. The X wire cells, each containing 12 anode wires, run parallel to the beam, providing precise $r - \phi$ measurements. The U and V cells, each with 4 anode wires, act as stereo wires, with a $6^\circ$ angle relative to the beam axis to provide the $z$ position of the track, illustrated by the top view shown in Figure 3.4 (right). All together
each $\phi$ cell therefore contains 40 drift cells at different radii able to record position information for charged particles as they pass through the detector.

The drift chamber implements a controlled geometry design; in which wires placed around the anode hold voltages designed to improve the two-track resolution by lowering the track sampling length and to distinguish between tracks falling on the left or right of the anode plane. From the inset shown in Figure 3.4 we see that a set of two gate wires and a back wire surround each anode, on alternating sides of consecutive anodes. The voltage applied to the gate wires can then be used to adjust the boundary of the anode sensitivity to a track, while the back wires act as a shield, keeping the anode sensitive only to tracks passing on the other side. The potential wires then produce the electric field, which separates the individual anode wires. This design results in a final spatial track resolution of better than 2 mm.

### 3.3.2 The Pad Chambers

![Diagram of a single pad chamber](image)

**Figure 3.5:** Diagram of a single pad chamber [124].
The other key players in tracking the path of charged particles through PHENIX are the three Pad Chamber (PC) layers. Each PC layer is a multi-wire proportional chamber composed of a single plane of anode wires bounded by cathode planes with one of the cathode planes divided into pixels to provide better resolution. Figure 3.5 shows a cross-sectional view of a single chamber. The innermost PC plane, PC1, which sits directly behind the drift chamber. In this position, PC1 provides high resolution 3D position measurements (1.7 mm in $z$), which primarily improve on the $z$ information available from the DC alone. The second and third layers, PC2 and PC3, sit behind the RICH and in front of the EMCal and are used for rejecting secondary tracks produced through decays and conversions. Because PC2 is present only in the West arm, here only PC3 is used here for such rejection to maintain the full statistics available.

### 3.4 The Electromagnetic Calorimeter

Photons - the other particles of interest here - are measured using an electromagnetic calorimeter. The EMCal is positioned outside the tracking system (see Figure 3.2), making charged hadron and electron identification possible and thereby providing additional tracking information, as well as the ability to eliminate them as photon candidates. It was designed primarily for measuring the energies and positions of individual photons and electrons and is capable of reconstructing $\pi^0$ decays ($\pi \rightarrow \gamma\gamma$) up to 15 GeV/c [126]. This capacity also makes it well suited for identifying and rejecting photons from mesonic decays order to make direct photon mea-
measurements. Two independent detector technologies are employed, lead scintillator sampling calorimeters (Pb-scintillator) and lead glass Čerenkov calorimeters (Pb-glass), each with very different characteristics, providing a valuable cross-check on photon measurements.

3.4.1 Electromagnetic showering

Particles that pass through the EMCal will deposit some or all of their energy through an interaction with the material of the detector. In the case of photons, this begins with an initial electron-positron pair production, resulting from the interaction of the photon with the nucleus of an atom in the detector material. Electrons, instead, will produce Bremsstrahlung radiation when accelerated, again as a result of the passing through atomic material. In both cases, the product of these initial interactions will be electrons and photons, which can then undergo a further interaction with the material, and so on. Each particle interaction doubles the total number of particles, resulting in a cascade of particles, or electromagnetic (EM) shower, with exponentially smaller fractions of the original particle energy. Figure 3.6 shows an example of this process where $X_0$ - the radiation length - is the distance the particle will travel through the detector material before interacting.

As pair production requires the photon to have a minimum energy of $2m_e$, the cascade will end when the generation of photons produced no longer has enough energy to produce an electron-positron pair. For electrons, the process ends when the electron energy drops to the critical energy, $E_C$, meaning it is equivalent to the ionization energy loss in one radiation length, at which point it will be absorbed by
Figure 3.6: Illustration of an electromagnetic cascade. As indicated, the radiation length \( X_0 \) is the distance an electron or photon will travel in the material before interacting.

the material. This is clearly a property of the material, and has the general form,

\[
E_C = \frac{610\text{MeV}}{Z+1}.
\]  

(3.2)

The transverse size of the shower can then be parameterized by the Moliere radius \( R_m \), a simple function of \( X_0 \), containing approximately 90% of the EM shower energy. Along with the shower depth, this radius is only weakly dependent on the energy of the initial particle, and is empirically found to have the form:

\[
R_M = 21 \text{MeV} \frac{X_0}{E_C}.
\]  

(3.3)
As a result, showers produced by photons and electrons are easily identifiable, and the full energy of the incident particle can be contained within the calorimeter.

Some fraction of the time, hadrons may also interact with calorimeter material, colliding with a nucleus and producing hadronic fragments, resulting in a hadronic shower. The most common fragments in such showers are pions. In cases where the hadronic fragment is a neutral pion, this will then decay into two photons, producing an EM shower. In these cases the shower produced can be mistaken for a photon or electron. In such cases only a fraction of the hadronic process is detectable in this way, a fact that will aide greatly in distinguishing between different sources of showers.

### 3.4.2 Pb-scintillator vs. Pb-glass

![Diagram of Pb-scintillator and Pb-glass calorimeters](image)

**Figure 3.7:** Diagrams of the electromagnetic calorimeters. Left: A module of Pb-scintillator towers. Right: A supermodule of Pb-glass towers [126].

Practically speaking, the challenge is now to measure the energy produced in the EM shower. The first method used in PHENIX is the Pb-scintillator, made of
alternating layers of Pb absorber and scintillating plastic. In this case, when charged particles pass through a scintillation layer, they will excite molecules in the material, which then release some of that energy as light. The light produced can then be read out of via wavelength shifting fibers into phototubes. In this way, each layer is collecting a fraction, or sample, of the total shower energy. It is important to note that while charged hadrons will not produce an EM shower, they can still produce light in the scintillator through ionization which can be mistaken for a low energy photon or electron. Structurally, the calorimeter is constructed of individual cells called towers, each with a $5.5 \times 5.5 \, \text{cm}^2$ face, which are optically isolated and collected into groups of four called modules, shown in Figure 3.7 (left). Modules are then held together in larger groups of 36 called supermodules (SM). Eighteen SMs make up a sector, and there are six sectors in all. These groupings are important beyond the simple structural design of the detector, featuring prominently in the details of most photon analyses.

The Pb-glass, by contrast, is a homogenous calorimeter; a mixture of Pb, glass, and Pb Oxide. In this case, the energy absorption and signal generation take place in the same material, where the light output is read out by phototubes. However, instead of scintillation, the source of light is now Čerenkov radiation, produced as a result of charged particles traveling faster than the speed of light in the material. Typically only electrons will produce this Čerenkov light, making this detector much less sensitive to hadrons. Structurally this is similar to the Pb-scintillator, segmented into towers with $4 \times 4 \, \text{cm}^2$ faces, which are grouped directly into SMs of 24 towers. There are a total of two Pb-glass sectors, each with 196 SMs. The struc-
tural segmentation currently differs some from the groupings used at the analysis stage; SMs are then combined further into groups of six with these larger groupings referred to as super modules as well.

In both detector types, individual towers are optically isolated from each other, meaning the measured light is a result of the energy deposited in that tower alone. However, the EM shower produced by the incident particle will cross multiple towers. This is clear once we revisit Equations (3.2) and (3.3), noting that an $X_0$ of 2 cm for the Pb-scintillator and 2.8 cm for the Pb-glass leads to an $R_M$ of 3-4 cm. Fully reconstructing the original particle energy, then, requires an algorithm for clustering together towers likely to have come from the same shower. Details of the clustering, as well the calibration of the detector, are discussed in Section 3.7.2.

### 3.5 Electron identification

While the focus of the work discussed here is on measurements involving charged hadrons and photons, so an important detail in that process is correctly identifying those types of particles. As the previous sections describing the detection of charge hadron tracks and EM showers produced by photons suggest, electrons will mimic the behavior of both charged hadrons passing through the central tracking detectors and photons depositing energy in the calorimeter. This means both the momentum and energy of electrons is measurable, providing a well defined $E/p$, which should be approximately one and making them useful for calibrating the EMCal. To correctly identify these electrons, an independent detector designed specifically
for electron detection is necessary. In PHENIX the RICH serves that purpose.

The RICH sits just behind PC1 (see Fig. 3.2) and covers a volume of 40 m$^3$. It is filled with Ethane gas, chosen both because it has a high photon yield for electrons passing through and because it is thin, minimizing photon conversions within the detector. This gas acts as a Čerenkov radiator, with segmented intersecting spherical mirror panels focusing this light into arrays of photomultiplier tubes on either end of the detector. Below the pion Čerenkov threshold of just under 4 GeV/c, only electrons will produce radiation - in the form of a light ring with a radius of 7 cm. Above the pion threshold, distinguishing between hadrons and electrons becomes more challenging but can be done using more sophisticated analysis cuts.

### 3.6 Event and Vertex detectors

Before the measurement of hadrons and photons produced in a collision can begin, it is necessary to develop a system for determining when such events occur. A precise determination of where the collision occurred, defining the event vertex, is also crucial. Naïvely it might seem that an event could simply be defined as occurring each time bunches cross in the interaction region; however, there is not actually the case that there is a collision with each crossing. Therefore, attempting to read out all the information stored in the full PHENIX detector each time the beams cross could result in leaving the detector busy reading out an empty event when a collision does occur. The obvious disadvantage is the loss of real physics, but perhaps just as problematic is the poorly defined efficiency with which true
events are measured as a result. It is therefore necessary to have a well defined way of determining when an event occurs, ideally with an equally well defined efficiency for identifying events.

There are two detectors in PHENIX with the primary purpose of event determination, as well as measurement of the vertex of such events: the Beam-Beam Counters (BBC) [127] and the Zero Degree Calorimeters (ZDC) [128]. They are shown in Figure 3.2. Both have a north and south portion, acting as multiplicity detectors, with high precision timing capabilities (100 ps for the ZDC, and 50 ps for the BBCs). In either case, an event is defined as the occurrence - during a bunch crossing - of simultaneous signals in the North and South portions of the detector. The timing difference between the two signals can then be used to determine the vertex location along the beam axis. The BBC and ZDC therefore provide independent event determinations and event vertex measurements. However, the higher timing resolution of the BBC makes it the primary detector for both. Additionally, in p+p the ZDC sees only a small fraction of interactions, so is not practical for determining when a collision occurs.

Each portion of the BBC is an array of quartz Čerenkov counters surrounding the beam pipe, and attached to photomultiplier tubes (PMT) for readout. The counters cover a pseudorapidity range from $3.0 < |\eta| < 3.9$, putting them in place to detect charged particles produced in the collision with a large deflection from the vertex. In the heavy-ion environment this is ideal for measuring the full range of centralities while keeping possible correlations with the central arm detectors to a minimum, an important feature when determining bulk properties of the collision.
Their primary role, however, applies in both p+p and A+A and is to provide high precision timing; for both synchronizing the rest of the detector to signal the PHENIX triggering system and more importantly for time-of-flight measurements. For triggering, the precise definition of an event is the requirement that a minimum of one PMT in each of the BBCs fires with the collision vertex falling within the PHENIX central arm acceptance - more specifically, that $|z_{\text{vertex}}| < 30 \text{ cm}$, where $z$ runs along the beam axis. This requirement will exclude some classes of events, so is not a zero bias selection criterion and is instead referred to as a minimum-bias (MB) trigger. In p+p, this results in approximately 50% of the total inelastic cross-section being measured, while in Au+Au - where the multiplicity is much higher - this goes up to 92%.

3.6.1 Triggering on rare physics

As mentioned previously, the primary focus of PHENIX is on rare processes and high-$p_T$ probes. Even with the remarkable readout rate achievable with the PHENIX data acquisition system, the luminosities achievable at RHIC make reading out every event impractical, if not impossible. In the case of p+p, the raw event rate is on the order of 10MHz, while the data acquisition capabilities of PHENIX are typically 6-7 kHz. Thus, rejection rates of as high as 50,000 are necessary to record large numbers of events containing a hard scattering, which are rare. To achieve these rates of rejection, a sophisticated triggering system is implemented. At the hardware level this is done with a Level-1 trigger (LVL1) able to communicate directly with the detectors used in triggering, as well as combine data from several
detectors to make more selective trigger decisions. Higher level triggering, implementing algorithms to calculate more advanced selection criteria (LVL2), has also been developed, but so far has not been needed beyond filtering for more efficient analysis of the data.

Section 3.6 describes the first step in the triggering process, the definition of the MB trigger and signaling of the LVL1 system by the BBC. The more selective triggering implemented includes trigger applied as a high-$p_T$ photon trigger, or as an electron trigger when both the EMCal and RICH are used - the EMCal-RICH trigger (ERT). The logic of the trigger takes groups of EMCal towers, called tiles, and performs a sum on the energy deposited on each tile. An energy threshold is set to determine whether the event should be recorded based on that sum. There are two tile configurations used: non-overlapping 2x2 sets of towers, used for the electron trigger; and overlapping 4x4 sets of towers used for high-$p_T$ photon triggering. For the purposes of analysis, events that fire these triggers are only recorded if the MB trigger condition has also been satisfied, to ensure that it was not simply noise in the detector causing the trigger to fire.

There are several other selective triggers available with PHENIX, but the ERT 4x4 tile triggers are ideally suited for the work discussed here. The trigger condition for the 4x4 tiles compares the tower sum with three separate energy thresholds of successively higher values, $\sim 1.4$ GeV (4x4c), $\sim 2.1$ GeV (4x4a), and $\sim 2.8$ GeV (4x4b). The higher energy thresholds allow for further optimization of data recording and analysis, and potentially enhance the statistics for the highest $p_T$ physics. Obviously, any event that fires the 4x4a or 4x4b triggers, will also fire the 4x4c.
However, at the highest luminosities available at RHIC, during p+p running, it is necessary to record only a subset of events that fire the 4x4c. This practice, called scaling down the trigger, is also used for recording only a small fraction of the full MB trigger sample and means that for a scale down of \( n \), only every \((n + 1)^{\text{th}}\) event firing the trigger will be recorded. For the ERT 4x4c trigger, this scale-down is never more than 2, meaning at least every 3\text{rd} event firing the trigger will be recorded.

### 3.7 Data acquisition and event reconstruction

Once it has been established that an event has occurred, the next task is reading out the data generated in the full range of detector subsystems and reconstructing this raw data into the individual particles produced in the collision. The level 1 triggering already described is just one part of the full system of data acquisition (DAQ), shown in Figure 3.8, which itself relies on some subset of the full event information being assimilated in raw form.

This process begins with the Granule Timing Modules (GTMs), which provide the clock signal which then triggers the Front-End Modules (FEMs). The FEMs are the collection of Front-End Electronics (FEE), which collect from all the detectors, sampling from the detectors each time the GTMs send a signal - and store the data in memory cells called AMUs. The various LVL1 triggers then rely on fast calculations done locally (LL1) on single FEMS using this raw data to determine if the relevant trigger condition is met. A single board, the global level 1 board (GL1), collects this information, determines if the event should be recorded, and sends a
signal back through the GTMs to the FEMs, initiating a readout of the full event. The next step is to assimilate all the information being sent by the FEMs. The first step in that process is to format the digitized FEM data into compressed packets, including suppressing data from empty detector channels (zero suppression), a job done for groups of FEMs by Data Collection Modules (DCMs).

Figure 3.8: Schematic of the full PHENIX DAQ and triggering system.

The repacking - and later combining - of data from all the detector subsystems takes time, while new events are constantly ready to be read out. It is therefore necessary to provide some buffering and a sophisticated way of keeping track of how the buffered data should subsequently be combined. This combining process is
performed by a large computer cluster, the Event Builder (EvB), starting with a set of computers called Sub Event Buffers (SEBs) which store the output from a given DCM group. The job of combining packets from all the different SEBs is done with another set of computers called Assembly Trigger Processors (ATPs). Once events are assembled, they are temporarily stored on a small array of machines (buffer boxes) with very fast hard drives capable of buffering many millions of events - so as to keep up with the event rate - prior to transfer to a more permanent storage facility. Although this has not occurred in PHENIX yet, this final data storage step could create a bottle neck as well, in which case the more advanced LVL2 triggering would be necessary. LVL2 algorithms would operate on the assembled events in the ATPs to provide further rejection prior to the buffering and storage of full events.

The data stored in the final assembled events is still in a raw form, not yet ready for final analysis. Reconstruction of the raw data then involves decompressing the data read-out from the detectors to extract information, such as position of the hit within the detector, as well as the energy recorded in the case of the EMCal. Once the full set of hits within each detector is available, the process of combining those likely to have come from the same particle begins.

### 3.7.1 Track reconstruction

The process of tracking an individual charged particle through the central arms relies on first being able to determine which hits in the tracking detectors were produced by that particle. Figure 3.9 illustrates the hits typically used for track reconstruction. Hits in the DC (shown as white stars) are formed into track candidates.
using Hough transform pattern recognition procedure, which determines the most likely set of $r$-$\phi$ hit positions from a single particle. Although there is some $z$ information available from the DC, in practice the charged particle trajectory through the DC is measured in the $r - \phi$ direction. Pointing the track back to the vertex then provides a measure of its curvature, and corresponding $p_T$. However, determination of the full momentum vector requires more information on the longitudinal direction of the track than the DC alone can provide.
These track candidates can then be projected into other central arm detectors and matched with hits in those systems. In the figure, this is indicated by the blue arrow showing the projection of the DC track into the outer detectors. This additional information mainly helps to reduce the rate of fake tracks; however, in the case of PC1 - best because it sits just behind the DC, the high-resolution $z$ information can be used to get the full track momentum. The resulting momentum resolution is $\delta p/p \simeq 0.7\% \oplus 1.0\% p$ (GeV). The first term is due to multiple scattering prior to the track reaching the drift chamber, and the second results from the intrinsic angular resolution of the detectors. Tracks reconstructed using the DC and PC1 information alone then form the set of track candidates used for analysis, with projection into the PC3 and EMCal aiding in further rejection of fake tracks.

In an ideal environment, one would be able to determine that a track candidate correctly reflects the path of a charged particle through the detector by requiring that it have hits in each layer of the DC and a matching hit in the PC1, as well as that those hits are unique to that track. In other words, none of the hits are shared with another track candidate. In practice, however, there will be instances where two particles are close enough to have overlapping hits or where one DC layer did not correctly record a hit when a charged particle passed through. For this reason, a parameter called the track quality is defined. This parameter includes information about which DC layers the track has hits in, whether they are unique, and whether there is a matching PC1 hit. Then it is left to individual analyst to determine how selective their analysis should be.
3.7.2 Cluster reconstruction and calibration

![Figure 3.10: $\chi^2$ distributions for showers produced by 2 GeV/c electrons (solid line) and pions (dashed line) in the Pb-scintillator.](image)

As mentioned in Section 3.4.1, the EM showers produced by photons and electrons will generally span multiple towers, making it necessary to group towers into clusters for identifying particles. The obvious first step is to simply group together contiguous towers; however, there is the possibility of multiple particles producing overlapping clusters, as with high $p_T$ $\pi^0$ photon pairs. Thus, it is necessary to look more closely at the energy distribution within the cluster. Local energy maxima within grouped towers are found and fit with a function parameterizing the EM shape, which is basically an exponential in tower distance from the central maximum tower.

This fit also produces a $\chi^2$ used to determine how likely the cluster is to have
come from an EM source - an electron or photon - or a hadronic source, such as a pion. An example of what the $\chi^2$ distribution looks like for different particles is shown in Fig. 3.10, which compares the fit of the $\chi^2$ distribution for electron showers versus pion showers. As one can see from the figure, not all hadrons will be rejected with a shower shape cut of this type. Similarly, electron showers are indistinguishable from photon showers. In both cases, matching cuts can be used to further distinguish between photonic clusters and those produced by charged particles (see Section 4.1.3.1).

### 3.7.2.1 Calibration

As described in Section 3.4.1, the energy deposited in the EMCal is determined using PMTs to measure the light produced - either through scintillation or Čerenkov ration - in the detector. The PMTs produce an analog voltage signal which then gets converted to a digitized signal - a discretized number of counts - by an Analog to Digital Converter (ADC). Getting from these discrete counts to a corresponding energy requires calibrating the detector so the correct conversion factor, or gain factor, is known. This can be done, even in testing situations, by exposing the detector to single particles - typically electrons - of a known energy and measuring the shower response. However, during regular data taking, the response of the detector will fluctuate, so a more accurate approach is to collect a statistical sampling of calibration measurements over time, as the detector is running. This is done in PHENIX by firing a laser of known intensity at the PMTs frequently during running - but not during bunch crossings, to monitor fluctuations in the gain.
Additional calibrations, or re-calibrations, can be done during the analysis stage using recorded data. There are three methods that have been used in PHENIX: $\pi^0$ reconstruction, electron $E/p$, and the slope method - that is, the assumption of a uniform slope to the energy spectrum for photons at low $p_T$. This last method has been used in the past at PHENIX, but was not used for the data discussed in this thesis.

![Image](image_url)

**Figure 3.11:** Example of the invariant mass distribution for photon pairs showing the clear peak at an invariant mass equal to the mass of a $\pi^0$.\[126\]

The first method uses reconstructed $\pi^0$ decays. The invariant mass distribution for photon pairs, shown in Fig. 3.11, shows a clear peak at the mass of the $\pi^0$, as indicated by the mean value for the fit parameters. The invariant mass is proportional to the product of the photon energies. Therefore, for symmetric pairs, the
correction to the photon energy can be directly determined by the ratio of the true \( \pi^0 \) mass to the invariant mass of the measured pairs. This correction can be applied to the central tower of each photon cluster or as a more global energy scale correction to entire sectors. This type of re-calibration is used for most EMCal-centered analyses in PHENIX. During the reconstruction of raw data an iterative procedure is applied in which individual towers are re-calibrated. Then, the cluster energy is recalculated with the new tower energies and used again to construct \( \pi^0 \) peaks tower-by-tower, and so on. Typically, four iterations are used.

The second method for correcting calibrations makes use of fully reconstructed electrons. In this case, the \( E/p \) distribution for electron clusters can be generated, again either tower-by-tower or, on a larger scale, for each sector. The \( E/p \) distribution for electrons should be centered around one, so the shift from one provides the correction to the cluster energy. The advantage of this method is that it does not require input from multiple clusters; however, adjacent towers will contributing to the electron energy. An additional complication is that in reality the average \( E/p \) will not be exactly one, as many electrons will come from conversions in the beam pipe. Their reconstructed momentum assumes they were produced by the primary collision, reducing the measured \( E/p \). Careful studies using simulations of these conversion electrons can be used to understand how much the \( E/p \) mean will shift. Again, to apply such a recalibration correctly, the optimal method is an iterative procedure involving recalculation of cluster energies after towers are rescaled. However, the single-cluster nature of this method makes it a good candidate for any analysis level recalibrations [129].
Chapter 4

Hadron-Photon correlations and jets

As discussed in Section 2.5.2.1, two-particle correlations can be used to directly measure the properties of fragmentation photons. The first step is to construct the pair distributions for hadrons and inclusive photons, where we consider the hadron as the “trigger” particle and the photon as the “associated” particle. The total pair yield is related to the pair cross-section:

\[
\frac{d^2N^{h-\gamma}}{d\Delta\phi d\Delta\eta} \propto \frac{d\sigma_{pp}^{h\gamma}}{d^3p_{trig} d^3p_{assoc}}. \tag{4.1}
\]

When considering the yield of fragmentation photons, it is also useful to measure the conditional yield,

\[
\frac{1}{N_{trig}} \frac{d^2N^{h-\gamma}}{d\Delta\phi d\Delta\eta}, \tag{4.2}
\]

also referred to as the per trigger yield. In PHENIX, where the \(\eta\) acceptance is small, this is further simplified by integrating over the \(\Delta\eta\) dependence and considering the one-dimensional \(\Delta\phi\) distributions. Discussion of how the decay photon background is removed to go from these inclusive photon distributions to those for
fragmentation photons will take place in Chapter 5. Even before correlation measurements can be made, it is necessary to verify the quality of the data, both globally - by ensuring that detector as a whole was in a good state while events were being recorded - and on an individual track and cluster level.

4.1 Data and event selection

Data from two years of RHIC operations producing p+p collisions at $\sqrt{s} = 200$ GeV, during 2005 (Run 5) and 2006 (Run 6), was used for the analysis presented here. The data was analyzed separately and combined after all efficiency corrections were applied, with similar procedures for selecting good events and evaluating efficiencies used for both data sets. As discussed in Section 3.6.1, when analyses are focused on events where a high $p_T$ process has occurred, it is necessary to employ a more selective trigger than the MB trigger to define an event. In this analysis we require the event to have fired the ERT4x4c trigger in combination with the MB trigger as a way of selecting events that involved a hard scattering. The MB trigger is included to eliminate background from random high energy particles such as cosmic rays. In addition to the trigger requirement, only events with a BBC vertex between $\pm 30$ cm along the beam axis are used. Figure 4.1 shows the vertex distribution measured by the BBC, where we see that outside $\pm 30$cm the distribution drops off rapidly. Therefore, this range is chosen to ensure that the central arm acceptance is relatively flat. A slowly varying acceptance is especially important when doing correlations, which will depend intrinsically on the acceptance of the detector (see Section 4.2).
4.1.1 Run quality

While RHIC is operating and collisions are being produced, events are recorded continuously for periods of up to an hour. Each set of data taken is labeled as a separate "run", and these groupings are used for evaluating the time dependence of the data quality. There are then hundreds of such short runs recorded throughout the year. The state of the detector, such as dead or noisy regions in various subsystems, does change over the course of data taking; however, this is generally a slow process, leading to variation in detector response on the scale of many hours. Segmenting the data recorded into runs no longer than an hour, along with regular daily calibrations, helps to maintain consistency in the data and monitor fluctuations resulting from transient problems in the detector. The first step in any analysis is therefore to check the quality of all runs and reject those that appear anomalous.

Most problematic (bad) runs are identified as such during data taking or during
the initial calibration process. Bad runs are removed during Production - the process described in Section 3.7 of reconstructing the raw data into analyzable information about full tracks and clusters. To further identify bad runs, for the purposes of measuring hadrons and photons produced in the central arm region, the mean multiplicity and mean $p_T$ of good tracks and clusters for each run, defined as those that passed the cuts described in 4.1.2 and 4.1.3 respectively, was compared across runs. Figure 4.2 shows the per event mean $p_T$, and Figure 4.3 shows mean multiplicity, as a function of run number, for both hadrons and photons. The figures show both the Run 5 and Run 6 distributions, with red bands indicating the upper and lower bounds used for rejected runs. The bounds were chosen simply to reject any runs that fell well outside the variation seen across the full data set.
Figure 4.2: Average track $p_T$ vs. run number (left). Average cluster $p_T$ vs. run number (right).
Figure 4.3: Average track multiplicity vs. run number (left). Average photon multiplicity vs. run number (right).
4.1.1.1 Run dependent calibrations

![Figure 4.4: $\pi^0$ mass peak position (top) and width (bottom) vs. run number for Run 6 prior to run-dependent recalibrations. The red line demonstrates the non-zero slope of the data for both the peak position and width.](image)

An additional check of the run dependence of the EMCal calibrations was performed by comparing the reconstructed $\pi^0$ mass peak positions and widths as a function of the run number. This comparison was done as a way of checking for badly calibrated or problematic runs, and also to check the consistency of the calibrations across the whole data-set. For the Run 6 data especially, this revealed a large run-dependent variation in the $\pi^0$ peak position, as shown in Figure 4.4. This is indicative of energy scale variations as the run progressed, which can lead to systematic effects in cross-section measurements, although typically quite small. The more important issue is the effect such variations may have on the ability to correctly estimate the efficiency with which $\pi^0$s can be reconstructed, which will be-
come important in the next chapter. Tower-by-tower re-calibrations, using electron $E/p$, would be the ideal method for resolving this variation. However, the statistics needed to apply single tower calibrations require large sets of runs, making careful run-dependent calibrations difficult. Given that single tower calibrations are already done during event reconstruction, for resolving the run dependence it should be sufficient to apply an additional energy scale correction (see Section 3.7.2.1).

Recalibration based on the $E/p$ distribution for electrons was used to correct for the run dependence. For each run and within each sector, cluster energies are rescaled based on a fit to the measured $E/p$ peak position for tracks that point to the clusters and are identified as electrons with $1.0 < \pT < 1.5 \text{ GeV/c}$. The cuts used to identify electron tracks will be described in Section 4.1.2.2.

A significant fraction of electrons detected come from conversions in the beam pipe, which leads to a slightly mis-reconstructed $\pT$ for the electron, as the $\pT$ is determined assuming the track came from the collision vertex. A simulation in which the beam pipe conversions were enhanced was done to determine the effect this has on the mean electron $\pT$ as a function of $\pT$ and based on the electron ID cuts used. The peak position also depends on the sector, as each has a slightly different response. For electrons with $1.0 < \pT < 1.5 \text{ GeV/c}$, it was found that the $E/p$ distribution should peak at 0.957 in the West arm, 0.965 in the East Pb-scintillator, and 0.905 in the Pb-glass [130].

The final run dependence of the mass peak position and width for both Run 5 and Run 6 is shown in Figure 4.5, with further rejection of bad runs indicated by

\footnote{Often small groups of adjacent runs were used rather than individual runs, due to low statistics.}
4.1.2 Hadron cuts

To minimize contamination from reconstructed tracks not coming from charged hadrons produced during the collision, such as conversions in the detector or misreconstructed tracks, cuts are applied based on the DC and PC information. For the momentum range used in this analysis, the rejection of electrons using the RICH also helps to reduce the background. Additional fiducial cuts, determined based on the acceptance in the DC and PC3, are applied to reduce fluctuations in the acceptance and improve agreement between data and simulation when determining hadron efficiencies.
4.1.2.1 Track quality and matching

The first step in identifying tracks coming from hadrons is to minimize contamination from mis-reconstructed tracks. The likelihood that a track came from a charged particle produced at the primary vertex is determined by the quality of the track. As discussed in Section 3.3, track quality is defined based on hits in the various layers of the drift chamber - and their uniqueness, as well as matching hits in PC1 and PC3. More specifically, the quality is based on the presence of a hit in the X1 and X2 layers, the uniqueness of hits in the UV layers, and the presence and uniqueness of a matching hit in the PC1. Typically in the most restrictive analyses, only tracks with hits in all DC layers and the PC1 - where the PC1 hit was not required to be unique - are considered good quality. However, to reduce holes in the drift chamber acceptance due to dead wires in the X1 and X2 layers, this requirement was relaxed for the results shown here, allowing for a missing hit in X1 or X2. Although this can increase the rate of background from conversions inside the drift chamber, the RICH sits behind the DC and should be able to aid in minimizing the effect. To further reduce background contamination, tracks are projected into the PC3 and matched with a hit. By plotting the \( \Delta z \) (beam axis) and \( \Delta \phi \) between tracks and PC3 hits, one can construct an approximately Gaussian distribution which is calibrated to be centered around zero. Generally tracks are then required to be within 3\( \sigma \) of a PC3 hit. At higher momentum, where background from conversions and other random sources begins to dominate, this cut is often tightened to 2\( \sigma \). However, these backgrounds are typically less correlated with other particles in the event. Therefore, for correlation analysis this is not a major source of signal contamination. Also, for this
analysis hadrons above 5 GeV are not included, meaning background contamination is already minimal. Nonetheless, the dependence of the correlation results on this cut can be used to estimate the sensitivity to background contamination [131].

### 4.1.2.2 Electron identification and rejection

In addition to charged hadrons, electrons will produce good quality tracks through the drift chamber. Though most of these tracks will be due to electrons produced by the primary collision, there will also be background electrons produced through conversions in the beam pipe and inner detectors. Electrons traveling through the Central Arms will produce Čerenkov light in the RICH, and they can be identified and rejected. The parameter $n0$ gives the number of phototubes that fired in the RICH within the expected ring area for an electron. Using this parameter, requiring that there be no light in the RICH that matches to a track is done by applying an $n0 < 0$ cut. Similarly, for $p+p$ analyses good electrons are generally defined as those with $n0 > 2$. Above $p_T$ of about 4.5 GeV/c charged pions will begin to produce Čerenkov light as well, making electron rejection cuts too restrictive. Therefore, these cuts are only applied to tracks with $p_T < 4.5$ GeV/c to keep the reconstruction efficiency constant. For this reason, the RICH is not effective as a means for rejecting background to hadronic cross-sections above 5 GeV/c, a major reason for tighter PC3 matching requirements at high $p_T$. 
Table 4.1: $\phi_{DC}$ acceptance for Runs 5 and 6

<table>
<thead>
<tr>
<th>Run</th>
<th>$\phi_{DC}$ acceptance</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$-0.55 - 0.05$ 0.23 – 0.95</td>
</tr>
<tr>
<td>6</td>
<td>$-0.55 - 0.04$ 0.2 – 0.95</td>
</tr>
</tbody>
</table>

Figure 4.6: $\phi$ vs. $z$ distribution of tracks in the drift chamber, with fiducial cuts marked by the red lines, for Run 5 (left) and Run 6 (right)

4.1.2.3 Fiducial cuts

Finally, there are regions within the DC where the track reconstruction efficiency is very low or even zero. In these regions as well as near the edge of the detector, the rapidly changing efficiency can lead to discrepancies both when using simulations to estimate the efficiency and when correcting for the track acceptance in two-particle correlation. Fiducial cuts around the worst of these regions are applied to minimize this effect. Figure 4.6 shows the cuts applied in both $\phi$ and $z$ used for Run 5 and Run 6. In the figure the two-dimensional $\phi_{DC}$ vs. $z_{DC}$ (zed) hit distributions within the DC are plotted for each Run, with the color grade indicating the hit rate. In both cases tracks are required to have $|z_{DC}| > 2$ cm and $|z_{DC}| < 79$ cm. The cuts on $\phi_{DC}$ are listed in Table 4.1.
4.1.2.4 Ghost cuts

Allowing the use of tracks where not all hits included in the reconstruction are required to be unique, because other tracks may share a hit or due to noise in the detector, can lead to the possibility of ghost tracks. In other words, a single track can get reconstructed twice as separate tracks. These ghost tracks can be identified by looking at the $\Delta \phi$ vs. $\Delta z$ for all track candidates. This $\Delta \phi$ vs. $\Delta z$ distribution is shown in Figure 4.7, with the color grade indicating number of hits. A clear peak at very small $\Delta \phi$ and $\Delta z$ can be seen, indicating the presence of ghost tracks, which are identified by pairs with $|\Delta \phi| < 0.01$ and $|\Delta z| < 0.05$. Occasionally conversions produced by the track in the detector will also appear as very closely correlated tracks, which would also be labeled ghost tracks. Typically one of the tracks in the pair will be rejected by the cuts already discussed, and the track that passes these cuts will be kept. However, some good tracks can still be reconstructed as multiple tracks if there are nearby hits from other tracks or noise in the detector. In this case,
it is likely that a real particle from the primary vertex produced the hits. Therefore, it is not necessary to reject both tracks in the pair and instead one track in the pair is rejected randomly.

### 4.1.3 Photon cuts

In the discussion of clustering in Section 3.7.2, it was shown that electromagnetic particles produce a distinct cluster shower shape that can then be used to identify clusters likely to be from photons (or electrons). The $\chi^2$ and probability of fits to the shower shape are generally used for rejecting non-photons (or electronic) clusters. Here clusters are required to have a $\chi^2 < 3$ and a probability $> 0.1$. The next step is to apply further rejection cuts using track matching to eliminate the background from electrons, which produce the same shower shape, and hadrons, which have some probability of producing showers that passing these cuts.

#### 4.1.3.1 Track-photon matching cuts

As part of the general reconstruction of raw data in PHENIX, good track candidates are projected into the EMCal, and the distance to the nearest cluster is recorded for both the track and cluster. Hits in the PC3 are also projected, assuming the hit came from a particle that originated at the collision vertex, and distance to the nearest projection is recorded for clusters. This information serves primarily as a way of identifying those clusters produced by charged particles rather than photons, but it can also be used as an additional measure of the quality of tracks, which can be applied in the same way as the PC3 cuts discussed in Section 4.1.2. To reject track
clusters we require that there be no track or PC3 projections within 7cm in \( z \) and 0.01 in \( \phi \) of a cluster.

It was found that these cuts alone, limited by holes in the PC3 and the requirement that tracks be of the highest quality, were not sufficient to remove all non-photonic clusters. As a further rejection, track candidates were projected from the DC and PC3 into the EMCal. Plotted in Figure 4.8 is the distance (in cm) between clusters and the closest projected track. The peak seen at small distance indicates clusters that were most likely produced by a charge particle rather than a photon. If a track was found to fall within a 12cm radius around the photon candidate, the cluster was rejected. A projection of this kind is also important when attempting to understand the two-particle acceptance for hadron-photon pairs, since a cut of this type will artificially reduce the real pair yield at small hadron-photon \( \Delta \phi \) (see Section 4.2.1).
In principle this type of cut should be momentum dependent, and one would expect hadronic sources to dominate at low momentum, as they typically only deposit a fraction of their energy in the EMCal. While the correlation measurements discussed here involve photons with $p_T > 1.5$ GeV/c, where a $p_T$ independent cut is sufficient, this analysis is also concerned with identifying photons coming from $\pi^0$ decays, where one of the photons in the decay can have a $p_T$ as low as 400 MeV/c (see Chapter 5). At these low momenta it was found that the tracks are responsible for producing clusters at much larger projection distances ($\sim 20$ cm). However, it was determined that increasing the minimum track-matching distance to accommodate this effect leads to a complicated $\Delta\phi$ dependence in the efficiency with which $\pi^0$ photons could be identified. This is because of the steeply falling and strongly $h-\gamma \Delta\phi$ dependent efficiency for low $p_T$ photons resulting from such a wide cut. Further investigation revealed that these cases were most likely arising as a result of hadrons showering in the EMCal being reconstructed as multiple clusters, which could be eliminated by not allowing pairs of clusters to fall too close together.

### 4.1.3.2 Cluster splitting

It can happen that the clustering algorithm used to group towers miss-reconstructs very oddly shaped tower distributions into multiple clusters, one or both of which may then have shower profiles that look like photons and pass the preliminary cuts applied. This effect is called cluster splitting. Splitting is typically produced by hadronic showers and is therefore mostly an issue at lower $p_T$, although photons or electrons hitting the detector at oblique angles at any $p_T$ can get split as well. An
example of the effect can be seen in Figure 4.9, which shows the radial distance (in radians) between all cluster pairs in an event. The lack of pairs at very small $\Delta R$ comes from the fact that clusters cannot overlap. Because such measurements will be sensitive to the resolution - or tower size - of the detector, a study of the sector dependence was done to ensure that the Pb-glass and Pb-scintillator were behaving in similar ways. The smaller tower size of the Pb-glass was found to have a small effect, but one that would not significantly change how split clusters are cut.

![Cluster pair $\Delta R$ distribution](image)

**Figure 4.9:** Distribution of the radial distance (in radians) between cluster pairs in the EMCal.

Based on Figure 4.9, it appears that removing split clusters can be achieved using a cut rejecting cluster pairs with $\Delta R < 0.05$. However, at higher $p_T$, as the opening angle for $\pi^0$ decays becomes small, a flat $\Delta R$ cut will begin to overlap with real $\pi^0$ pairs, leading to a large drop in reconstruction efficiency. A simple $p_T$ dependent cut is not sufficient, however, as highly asymmetric pairs will have different behavior, with the lower $p_T$ cluster in the pair being more susceptible to contam-
Figure 4.10 shows two-dimensional plots of the pair asymmetry versus $\Delta R$, in different leading photon $p_T$ bins, where both the $\pi^0$ peak and the splitting peak can be seen clearly. This splitting peak persists for the most asymmetric pairs even at high $p_T$, where a flat $\Delta R$ cut would clearly reject most symmetric $\pi^0$ pairs - emphasizing the need for a more sophisticated cut if one hopes to keep the $\pi^0$ reconstruction efficiency high at high $p_T$.

$\Delta R$ is basically the opening angle for the pair, projected onto the EMCal, and with a little bit of algebra, one can express the invariant mass of the pair as:

$$ m = p_T \Delta R \sqrt{\frac{1 - A}{1 + A}} $$  

(4.3)
where $p_T$ is for the cluster of interest and the signed asymmetry for the pair is

$$A = \frac{(p_{T,1} - p_{T,2})}{(p_{T,1} + p_{T,2})}.$$  

With the pair determined by scanning over all cluster pairs and finding the minimum pair $\Delta R$ for each photon. Using the mass parameterized in this way, one can apply a cut that falls well outside the $\pi^0$ mass range while still removing split clusters. Figure 4.11 shows the same pair asymmetry versus $\Delta R$ distribution described above, with a cut of $m < 0.05$ applied to the pairs. It is clear from these plots that such a cut leaves $\pi^0$ pairs intact, while completely removing split clusters.

**Figure 4.11:** Cluster pair asymmetry vs. $\Delta R$ with a cut of $m < 0.05$, as defined in 4.3, in four bins in leading photon $p_T$: $0.4 - 1.5$ GeV/c (top left), $1.5 - 2.5$ GeV/c (top right), $2.5 - 3.5$ GeV/c (bottom left), and $3.5 - 15$ GeV/c (bottom right).
4.1.3.3 Time of Flight

The cuts described so far are primarily for the rejection of background from charged particles produced in collisions, which will deposit energy in the EMCal and can therefore be mistaken for photons. The remaining background comes from noise and other random sources that cannot be removed with such cuts. However, these sources will generally not produce showers in a way that is well timed with the event. Based on the event time - determined by the BBC - and the time a shower is produced in the EMCal, the time-of-flight (ToF) for clusters can be determined. Photons should of course have a very small ToF. Therefore, cutting out clusters with a large ToF can remove any random background, as well as further reducing hadronic background, as hadrons - which have mass - will not have the same ToF distribution as photons. The two-dimensional plot on the left in Figure 4.12 shows the ToF distribution (in nano-seconds) from Run 6 for clusters passing all other cuts. The photon peak at small ToF is clear, as is the background at large ToF. On the left are two slices in photon $p_T$ for a smaller range of ToF values. As the momentum slices shown illustrate, the ToF peak varies with $p_T$. The requirement that clusters be within 10ns of the event time was made to remove most of the background without cutting into the tail of the signal peak.

4.1.3.4 Bad towers

Although most clusters measured in the EMCal will come from real particles, there are a small set of individual towers with faulty electronics, or some other issue, that causes them to produce fake hits unrelated to a real particle or hinders their ability
to detect anything at all. Generally these will show up as noisy (hot), or dead towers producing far more, or far fewer, hits than measured from real data. Here a tower has a hit if it is identified as the central tower for a reconstructed cluster. Figure 4.13 shows the two-dimensional distribution of tower hits in each EMCal sector for Run 6, using clusters with $p_T$ from $1.5 - 3.5$ GeV/c. In most sectors, the worst hot towers are clearly visible in this figure. Identifying all hot towers requires looking more closely at the hit distribution for towers.

One can determine the mean number of hits a tower can be expected to receive throughout the Run by looking at the frequency of hits for all towers in a sector, and

**Figure 4.12:** Run 6 cluster time-of-flight(ns) vs. $p_T$ is plotted on the left. Two projection of the two-dimensional distribution in the specified momentum range are plotted on the right: $0.4 < p_T < 1.5$ GeV/c (top) and $5.0 < p_T < 15.0$ GeV/c (bottom).
Figure 4.13: Distribution for central towers of photons from 1.5 – 3.5 GeV/c for each sector in the EMCal as a function of the z and y index of the tower. The data shown was taken during Run 6, for events required to fire an ERT trigger.

the hit distribution should have an approximate Gaussian shape. Towers that have a number of hits well above this mean are considered hot. Towers that fall well below the mean can be considered cold, although generally only completely dead towers are identified as cold. For this analysis a tower is considered hot if it records hits at least 4σ above the mean. Because clusters generally include several adjacent towers, towers in a 3 × 3 block around each hot tower are also rejected to avoid including bad towers as part of any cluster. There are generally more noisy towers at low $p_T$, as well as some towers that become noisy at higher $p_T$, so hot towers
were identified for three $p_T$ ranges: $0.4 - 1.5$ GeV/c, $1.5 - 3.5$ GeV/c, and $> 3.5$ GeV/c. The hit distribution for the central tower of clusters with $p_T$ from $1.5 - 3.5$ GeV/c is shown in Figure 4.14 as an example. The blue line indicates where the $4\sigma$ cut falls for rejecting hot towers.

![Figure 4.14: Distribution of the number of hits in central tower clusters from 1.5 – 3.5 GeV/c for each EMCal sector, fit with a Gaussian. The blue line indicates the 4$\sigma$ cut used to identify hot towers. The data shown was taken during Run 6 for events required to fire an ERT trigger.](image)

In addition to hot towers, a two tower fiducial cut is applied around the edges of each sector. As with the $3 \times 3$ block around hot towers, this cut ensures the cluster energy remains accurate, as clusters near the edge often do not deposit all of their
energy inside the detector. Similar cuts are placed around any dead towers found. Once all bad towers are identified and removed, the hit distribution for good towers is generated as a map for the detector acceptance which can then be used as input to simulations needed to determine the detector efficiency. Figure 4.15 shows an example of the hit distribution for towers in each sector after hot tower and fiducial cuts are applied, again for clusters with \( p_T \) from 1.5 – 3.5 GeV/c. The remaining non-uniformity is a result of the triggered data set, where some SMs are masked off during the run if they begin firing too frequently due to faulty electronics.

**Figure 4.15:** Distribution for central towers, after hot tower rejection, of photons from 1.5 – 3.5 GeV/c for each sector in the EMCal as a function of the \( z \) and \( y \) index of the tower. The data shown was taken during Run 6, for events required to fire an ERT trigger.
4.2 Two particle correlations

Once good hadrons and photons have been selected, measurements of hadron-photon pairs being produced as part of a jet can be made. While it is most natural to think of such spatial correlations in terms of the opening angle between the two particles, it is often more straightforward to look instead at the difference in azimuthal angle between the pair, $\Delta \phi$, integrating over $\eta$. In general this will increase the uncorrelated background measured under the jet peak. However in the case of PHENIX, where the central arms cover only a small range in $\eta$, the effect is minimal. As discussed in Section 2.4.2.2, particles produced from jets will be strongly correlated, producing a Gaussian distribution around $\Delta \phi = 0$, and a similar structure around $\Delta \phi \approx \pi$ from di-jets, where the $p_T$ and $\Delta \phi$ dependence can be directly related to properties of the jets. In the analysis presented here, the focus will be on hadrons and photons produced in the same jet, the near-side correlation signal.

Unlike full jet reconstruction, which can distinguish jets on an event-by-event basis, correlation measurements are statistical, summing over many events, with no guarantee that there is actually a jet in every event. To keep the background from non-jet sources to a minimum, the particles used are generally required to be high-$p_T$ and are assumed to carry most of the jet energy. In this analysis we first determine those events likely to have a jet in them by defining a trigger particle a hadron with $p_T$ from 2 – 5 GeV/c with finer binning introduced in the course of the analysis and measure the $\Delta \phi$ distributions between these triggers and associated photons over a large range of photon $p_T$. 
4.2.1 Detector acceptance and event mixing

Two particle azimuthal correlations begin with a raw $\Delta \phi$ distribution for all pairs. This will include a combinatoric background from uncorrelated pairs not produced as part of the same hard scattering, which can contribute to the total pair yield if not removed. Additionally, a non-uniform detector acceptance will lead to a non-flat distribution for such uncorrelated pairs, causing a distortion in the correlation signal which can bias jet measurements. A common technique for determining the combinatoric background - as well as any effects of a non-flat acceptance - is to use event mixing, i.e. combining pairs were each particle came from a different event. Using different events ensures the pairs have no real correlations, while accurately reflecting the effect holes in the acceptance have on the underlying combinatoric distribution. Consistency in the number of particles used when mixing and particle rates contributing to real pairs can help to determine the scale of the underlying uncorrelated background, which will be discussed in Section 4.2.2.

In PHENIX, while dead regions within the detector will have an impact, the most obvious effect on the two-particle acceptance is the limited azimuthal acceptance, which leads to a $\Delta \phi$ acceptance that is, even in the ideal case, a convolution of two flat acceptance functions with limited $\phi$ ranges ($-\frac{3\pi}{16} < \phi < \frac{5\pi}{16}$ and $\frac{11\pi}{16} < \phi < \frac{19\pi}{16}$). As shown in Figure 4.16, the probability distribution for a random hadron-photon pair will be highest for $\Delta \phi$ around 0 and $\pi$ and have a minimum at $|\Delta \phi| \approx \frac{\pi}{2}$. In fact, it is only because the gap between the east and west arms is asymmetric that the two-particle acceptance does not go to zero at $\pi/2$.

When evaluating the two-particle acceptance in this way, careful attention must
Figure 4.16: Example of the PHENIX acceptance for hadron-photon pairs within a fixed \( p_T \) range for each, as determined from event mixing.

be paid to how the acceptance varies based on the properties of both the event and the particles used to construct the pair probability distribution. The first important detail which goes into this mixing method is how the acceptance varies in time. The assumption made is that within a given run - or even small numbers of consecutive runs - the detector acceptance will not change, or at least will not change enough to cause distortions. This is a safe assumption as long as changes in the acceptance - for example, regions of the detector becoming noisy or being masked out - occur gradually such that mixing between events within the same or near-by runs will accurately reflect the two-particle acceptance.

It is also important to incorporate how the pair acceptance will vary based on the z-vertex of an event. Hadrons and photons from events produced near the edge
of the detector acceptance will not be distributed in the same way as those coming from events near the center of the detector, leading to a different probability of being randomly correlated. It is therefore necessary to only mix events with a similar z-vertex to accurately determine the uncorrelated pair distribution in that class of events. This effect is accounted for by keeping events in z-vertex bins of 6cm and only mixing events within the same vertex bin.

Finally, it is important to note how the acceptance depends on the $p_T$ of the particles in the pairs themselves. For charged hadrons there is an obvious $p_T$ dependent $\phi$ acceptance, resulting from the $p_T$ dependent bending of hadrons in the magnetic field prior to their passage through the central arms. Calculating the hadron-photon acceptance in small hadron $p_T$ bins keeps this effect to a minimum. However, the $p_T$ dependence of the particle efficiencies can also distort the acceptance. To understand how the particle efficiencies contribute the acceptance, we will consider the full functional form for the correlated two particle yields in a specific hadron-photon $p_T$ bin (neglecting $\eta$):

$$\frac{dN_{h-\gamma}}{d\Delta\phi} = \int dp_{T,h} \int dp_{T,\gamma} \int d\phi_h \int d\phi_\gamma \int d\phi_{h,\gamma} d\phi_h d\phi_\gamma \delta(\Delta\phi - (\phi_h - \phi_\gamma)) .$$

This is related to the measured yields by

$$\frac{d^4M_{h-\gamma}}{dp_{T,h} dp_{T,\gamma} d\phi_h d\phi_\gamma} = \epsilon^{h\gamma}(\phi_\gamma, p_{T,\gamma}, \phi_h, p_{T,h}) \frac{d^4N_{h-\gamma}}{dp_{T,h} dp_{T,\gamma} d\phi_h d\phi_\gamma} ,$$

(4.4)
where
\[ \epsilon^{h\gamma}(\phi_\gamma, p_{T,\gamma}, \phi_h, p_{T,h}) = \text{Acc}(\Delta\phi)\epsilon^h(\phi_h, p_{T,h})\epsilon^\gamma(\phi_\gamma, p_{T,\gamma}). \] (4.6)

Generally it is then assumed that the single particle efficiency can be further factorized as \( \epsilon(\phi, p_T) = \epsilon(\phi)\epsilon(p_T) \), in other words, that the spatial variation in detector efficiency is independent of the momentum dependent variation. The spatial efficiency, \( \epsilon(\phi) \) can then be absorbed into \( \text{Acc}(\Delta\phi) \), measured from mixing, and the final efficiency corrections can simply be made using \( \epsilon(p_T) \), integrated over the full acceptance, and determined from simulation as described in Section 4.3.

The assumption that the single particle efficiencies can be factorized in this way is often relatively safe, since there is no obvious reason to expect different regions of the detector to have a different \( p_T \) dependent response to particles. This is especially true if the efficiency does not vary rapidly with \( p_T \); however, when using triggered data more care must be taken. When considering the ERT triggers, it is important to note that a photon is considered to have fired the trigger if it falls within a super-module where a set of tiles had a combined energy above the trigger threshold. As a result, there will be a spatial dependence to the trigger efficiency related to the response within each SM that is coupled to the \( p_T \) dependent turn on of the trigger. If only photons well above the trigger threshold were analyzed, this would not be a problem. However, this analysis is also interested in photons with \( p_T \) as low as 1.5 GeV/c - which is just at the ERT 4x4c trigger threshold - and therefore lies in the region where the trigger efficiency is rapidly varying. An example of this variation as a function of SM is shown in Figure 4.23, in Section 4.3, where the efficiency
corrections are discussed in more detail.

The complexity of the ERT trigger efficiency means that the efficiency is not factorizable, so we instead have

\[ \epsilon_{\text{h}}(\phi_{\gamma}, p_{T,\gamma}, \phi_{h}, p_{T,h}) = \text{Acc}(\Delta \phi) \epsilon_{\text{h}}(p_{T,h}) \epsilon_{\gamma}(p_{T,\gamma}) \epsilon_{\text{ERT}}(\phi_{\text{SM}}, \eta_{\text{SM}}, p_{T,\gamma}). \]  

(4.7)

This final two-particle efficiency × acceptance is corrected for pair-by-pair using a weight for each pair of \(1/\epsilon\).

To determine \(\text{Acc}(\Delta \phi)\), hadrons from MinBias events satisfy the analysis-based trigger requirements are mixed with photons from ERT events that fire the ERT 4x4c trigger - the requirement applied to photons in real pairs. Using ERT photons is necessary to accurately correct for the acceptance of the ERT trigger, which photons in the pair are required to fire. It is important to use a minimum bias sample of hadrons, however, so as not to introduce distortions in the underlying distribution of hadrons resulting from the non-uniform ERT efficiency. The same pair-by-pair ERT efficiency corrections applied to the real pairs must be applied to the mixed pairs, as those efficiency affects should not contribute to the definition of \(\text{Acc}(\Delta \phi)\). So

\[ \text{Acc}(\Delta \phi) = \frac{2\pi \int d\Delta \phi \frac{dN_{\text{mix}}^{h-\gamma}(\Delta \phi)}{d\Delta \phi}}{\int \Delta \phi dN_{\text{mix}}^{h-\gamma}(\Delta \phi) / d\Delta \phi}. \]  

(4.8)

Applying the acceptance correction pair-by-pair, along with the other efficiency corrections, automatically corrects for acceptance in any kinematic variable being measured, allowing us to measure properties such as \(p_{\text{out}}\) directly. This weighting
is also applied to the mixed background to obtain the underlying event background
distribution. In the case of $\Delta \phi$ correlations, this gives the flat combinatoric back-
ground. However, for other pair distributions, such as $p_{out}$, the Jacobian between
$p_{out}$ and the $\Delta \phi$ of the combinatoric pairs means the background is not flat, making
proper subtraction even more important for an accurate measure of the $p_{out}$ of jet
pairs.

When subtracting the non-jet background, the assumption is often made that
there is no jet yield at large $\Delta \phi$ - zero yield at the minimum (ZYAM). In this case, a
simple scale based on matching the real and mixed $\Delta \phi$ distributions can applied to
the background for any pair yield before subtraction. However, this is an approxi-
mation that has the potential to bias the physics towards more tightly correlated jet
results, and it is highly sensitive to statistical fluctuations in the pair yield in the
region of the PHENIX acceptance where the statistics are poorest. For this reason,
this method was not employed in this analysis. Instead, a method was developed
to estimate the background level directly from the data; it is described in the next
section.

4.2.2 The underlying event

We can express the per-event yield for particles of type $a$, or $b$, as a sum of the
contribution from correlated sources, i.e. jets, and from an uncorrelated combi-
natorial background. In other words $n_a = n_{fg}^a + n_{bg}^a$. The number of pairs is then
$n_{ab} = n_a n_b = (n_{fg}^a + n_{bg}^a)(n_{fg}^b + n_{bg}^b)$. As with previous absolute normalization meth-
ods, we will estimate the uncorrelated background using pairs combined from dif-
ferent events. Rather than using full event mixing, as has been done previously, a pool of particles from different events is sampled. The number of particles used is a multiplicative factor \( N_{\text{mix}} \) times the number used to produce the same event pairs, ensuring that \( n_{\text{real}}^{ab} = n_{\text{mix}}^{ab} \).

The final average per event yields for real pairs can be written as:

\[
\langle n_{\text{real}}^{ab} \rangle = \langle (n_{a}^{fg} + n_{a}^{bg})(n_{b}^{fg} + n_{b}^{bg}) \rangle
\]

\[
= \langle n_{a}^{fg} n_{b}^{fg} \rangle + \langle n_{a}^{fg} n_{a}^{bg} \rangle + \langle n_{a}^{bg} n_{b}^{fg} \rangle + \langle n_{a}^{bg} n_{b}^{bg} \rangle
\]

\[
= \langle n_{a}^{fg} n_{b}^{fg} \rangle + \langle n_{a}^{fg} n_{a}^{bg} \rangle + \langle n_{a}^{bg} n_{b}^{fg} \rangle + \langle n_{a}^{bg} n_{b}^{bg} \rangle \langle n_{a}^{corr} \rangle \langle n_{b}^{corr} \rangle .
\]

(4.9)

For mixed pairs, where everything is uncorrelated, this becomes:

\[
\langle n_{\text{mix}}^{ab} \rangle = \langle n_{a}^{fg} + n_{a}^{bg} \rangle \langle n_{b}^{fg} + n_{b}^{bg} \rangle
\]

\[
= \langle n_{a}^{fg} \rangle \langle n_{b}^{fg} \rangle + \langle n_{a}^{fg} \rangle \langle n_{a}^{bg} \rangle + \langle n_{a}^{bg} \rangle \langle n_{b}^{fg} \rangle + \langle n_{a}^{bg} \rangle \langle n_{b}^{bg} \rangle .
\]

(4.10)

The mixed pairs include an additional term, \( \langle n_{a}^{fg} \rangle \langle n_{b}^{fg} \rangle \), which is not part of the combinatorial background, \( \langle n_{ab}^{\text{comb}} \rangle \). As noted previously in [132], this leads to an overestimate of the background level. Note that if the correlated yield is small relative to the underlying event background, this term will be negligible, as is generally the case in minimum bias A + A events. However, in the case of p + p, and more specifically a high \( p_T \) trigger data set, correlated pairs from jets are the dominant source of pairs. Therefore, to use mixed pairs to subtract the background, a correction factor is necessary to avoid over-subtraction. This correction can be determined...
by requiring \( \langle n_{ab}^{\text{comb}} \rangle = f(\langle n_{ab}^{\text{mix}} \rangle) \):

\[
f(\langle n_a \rangle \langle n_b \rangle) = \langle n_a^{fg} \rangle \langle n_b^{bg} \rangle + \langle n_a^{bg} \rangle \langle n_b^{fg} \rangle + \langle n_a^{bg} \rangle \langle n_b^{bg} \rangle
\]

\[
\Rightarrow f = \frac{\langle n_a^{fg} \rangle \langle n_b^{bg} \rangle + \langle n_a^{bg} \rangle \langle n_b^{fg} \rangle + \langle n_a^{bg} \rangle \langle n_b^{bg} \rangle}{\langle n_a \rangle \langle n_b \rangle}
\]

\[
= \frac{\langle n_a^{bg} \rangle \langle n_b^{bg} \rangle + \langle n_a^{bg} \rangle \langle n_b^{bg} \rangle - \langle n_a^{bg} \rangle \langle n_b^{bg} \rangle}{\langle n_a \rangle \langle n_b \rangle}
\]

\[
= \frac{\langle n_a^{bg} \rangle}{\langle n_a \rangle} + \frac{\langle n_b^{bg} \rangle}{\langle n_b \rangle} - \frac{\langle n_a^{bg} \rangle \langle n_b^{bg} \rangle}{\langle n_a \rangle \langle n_b \rangle}. \quad (4.11)
\]

With this scale factor, we can then use mixed events to estimate the background level, and subtract to extract the correlated yield:

\[
\langle n_{ab}^{\text{corr}} \rangle = \langle n_{ab}^{\text{real}} \rangle - f(\langle n_{ab}^{\text{mix}} \rangle). \quad (4.12)
\]

### 4.2.2.1 Determining \( f \) from data

In the previous section we derived the scale factor needed to use the absolute normalization method in \( p + p \). Determining this scale factor in a specific physical case requires knowing the ratio of uncorrelated background particles as well as the total particle multiplicities used in the measurement. The contribution to the pair yields from background is not directly measurable; however, it may be possible to estimate from quantities that can be measured. Because jets are rare, in a minimum bias sample the contribution to single particle per event multiplicities will be dominated by soft, uncorrelated sources. It is therefore possible to estimate the background contribution to conditional particle yields using the measured minimum bias per event
yields:

\[
\frac{\langle n_a^{\text{bg}} \rangle}{\langle n_a \rangle} \approx \frac{\langle n_a^{\text{MB}} \rangle}{\langle n_a^{\text{cond}} \rangle}.
\] (4.13)

Here \( n_a^{\text{cond}} \) is the multiplicity of particles of type \( a \) in events where there was also a particle of type \( b \) present within the momentum range used to determine the pair yields:

\[
\langle n_a^{\text{cond}} \rangle = \frac{N_a(b \text{ in event})}{N_{\text{evt}}(b \text{ in event})}.
\]

While it is true that the minimum bias sample is dominated by soft physics, there will still be a contribution from jets, although small, that is not really part of the background. This can be roughly estimated by measuring the multiplicity for particles tagged as part of a pair within the angular range where the jet yield dominates, \( n_a^{\text{MB, tag}} \), and subtracting this contribution:

\[
\langle n_a^{\text{bg}} \rangle \approx \langle n_a^{\text{MB}} \rangle - \langle n_a^{\text{MB, tag}} \rangle.
\] (4.14)

There will be an efficiency associated with the ability to tag such particles, in principle calculable from simulation, as well as some amount of uncertainty associated with the definition of what qualifies as a correlated pair that will be part of any systematic uncertainty applied to the method. The efficiency for tagging a type \( a \) particle as coming from a correlated pair should depend only on whether the pair particle, \( b \), is detected along with \( a \). This can be determined by measuring the pair
efficiency, and dividing out the single particle efficiency for \( a \):

\[
\varepsilon_{a}^{\text{tag}} = \frac{\varepsilon_{ab}}{\varepsilon_{a}}
\]

(4.15)

and

\[
\Rightarrow \left\langle n_{a}^\text{bg} \right\rangle \left\langle n_{a} \right\rangle \approx \left\langle n_{a} \text{MB} \right\rangle - \varepsilon_{a} \varepsilon_{ab} \left\langle n_{a} \text{MB}^{\text{tag}} \right\rangle \left\langle n_{a} \text{cond} \right\rangle
\]

(4.16)

Because the final scale factor, \( f \), involves only ratios of particle yields, all other particle efficiencies will cancel, so it is not necessary to include them when using measured data.

4.2.2.2 \( p_T \) Dependence and Binning

When assembling a pool of pair particles to mix for determining the uncorrelated background, it is necessary to ensure that the average number of particles used reflects the particle multiplicities going into the real pair distributions. This is done by always mixing with the same number of pair particles present in the real event, modulo a constant multiplicative factor \( N_{\text{mix}} \). Especially in the case of charged particles, the pool of particles being sampled from must contain particles within the same \( p_T \) range as the real events; otherwise, the \( p_T \) dependence of the detector acceptance will not match between real and mixed pairs. If the type of events used to build the particle pools does not have the same \( p_T \) dependence as events used for real pairs, and the \( p_T \) range of the mixing pool does not exactly match the range used to estimate \( f \), a \( p_T \) dependent bias would be introduced in the resulting values for \( f \).
An illustration of this point can be seen in Figure 4.19, which shows the ratio of background MB hadrons per MB event to hadrons per event when it is required that there be a photon with $p_T$ from 1.5 - 2 GeV/c, as a function of hadron $p_T$. This ratio shows the $p_T$ spectrum for MB hadrons will be softer than that of ERT hadrons because the ERT data by definition applies the condition that there be a cluster above a $p_T$ of 1.5 GeV/c. If we track the momentum dependence of the event averages used to obtain $f$, assuming the $p_T$ dependence of the non-jet particles alone will be the same in both samples, we have:

$$f = \frac{\langle n_\gamma (p_T^{ERT}) \rangle \langle n_h (p_T^{ERT}) \rangle + \langle n_\gamma (p_T^{ERT}) \rangle \langle n_h (p_T^{ERT}) \rangle + \langle n_\gamma (p_T^{ERT}) \rangle \langle n_h (p_T^{ERT}) \rangle}{\langle n_\gamma (p_T^{ERT}) \rangle \langle n_h (p_T^{ERT}) \rangle}$$

$$= \frac{\langle n_\gamma \rangle \langle n_h (p_T^{ERT}) \rangle + \langle n_\gamma \rangle \langle n_h (p_T^{ERT}) \rangle}{\langle n_\gamma \rangle \langle n_h (p_T^{MB}) \rangle} \frac{\langle n_\gamma \rangle \langle n_h (p_T^{ERT}) \rangle}{\langle n_\gamma \rangle \langle n_h (p_T^{MB}) \rangle}.$$  \hspace{1cm} (4.17)

From this it is clear that if the particle pools sampled from for mixing are not binned in momentum to match those used for the correlations, it will not be the case that the average number of hadrons used for mixing is equivalent to the average number used for real pairs. For the purposes of mixing with this method, therefore, multiple hadron pools - each containing only hadrons within one of the specified trigger bins - were sampled. Similarly, the scale corrections are determined within each $p_T$ bin used for forming the correlations to ensure that averaging over momentum is done consistently throughout.
4.2.2.3 **Input to estimate** \( f \) **for hadron-photon pairs**

The obtain the input for Eq. (4.16), the raw MB per event yields for hadrons and photons are measured, as well as for hadrons and photons tagged as coming from a pair with an associated photon or hadron within each momentum range of interest.

The plots on the left in Figures 4.17 and 4.18 show examples of these multiplicity distributions for hadrons and photons respectively. In these examples, the lowest associated partner \( p_T \) ranges used in the full analysis, stated in the figure, have been...
applied to obtain the tagged yields shown in blue. The inclusive minimum bias yields will not change for other cases, but the tagged yields will decrease as the $p_T$ range of the associated particle increases.

The final input needed for determining the multiplicity ratio is the efficiency for tagging pairs. This efficiency is found using PYTHIA generated events, run through a simulation of the PHENIX detector response (PISA). For hadrons, and similarly for photons, the conditional efficiency is calculated by taking the rate of detected hadrons with an associated reconstructed photon compared to the rate of production of such hadrons measured in PYTHIA, within the nominal PHENIX acceptance. This gives the pair efficiency, which is then divided by the single particle efficiency for the hadron or photon to get the tagging efficiency. Here, associated hadrons and photons are required to be within the same $p_T$ range used in the data, with the restriction that $|\Delta\phi| < 1.0$, to limit pairs to those within the signal region. These efficiencies, for one partner $p_T$ bin, are shown on the right in Figures 4.17 and 4.18, and are used as input to obtaining the tagged yields shown in the plots on the left.

Explicitly including the binning applied to the pair particle, Eq. (4.16) can be written:

$$\frac{\langle n_{bg} \rangle}{\langle n_h \rangle} (p_T, h, [p_T]_{Y}) \approx \frac{\langle n_{MB} \rangle - \epsilon_h(P_T, h) \langle n_{h, tag} \rangle (p_T, h, [p_T]_{Y})}{\epsilon_{hY}(P_T, h, [p_T]_{Y}) \langle n_{h, cond} \rangle (p_T, h, [p_T]_{Y})} . \quad (4.18)$$

This shows the case for hadrons, as a function of hadron $p_T$, with binning based on the $p_T$ of the conditional photon; a similar form for photons applies. The resulting multiplicity ratios for hadrons and photons, again for one of the partner $p_T$ bins, are
shown in Figure 4.19.

These ratios can now be used to determine the scale factor, \( f \), applied to the mixed background. Figure 4.20 shows an example of the acceptance and efficiency corrected \( \Delta \phi \) distributions for hadron-photon pairs, for hadrons with \( p_T \) from 2.0 – 2.3 GeV/c and photons from 1.5 – 2.0 GeV/c with the scaled mixed background shown in blue. The value for \( f \), as well as the deviation from the assumption that there is zero jet yield at the \( \Delta \phi \) correlation minimum (ZYAM), is stated along with the raw background levels measured by the two methods. While this method will be much less sensitive to fluctuations in the real pair background, used to estimate the ZYAM scale, it relies on assumptions about our ability to estimate the level of the background directly.

Table 4.2 shows the values for \( f \) for each hadron and photon \( p_T \) bin used in this analysis, as well as the relative difference, \(|\text{Abs} - \text{ZYAM}|/\text{Abs}\), when compared with ZYAM. The good agreement between this absolute normalization method and
Figure 4.20: (a) The $\Delta\phi$ distribution for hadron-photon pairs, $2 < p_{T,h} < 2.3$ GeV/c and $2.5 < p_{T,\gamma} < 3.5$ GeV/c (black), and event background (blue), with the scale ($f$) applied shown. The scaled background level and ZYAM background level are shown, as well as the % difference. (b) The $\Delta\phi$ distribution with the scaled background subtracted, with a blue dashed line showing zero yield.

ZYAM, in the region where there are good statistics for estimating the ZYAM background level, both suggests that the ZYAM assumption does not introduce a significant bias in estimates of the background and gives some confidence that absolute normalization can work in the low background environment of $p + p$ collisions. It is important to note that while the difference in the two methods does become large at higher $p_T$, this is the region where the ZYAM assumption has a large uncertainty due to fluctuations in the limited statistics background in real events. In fact, this increase in the ZYAM uncertainty is one of the motivating factors for the development
Table 4.2: Event background scale for all $p_{T,h}$ (GeV/c) and $p_{T,\gamma}$ (GeV/c), and the relative difference between the background level from this method and ZYAM (Z).

<table>
<thead>
<tr>
<th>$p_{T,\gamma}$ (GeV/c)</th>
<th>2.0 – 2.3</th>
<th>2.3 – 2.8</th>
<th>2.8 – 3.6</th>
<th>3.6 – 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>$\text{diff}_Z$</td>
<td>$f$</td>
<td>$\text{diff}_Z$</td>
<td>$f$</td>
</tr>
<tr>
<td>1.5 – 2.0</td>
<td>0.465</td>
<td>0.010</td>
<td>0.395</td>
<td>0.038</td>
</tr>
<tr>
<td>2.0 – 2.5</td>
<td>0.395</td>
<td>0.014</td>
<td>0.331</td>
<td>0.014</td>
</tr>
<tr>
<td>2.5 – 3.5</td>
<td>0.310</td>
<td>0.042</td>
<td>0.251</td>
<td>0.030</td>
</tr>
<tr>
<td>3.5 – 5.0</td>
<td>0.228</td>
<td>0.087</td>
<td>0.163</td>
<td>0.083</td>
</tr>
<tr>
<td>5.0 – 8.0</td>
<td>0.142</td>
<td>0.049</td>
<td>0.085</td>
<td>0.087</td>
</tr>
<tr>
<td>8.0 – 15</td>
<td>0.092</td>
<td>0.160</td>
<td>0.046</td>
<td>0.090</td>
</tr>
</tbody>
</table>

Understanding systematic uncertainties in such a method is challenging, given the nature of the method. However, as with the ZYAM method, the validity of the assumptions that go into the determination of the background does not define the systematic uncertainty. Nevertheless, many of the steps for estimating the non-jet background, such as the removal of the jet yield from the Minbias sample, as well as determining the conditional yield from triggered data, can lead to systematic variations in the final result. The jet yield in MB within the hadron trigger $p_T$ range used, as well as for photons in the $p_T$ range with good statistics, is never more than 10%. Therefore, the 10% uncertainty on the estimate of the tagging efficiency (based on the uncertainty in the single particle efficiency) will lead to a < 1% uncertainty in $f$. An additional uncertainty resulting from the use of ERT data for the foreground comes from the fact that the $p_T$ and SM dependent trigger efficiency can distort the mean $p_T$ within a given bin, most notably at low photon $p_T$. Comparing the results for $f$ using Minbias data to determine the conditional
yield with and without also requiring the ERT 4x4c trigger to fire leads to a total variation in $f$ of 5% in the lowest photon $p_T$ bins, which drops to 1% above $p_{T\gamma} \approx 2.5$ GeV/c. Because the low $p_T$ points determine the form for the fits to the background scale, the total systematic uncertainty for $f$ is set at 5% independent of $p_T$.

4.3 Efficiency corrections

Determining either the per-event yields for jet pairs, or associated photon yields per hadron trigger, requires first correcting for the detector efficiency. In the case of per trigger yields, in principle only the photon efficiency corrections are necessary, as the hadron efficiency will cancel when normalized by the number of hadron triggers. However, for combined Run 5 and Run 6 data sets, where the hadron efficiencies will not be identical, the hadron efficiencies are still necessary:

$$N_{h,\text{total}} = \int \frac{N(p_{T,h})_{h,\text{Run 5}}}{\epsilon(p_{T,h})_{h,\text{Run 5}}} + \int \frac{N(p_{T,h})_{h,\text{Run 6}}}{\epsilon(p_{T,h})_{h,\text{Run 6}}}.$$

(4.19)

Single particle efficiencies are determined using PISA, which is a PHENIX specific application of GEANT, to simulate charged particles propagating through the detector, as well as particles showering in the EMCal. The input for PISA, in the case of hadron efficiencies, is single charged pions, protons and kaons separately run through the simulation and recombined to obtain the final efficiency. For photons the single particle efficiency was determined along with the tagging efficiency for decay photons, described in 5, where simulations of the full event were neces-
In both cases, the full reconstruction process for real data is applied to the PISA output, as well as to all analysis cuts described in Section 4.1. The resulting efficiencies are the ratio of reconstructed hadrons or photons that pass all the analysis cuts to the total number of hadrons or photons generated initially, in the same η range. To ensure that the reconstructed hadrons and photons really came from the original input, the additional requirement is made that reconstructed tracks match an input hadron with $\Delta p/p = 20\%$ and clusters match a photon within a radius of 0.1 rad.

**Figure 4.21:** Single particle efficiencies for hadrons (right) and photons (left) as a function of particle $p_T$ (GeV/c) for Run 5 (black) and Run 6 (blue).

Comparisons of calibration parameters for both hadrons and photons between simulation and data are made to ensure that the simulation is accurately reproducing the data. In the case of hadrons, the distribution for matching variables, such as the projection of reconstructed tracks in the PC3, are compared. The distribution of track projections around the PC3 hit in data is fit with a Gaussian - or often the sum of two Gaussians - which is then used to recalibrate the PC3 hit position and the
width of the distribution, such that two or three sigma cuts on the distance between
the hit and the track projection can be applied. It was found that some recalibration
of the PC3 matching in PISA was also necessary to reproduce the same behavior
seen in the data [133; 134]. In the case of photons, comparisons were made of
the reconstructed $\pi^0$ peak position and width for each sector. An additional energy
smearing of 3% in the Pb-scintillator and 5% in the Pb-glass was required to match
simulation with data. Although this smearing has almost no impact on the single
cluster efficiency in the $p_T$ range used for this analysis, it is important when using
PISA to determine the efficiency for reconstructing $\pi^0$ and $\eta$ decays.

Those efficiencies are plotted in Figure 4.21 as a function of $p_T$. For hadrons
the fit used was of the form $A + Be^{Cp_T}$. For photons the dip seen below $p_T$ of about
2 GeV/c is an artifact of a filter applied to the PYTHIA data used; therefore, a flat
line fit was applied. The fits shown are used to make the final efficiency corrections,
to minimize the effect of statistical fluctuations. In both cases a scale uncertainty of
$\sim 10\%$ is applied based on variations between PISA and data in the local particle
distribution within the DC, PC3 [134] for hadrons, and the EMCal for photons.

4.3.1 Triggered data sets

As discussed previously, the ERT4x4c trigger condition is used to increase the rate
of recorded jet events while data are taken. Using triggered data introduces a bias
associated with the behavior of the trigger that must be corrected to obtain invariant
physics results. In the case of the ERT4x4c trigger, the bias is primarily in $p_T$
distribution for particles that fire the trigger, but dead or masked off trigger tiles can
also lead to differences in overall event rates.

### 4.3.1.1 Photon $p_T$ corrections

The hardware threshold for the ERT4x4c trigger is 1.4 GeV, meaning that the trigger will fire if that much energy is deposited in a 4x4 tower block. In practice, the trigger information is maintained on a super module (SM) level, so any clusters falling with a SM containing a 4x4 tower block that fired the trigger are considered to have fired the trigger. In practice, there will be a turn on curve for the trigger around the nominal threshold energy, leading to a strong momentum dependence for the trigger efficiency until well above that threshold value. The efficiency is determined using MB data, comparing the $p_T$ distribution for MB photons that also fire the 4x4c trigger to that of all MB photons:

$$
\epsilon_{ERT}(p_T, \gamma) = \frac{N_{MB\&ERT4x4c}(p_T, \gamma)}{N_{MB}(p_T, \gamma)}
$$

(4.20)

Figure 4.22 shows the resulting ERT4x4c efficiency, fit using a fermi function. As expected, the efficiency at the threshold energy is about 50%, and it plateaus near 2.0 GeV/c. If this efficiency measurement is restricted to only those SMs that were not masked out during data taking, the plateau should be at 100%. In this case that restriction is not made, and one can see that unused SMs lead to a 20% loss in overall trigger efficiency.

The efficiency with which a given SM fires the trigger will also vary, as a result of dead areas as well as noisy regions that cannot be used for the trigger condition.
Figure 4.22: ERT4x4c efficiency for photons vs. $p_{T\gamma}$ (GeV/c).

Generally this SM dependence is averaged, although, the EMCal sectors are often studied separately. In the case of single particle measurements, averaging is sufficient; however as discussed previously, the variations between super modules can affect the acceptance for ERT photons in ways that distort the $\Delta \phi$ acceptance for hadron-photon pairs. Again, if the variation were in overall efficiency alone, this effect should be minor. However, for photons with $p_T \lesssim 2.5$ GeV/c the turn on for the trigger leads to a significant $p_T$ dependence in the efficiency which is not constant between SMs. This effect is shown in Figure 4.23, where variation in trigger turn on of as much as $\sim 20\%$ between super-modules. There is also large variation in the steepness of the turn on curve. The masked off SMs show up as cases where no fit was made; correcting for the total $p_T$ independent ERT efficiency accounts for these cases. The total ERT efficiency is determined by determining the average
$p_T$ integrated SM efficiency after the $p_T$ dependent correction is applied, including masked off SMs; it was found to be 95% for both runs.

4.3.1.2 Hadron trigger corrections

For this analysis, where the analysis trigger is not the same as the hardware trigger, quantities such as per-trigger yields will include an additional trigger bias. The firing of the ERT4x4c trigger, which most often occurs as the result of a high $p_T$ photon, will artificially enhance the rate of photons per trigger hadron as a result of the much higher probability of a photon being in the event relative to a true mini-
mum bias sample of events. To correct for this bias, the rates of hadron triggers are compared in MB events, with and without the condition that the ERT4x4c trigger fire. Figure 4.24 shows the $p_T$ dependent yield of hadrons in MB events with (red) and without the ERT4x4c trigger also firing. The figure also shows the $p_T$ dependent ratio, as well as the ratio of the average number of trigger hadrons within the full $p_T$ range (2.0 - 5.0 GeV/c) in ERT4x4c events versus MB events.

Scaling the number of ERT trigger hadrons by the inverse of $\frac{\langle N_{h,ERT} \rangle}{\langle N_{h,MB} \rangle}$ gives the unbiased number of trigger hadrons for obtaining the invariant per-trigger yields for each trigger $p_T$ bin. The values determined for $\frac{\langle N_{h,ERT} \rangle}{\langle N_{h,MB} \rangle}$ for each hadron trigger bin are listed in table 4.3.1.2 for both Run 5 and Run 6, differences in the ERT efficiency between the two runs leading to a slight difference in the relative rate of
ERT trigger hadrons.

<table>
<thead>
<tr>
<th>$p_{T,h}$ (GeV/c)</th>
<th>2.0 - 2.3</th>
<th>2.3 - 2.8</th>
<th>2.8 - 3.6</th>
<th>3.6 - 5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 5 $\langle N_{h,ERT} \rangle / \langle N_{h,MB} \rangle$</td>
<td>0.1135</td>
<td>0.1475</td>
<td>0.2032</td>
<td>0.2674</td>
</tr>
<tr>
<td>Run 6 $\langle N_{h,ERT} \rangle / \langle N_{h,MB} \rangle$</td>
<td>0.0861</td>
<td>0.1152</td>
<td>0.1650</td>
<td>0.2096</td>
</tr>
</tbody>
</table>

### 4.3.1.3 Test of correlated bias

The use of the ERT4x4c trigger for correlated pair measurements introduces the possibility of an additional trigger bias that can distort the $\Delta\phi$ distribution for hadron-photon pairs. The possibility that both the hadron and photon deposit energy in the EMCal within the same supermodule makes it possible for the hadron to effectively enhance the rate for the trigger firing for photons with $p_T$ below 2.5 GeV, where the trigger has not yet saturated. Figure 4.25 shows a comparison of the near-side ($|\Delta\phi| < 0.7$) ERT4x4c and MB $\Delta\phi$ dependent per-trigger yields for photons with $p_T$ from 1.5 - 2.0 GeV/c associated with trigger hadrons from 2.0 - 2.3 GeV/c with all the efficiency and trigger bias corrections applied. This comparison shows that any trigger effects on the shape are negligible.

### 4.4 Extracting physics beyond per-trigger yields

The assumption that by triggering on high-$p_T$ hadrons a jet is being selected suggests that after subtraction of the underlying event background, normalizing the yield of hadron-photon pairs by the total number of trigger hadrons is similar to
obtaining the yield of photons in jets. The per-trigger distribution of photons is therefore an invariant quantity that should describe the physics of photons produced as part of a jet, both in terms of the jet shape measured through $\Delta \phi$ and $p_{out}$ distributions, and the total per-trigger yields. To obtain the full per trigger yield for associated photons from the same jet as the hadron, the near-side $\Delta \phi$ yield is integrated over. Ideally this integral would cover the full near-side range, from $-\pi/2$ to $\pi/2$. However limiting the integral to $|\Delta \phi| < 0.7$ reduces the uncertainty in the final yield due to the fluctuations near $\pi/2$, where the acceptance is worst. Although such yields are a proxy for the per-jet yields, there is not a direct one-to-one mapping between trigger hadrons and jets, as the hadron is also an individual fragment of the original parton.
4.4.1 Pair cross-sections

Per trigger yields are a good first step, and in the case of heavy-ion analyses, comparisons of such yields between $p+p$ and $A+A$ are rich with information about the underlying physics. However, such measures are generally more comparable with theory, in the case of di-jet studies, when focusing on the away-side yields. A more theoretically meaningful quantity, although still complex since it involves the fragmentation function for both the trigger hadron and associated photon, is the jet-pair cross-section. Starting with the per event pair yields rather than per trigger photon yields, this again involves defining a range in $\Delta \phi$ for the pair over which to integrate.

Going from a per-event yield to the invariant cross-section requires determining both the efficiency of the triggers used to record events and the fraction of the full inelastic cross-section those triggers identify. The per event yields are determined simply by multiplying per trigger yields by the number of trigger hadrons per event. This calculation already includes the single particle efficiency corrections for photons and hadrons, as well as the ERT trigger efficiency correction for the photons, described in more detail in Section 4.3. What remains is to correct for the minimum bias trigger efficiency for events containing hadron-photon pairs from jets, as the MB trigger (BBCLL1) is required in coincidence with the ERT. During running the BBCLL1 trigger is scaled down so not every event is recorded. The scale-down factor is determined by the luminosity for a given run, so when determining cross-section using the number of minimum bias events, the average scale-down must be included. The ERT triggers are generally not scaled down; however, for the high-
est beam intensities the 4x4c trigger, which has the lowest energy threshold, was
scaled down such that only one out of every two or three events that fired the trig-
ger were recorded. Therefore, although the correction is small, an additional ERT
scale-down correction must be included. The final step is to determine the fraction
of the inelastic cross-section measured by the BBCLL1, which is estimated sepa-
rationly using Vernier scans [135] and was determined to be about 23 mb ± 5% in Run
5 and Run 6 [136]. The final pair cross-section for hadron-photon pairs is then:

\[
\frac{1}{(2\pi)^2 p_{T,\gamma} p_{T,h} d p_{T,\gamma} d p_{T,h} d^2 \eta} = \frac{\sigma_{BBCLL1}}{\langle S_{BBCLL1} \rangle N_{evt, BBCLL1}} \frac{\langle S_{ERT4x4c} \rangle d^4 N_{pairs}}{N_{evt}(ERT4x4c)}.
\] (4.21)

The efficiency for the BBCLL1 depends on the type of events being selected.
Thus, in the case of this analysis it is determined using events that yield a hadron-
photon pair that passes all analysis cuts. The possibility that the pair was not part
of a jet is reduced by requiring \(|\Delta \phi| < 1.0\), and the effect of residual background
was studied by varying this angular cut. Applying these requirements, along with
the 30cm vertex cut, to events firing the ERT4x4c trigger alone and comparing with
events where the ERT4x4c and BBCLL1 triggers both fired gives the BBCLL1
efficiency:

\[
\varepsilon_{BBCLL1} = \frac{N_{evt}(ERT4x4c \& BBCLL1)}{N_{evt}(ERT4x4c)}.
\] (4.22)

As with the fractional BBCLL1 cross-section, this efficiency was determined
separately for Runs 5 and 6 and found to be 81% and 78%, respectively. This result
is consistent with efficiency measurements for events with high $p_T \pi^0$s and $\eta$s [134]. The dependence of these on event selection, based on the angular restriction applied to pairs, as well as on the $p_T$ of the pair, was estimated by varying the $\Delta\phi$ restriction from 1 to 0.5, as well as by studying the hadron and photon $p_T$ dependence. It was found that the efficiency varied $\approx 5\%$, which is then included as an overall scale uncertainty on the final result. Table 4.3 shows each of the compiled each of the inputs from Run 5 and 6 that went into the final pair cross-section.

### Table 4.3: Minimum Bias BBC inputs to determining the invariant hadron-photon pair cross-section

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_{BBCLL}$</th>
<th>$\langle S_{BBCLL} \rangle$</th>
<th>$N_{evt,BBCLL}$</th>
<th>$\varepsilon_{BBC}$</th>
<th>$\langle S_{ERT4x4c} \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 5</td>
<td>23.0 mb ±10%</td>
<td>32.19</td>
<td>1749944617</td>
<td>0.81 ±5%</td>
<td>1.0</td>
</tr>
<tr>
<td>Run 6</td>
<td>22.9 mb ±5%</td>
<td>423.27</td>
<td>421437207</td>
<td>0.78 ±5%</td>
<td>1.04</td>
</tr>
</tbody>
</table>

### 4.4.2 $p_{out}$ and $j_T$

As Section 2.4.2.2 described, when using two-particle correlations, parameters such as $p_{out}$ help to quantify information about the jet shape. For this analysis, $p_{out}$ is
defined as the component of the associated photon $p_T$ perpendicular to the trigger hadron $p_T$, projected along the azimuth for simplicity:

$$p_{\text{out}} = p_T \gamma \sin \Delta \phi_{h-\gamma},$$  \hspace{1cm} (4.23)

as illustrated in Figure 4.26. This figure also illustrates $j_T$, the component of a particles momentum perpendicular to the actual jet axis. To measure $p_{\text{out}}$ directly in PHENIX, we use the method described in 4.2.1 of applying an acceptance weighting to each hadron-photon pair.

For pairs coming from the same jet, so correlated on the near-side in $\Delta \phi$, $p_{\text{out}}$ is often considered to be equivalent to $j_T$, which is the observable more directly related to the jet, and comparable with theory. However, this is an approximation. In general, we will see that while this is true for the special case of identical particles, it relies on either the assumption of equivalence of the $j_T$ for the two particle types or a large $p_T$ imbalance between the trigger and associated particles. Even when attempting to be more explicit about the true relationship between $p_{\text{out}}$ and $j_T$, the assumption that $j_T$ is small compared to $p_T$ - that is, that the angle between the particle and the jet axis is small - is necessary to obtain a simple relationship. Eq. (4.24) derives the relationship to first order in $j_T/p_T$. 

\[ \text{Equation (4.24)} \]
\( p_{\text{out}, \gamma} = p_{T, \gamma} \sin(\Delta \phi) \)

\[
= p_{T, \gamma} \sin(\phi_{hj} + \phi_{\gamma j})
= p_{T, \gamma} \left( \sin(\phi_{hj}) \cos(\phi_{\gamma j}) + \cos(\phi_{hj}) \sin(\phi_{\gamma j}) \right)
= p_{T, \gamma} \left( \frac{j_{T, h}}{p_{T, h}} \cos(\phi_{\gamma j}) + \frac{j_{T, \gamma}}{p_{T, \gamma}} \cos(\phi_{hj}) \right)
= j_{T, h} \frac{p_{T, \gamma}}{p_{T, h}} \sqrt{1 - \left( \frac{j_{T, \gamma}}{p_{T, \gamma}} \right)^2} + j_{T, \gamma} \sqrt{1 - \left( \frac{j_{T, h}}{p_{T, h}} \right)^2}
\approx j_{T, h} \frac{p_{T, \gamma}}{p_{T, h}} \left( 1 - \frac{1}{2} \left( \frac{j_{T, \gamma}}{p_{T, \gamma}} \right)^2 \right) + j_{T, \gamma} \left( 1 - \frac{1}{2} \left( \frac{j_{T, h}}{p_{T, h}} \right)^2 \right)
\approx j_{T, h} \frac{p_{T, \gamma}}{p_{T, h}} + j_{T, \gamma} \cdot \tag{4.24}
\]

Giving

\[
j_{T, \gamma} \approx p_{\text{out}, \gamma} - j_{T, h} \frac{p_{T, \gamma}}{p_{T, h}} \cdot \tag{4.25}
\]

If the \( j_T \) distribution for hadrons is known, by applying unfolding techniques similar to those used in full jet reconstruction measurements, the \( j_T \) for photons could be obtained. In the absence of the full hadron \( j_T \) distribution, it is still possible to obtain the \( \sqrt{\langle j_T^2 \rangle} \) of photons directly, applying the same approximations. Again starting with the definition of \( p_{\text{out}} \):

\[ p_{\text{out}, \gamma} = p_{T, \gamma} \sin(\Delta \phi) \]

\[
= p_{T, \gamma} \left( \sin(\phi_{hj}) \cos(\phi_{\gamma j}) + \cos(\phi_{hj}) \sin(\phi_{\gamma j}) \right) .
\]
Therefore the rms can be approximated as

\[
\langle p_{\text{out}, \gamma}^2 \rangle = \left( p_{T, \gamma}^2 \left( \sin^2(\phi_{hj}) \cos^2(\phi_{\gamma j}) + \cos^2(\phi_{hj}) \sin^2(\phi_{\gamma j}) \right) \right) \left( 1 - \frac{j_{T,h}^2}{p_{T,h}^2} \right) + \left( 1 - \frac{j_{T,\gamma}^2}{p_{T,\gamma}^2} \right) j_{T,\gamma}^2 \right)
\]

\[
= \left( \frac{j_{T,h}^2}{p_{T,h}^2} \right) + j_{T,\gamma}^2 + O(j_{T}^4) \approx \left( \frac{j_{T,h}^2}{p_{T,h}^2} \right) + \left( \frac{j_{T,\gamma}^2}{p_{T,\gamma}^2} \right)
\]

\[
\approx \left( \frac{j_{T,h}^2}{p_{T,h}^2} \right) + \left( \frac{j_{T,\gamma}^2}{p_{T,\gamma}^2} \right)
\]

\[
= \left( \frac{j_{T,h}^2}{p_{T,h}^2} \right) + \left( \frac{j_{T,\gamma}^2}{p_{T,\gamma}^2} \right)
\]

\[
\approx \left( \frac{j_{T,h}^2}{p_{T,h}^2} \right) + \left( \frac{j_{T,\gamma}^2}{p_{T,\gamma}^2} \right)
\]

\[
(4.26)
\]

The corresponding equation for the relationship between \( p_{\text{out}} \) of the hadron with respect to the photon and the hadron \( j_T \) is

\[
\langle p_{\text{out}, h}^2 \rangle \approx \left( \frac{j_{T,h}^2}{p_{T,h}^2} \right) + \left( \frac{j_{T,\gamma}^2}{p_{T,\gamma}^2} \right)
\]

\[
(4.27)
\]

Defining \( x_h \equiv \frac{p_{T,\gamma}}{p_{T,h}} \), with a little algebra we find that we can express the photon \( \sqrt{\langle j_{T,\gamma}^2 \rangle} \) in terms of directly measurable quantities

\[
\langle j_{T,\gamma}^2 \rangle = \frac{\langle p_{\text{out}, \gamma}^2 \rangle - \langle p_{\text{out}, h}^2 \rangle \langle x_h^2 \rangle}{1 - \langle x_h^2 \rangle \cdot \langle 1/x_h^2 \rangle}
\]

\[
(4.28)
\]

Using this - and measurable hadron-photon pair properties - the photon \( \sqrt{\langle j_{T,\gamma}^2 \rangle} \) can be measured directly.
4.5 Propagating uncertainties

As discussed in Section 4.2.1, hadron-photon pair yields are corrected for detector acceptance and efficiency by applying a pair-by-pair weight, \( w \). These weights are determined using acceptance histograms calculated from the mixed \( \Delta \phi \) distribution and single particle efficiencies determined from fits to data. Thus, in the case where there is only one efficiency correction,

\[
w = \frac{1}{\varepsilon(p_T) \text{Acc}(\Delta \phi)}
\]

Each of these will have a corresponding uncertainty that must be included as part of the resulting uncertainty on the pair distribution. The acceptance histograms will have a small non-negligible statistical error, while any efficiency corrections coming from fits will include an uncertainty on the fit.

In general for histograms, where the contents of a single bin are defined as

\[
N = \sum_i w_i
\]

where \( w_i \) is the weight of a single entry, the statistical uncertainty is then just the square root of the sum of the weights squared. If the weights have their own uncertainty than the total variance for a given bin is

\[
\sigma^2 = \sum_i w_i^2 + \sum_i (\delta w_i)^2,
\]

assuming the uncertainties on the weights themselves are uncorrelated. This is
a reasonable assumption in this case, because these uncertainties come from independent inputs. The uncertainty on a given weight is

\[
(\delta w)^2 = \sum_i \left( \frac{dw}{d\varepsilon_i} \delta \varepsilon_i \right)^2 + \left( \frac{dw}{d(Acc)} \delta (Acc) \right)^2
\]

\[
= \sum_i \left( \frac{w}{\varepsilon_i} \delta \varepsilon_i \right)^2 + \left( \frac{w}{Acc} \delta (Acc) \right)^2
\]  

(4.30)
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Extracting the fragmentation photon signal

The details for measuring correlated pairs of hadrons and photons from jets described in the previous chapter comprise the first step toward direct measurements of fragmentation photons. Inclusive hadron-photon pair measurements contain a combination of photons produced through mesonic decays and the fragmentation photons we are interested in studying. Eq. (5.1) demonstrates this point for the \( \Delta\phi \)-dependent per-trigger yields, and the relations will be the same for the per-event pair yields and \( p_{out} \) distributions.

\[
\frac{1}{N_{trig}^h} \frac{dN^{h-\gamma_{inc}}}{d\Delta\phi} = \frac{1}{N_{trig}^h} \frac{dN^{h-\gamma_{dec}}}{d\Delta\phi} + \frac{1}{N_{trig}^h} \frac{dN^{h-\gamma_{frag}}}{d\Delta\phi} \tag{5.1}
\]

To extract the fragmentation photon signal, the yield from decay photons must be estimated and subtracted from the inclusive measurements. Almost all photons produced will be from these mesonic decays, making it very important to have a precise determination of this decay yield. This chapter will focus on the steps
necessary for identifying decay photons, as well as the inherent uncertainties in the method. Many of the details of determining the full decay photon yield depend not only on the momentum of the associated photon, but also on that of the trigger hadron - as will become clear in the discussion that follows. For clarity, much of the discussion and evaluation of the various steps involved will focus on the example of a single hadron-photon $p_T$ bin.

## 5.1 Estimating the decay photon yield

Most decay photons ($\sim 80\%$) will come from the lightest meson, the $\pi^0$. As discussed in 3.4, the EMCal in PHENIX is well suited for directly reconstructing $\pi^0$s, making it possible to identify (tag) photons produced from such decays with a reasonable level of efficiency (see Section 5.2.1). Using tagging, then, to determine the contribution from $\pi^0$ photons is the first step to estimating the total decay yield. Many direct photon measurements find this sufficient, estimating the remaining decay background by applying a $p_T$ dependent multiplicative factor to the $\pi^0$ decay. However, as will be discussed in more detail in Section 5.1.1, with correlation measurements this approach leads to a large systematic effect on the shape of the decay photon distributions. Instead, photons from $\eta$ decays are tagged separately, and inclusion of the remaining decay contribution is done by applying a multiplicative factor to the $\gamma_\eta$ yield. The final decay yield is then:

$$
\frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma_{\text{decay}}}}{d\Delta\phi} = \frac{1}{\epsilon_{\pi^0-\text{tag}}} \frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma_{\text{0-tag}}}}{d\Delta\phi} + \left(1 + \frac{R_{h/\eta}}{\epsilon_{\eta-\text{tag}}} \frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma_{\eta-\text{tag}}}}{d\Delta\phi}\right),
$$

(5.2)
where $R_{h/\eta}$ is the ratio of heavier mesonic decay photons to $\eta$ photons. For inclusive decay photons, the ratio determined from PYTHIA is 0.3 and constant in photon $p_T$. However, a full study of the method ultimately found that for near-side hadron-photon pairs, $R_{h/\eta}$ depends on both the trigger hadron and associated photon, as will be described in detail in Section 5.3.5.

### 5.1.1 Testing the method

Fragmentation photons are expected to comprise only a very small portion of the inclusive photon yield. As a result, whatever method is used to remove the decay background must be carefully tested. Using the PYTHIA event generator, we can compare the generated decay yield with what is estimated. The first attempt was based on the assumption that photons identified as coming from $\pi^0$ decays could be used to estimate the full decay background. In this case,

$$\frac{1}{N_{trig}^h} \frac{dN_{h-\gamma_{\text{decay}}}}{d\Delta\phi} = (1 + R_{h/\pi^0}) \frac{1}{\varepsilon_{\pi^0-tag}} \frac{1}{N_{trig}^h} \frac{dN_{h-\gamma_{\pi^0-tag}}}{d\Delta\phi},$$  

(5.3)

where $R_{h/\pi^0}$ is determined from PYTHIA and depends on the $p_T$ of the decay photon. This relation can then be applied to $\pi^0$ photons in PYTHIA and compared to the full decay yield. Figure 5.1 (left) shows the $\Delta\phi$ distribution for hadron-photon pairs for all decay photons (black) and the estimate obtained using $\pi^0$ decay photons (blue), for the lowest photon $p_T$ bin used in the full analysis. Also quoted in the
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Figure is the systematic difference between the two distributions within $|\Delta \phi| < 1.0$:

$$\frac{\left| \int_{-1.0}^{1.0} \gamma_{\text{decay}} - \int_{-1.0}^{1.0} R_{h/\pi^0} \gamma_{\pi^0} \right|}{\int_{-1.0}^{1.0} \gamma_{\text{decay}}}.$$  \hspace{1cm} (5.4)

From this we find that the integrated yield measured for decay photons by this method would differ from the true yield by only 1%, making it clear why this is generally considered sufficient. However, looking at the ratio of the two $\Delta \phi$ distributions, the bottom plot in figure 5.1, we find that the variation between the estimated yield and the true yield is actually more than 10% as a function of $\Delta \phi$. This level of systematic effect would make it impossible to resolve the fragmentation photon signal, and would destroy any ability to determine further pair properties dependent on the shape of these distributions.

To move forward it is therefore necessary to reexamine the choice to identify
only $\pi^0$ photons. Looking at Figure 5.2, which shows the $\Delta \phi$ distributions for $h - \gamma$ pairs for $\pi^0$ photons (black) and $\eta$ photons (blue), it is clear that the $\eta$ photon distribution is more broad than that of $\pi^0$ photons. The $\gamma_\eta$ distribution is scaled up for easier visual comparison. The wider opening angle for $\eta$ decays suggests that this is not surprising; however, the method described above would fail to account for this difference, resulting in the larger systematic effect in $\Delta \phi$ dependent measurements.

![Graph showing $\Delta \phi$ distributions for $h - \gamma$ pairs]

Figure 5.2: $\Delta \phi$ distributions for $h - \gamma$ pairs, for $\pi^0$ decay photons in black and $\eta$ decay photons in blue.

After the $\pi^0$, the next largest source of decay photons, 10%, is from $\eta \to \gamma \gamma$. As with $\pi^0$ decays, it is possible to identify such photons to estimate the $\gamma_\eta$ decay contribution. We can then use the $\eta$ decay photon distributions to estimate heavier decays, effectively going a step closer to an exact measurement of all decay photons. This leads us to Eq. (5.2) for estimating the decay photon yield. Again, this estimate of the decay yield can be compared with the full decay yield generated by PYTHIA. Figure 5.3 (left) shows the $\Delta \phi$ distribution for hadron-photon pairs for all decay photons (black) and the estimate obtained using $\pi^0$ and $\eta$ decay photons (blue), again for the lowest photon $p_T$ bin used, as well as the systematic difference
((5.4)). The difference in the integrated yields is now much less than 1%, a clear improvement. However, the real test comes from again looking at the ratio of the yields, the lower plot in the same figure, where the $\Delta\phi$ dependent variation is now $< 1\%$.

Figure 5.3: The top plot shows the $h - \gamma$ distributions for all PYTHIA generated decay photons in black and the combined $\pi^0$ and scaled $\eta$ photons (Equation (5.2)) in blue. The ratio of the distributions shown is plotted below.

In principle, one could continue along in this vein, directly tagging photons produced from the less common heavier mesonic decays. However, the decay channels become more complex, and the decay opening angles wider, making the efficiency with which these decay photons are identified much lower. Therefore, practically speaking there is no gain in such attempts, as the uncertainties related with identifying such photons will dominate over any improvement in the method itself.
5.2 Tagging $\pi^0$ and $\eta$ decay photons

Identifying photons produced from $\pi^0 \to \gamma\gamma$ and $\eta \to \gamma\gamma$ decays begins with the determination of the invariant mass distributions for photon pairs. Pairs produced from a $\pi^0$ or $\eta$ decay will produce a peak in the invariant mass at the mass of the parent particle, and they can be tagged as coming from that decay. For this analysis, pairs of photons are made by combining photons that fire the ERT trigger with all other photons in the event that pass the quality cuts described in 4.1.3. The distinction must be made here between the ERT photon being correlated with the trigger hadron, and the photon with which it is being paired, which we will call the pair photon for clarity. These pair photons are required to be above some minimum energy, or in practice some minimum $p_T$, which is 400 MeV/c in this case. How the results vary based on this minimum $p_T$ restriction is a useful measure of the inherent uncertainties in this tagging method.

As most photons in an event will come from $\pi^0$ decays, the distribution of pair masses will be dominated by the peak around the mass of the $\pi^0$, $\sim 135$ MeV/c$^2$. The width of the measured peak, as well as the precise mass it centers around, result from the energy resolution of the EMCal. To tag $\pi^0$ photons, the mass peak is fit with a Gaussian (see Figure 5.10), and photon pairs that fall within 3$\sigma$ of the mean are identified as $\pi^0$ pairs. The energy resolution of the detector will depend on the $p_T$ of the clusters, translating into a $p_T$-dependence in the peak position and width. Figure 5.4 shows both the mass peak positions (left) and peak width (right) as a function of the reconstructed $\pi^0$ $p_T$. When determining how to apply the 3$\sigma$ mass
window used for identifying $\pi^0$ pairs, this $p_T$ dependence is crucial.

To help reduce the combinatoric background (section 5.2.2), additional restrictions on the pair are used. The most basic requirement is that all photon pairs must come from the same arm of the EMCal. In the case of $\eta$ pairs, where the background from random photon pairs is large, an additional restriction is made that the energy asymmetry between the photons be less than 0.7, as most non-decay pairs will have larger asymmetries. These restrictions, combined with the minimum energy cut on pair photons and the 2 or 3 $\sigma$ restrictions on the pair mass, comprise the complete list of cuts placed on photon pairs. These, as well as the single photon reconstruction efficiency, will limit the ability to correctly tag a photon as coming from a decay, meaning there will be a $< 100\%$ efficiency with which decay photons are tagged.

**Figure 5.4:** Left: $\pi^0$ peak position (GeV/c$^2$) vs. the $\pi^0$ $p_T$ (GeV/c). Right: $\pi^0$ peak width vs. the $\pi^0$ $p_T$ (GeV/c). Each of the trigger hadron $p_T$ bins is shown.

To tag decay photons, the cut on the invariant mass of the pairs must be determined. While the actual mass of the $\pi^0$ is fixed, the measured pair mass will not be exact and will vary as a function of the pair $p_T$, as a result of the detector
resolution. Figure 5.4 measures the dependence of the observed $\pi^0$ peak position (invariant mass) and width on the $p_T$ of the reconstructed $\pi^0$. Photons in pairs that fall within a $3\sigma$ window of the measured peak position are tagged as coming from $\pi^0$.

The condition that there be a trigger hadron of a certain momentum will bias the event sample towards higher energy hard scatterings, which will result in a harder $\pi^0$ and $\eta$ spectrum. When using relatively large momentum ranges for studying the $p_T$ dependent mass distributions, this has the potential to change the average peak position and width in a given $\pi^0$ $p_T$ bin, although the effect should be small. Therefore, the dependence of the peak position and width was studied as a function of the hadron trigger $p_T$ as well as $\pi^0$ $p_T$, as shown in Figure 5.4, to ensure that any variation was accounted for when tagging photons. A similar study was done for the $\eta$, and is shown in Figure 5.5.

![Figure 5.5](image)

**Figure 5.5:** Left: $\eta$ peak position (GeV/c$^2$) vs. the $\eta$ $p_T$ (GeV/c). Right: $\eta$ peak width vs. the $\eta$ $p_T$ (GeV/c). Each of the trigger hadron $p_T$ bins is shown.

There are two fundamental corrections that need to be applied to any tagged
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photon yield. First, there is an efficiency with which photons from a decay can be correctly tagged based on the detector efficiency, acceptance, and various cuts applied to the data. One must estimate and correct for this efficiency to get the true decay yield. Second, when using combinations of all photon pairs in an event to reconstruct those pairs coming from a decay, there is a combinatoric background of random pairs that will fall within the invariant mass range chosen to tag the decay photons which will lead to falsely-tagged decay photons. These two somewhat competing effects contain all the details that make precise measurement of the decay photon yield a challenge.

5.2.1 Tagging efficiencies

To obtain the full decay photon yields, it is necessary to correct for the efficiency with which $\pi^0$ and $\eta$ photons can be identified. There are many contributors to this tagging efficiency, including the cuts applied to photon pairs before they are tagged, as well as the cuts applied to individual photons. Most important is the loss of one photon in the pair if it falls outside the PHENIX acceptance or gets missed as a result of dead areas in the detector. For hadron-photon pairs, the requirement that the leading photon be associated with a trigger hadron, and the extent to which they are correlated, can affect the efficiency with which a pair photon is found. Determining the tagging efficiency in terms of both the position of the photon in the detector and the position relative to the trigger hadron ($\Delta\phi$), and then applying that efficiency as part of the pair-by-pair weight that corrects for any localized fluctuations in the overall $p_T$ dependent efficiency could lead to systematic effects in the shape of the
decay distributions being measured.

The tagging efficiency is determined using full PISA simulations and applying efficiency corrections within each of the associated photon $p_T$ bins used in the analysis as a function of the $\eta$ and $\phi$ of the cluster. We use PYTHIA events as the input to PISA, rather than single particles with a flat $p_T$ (which would obviously help with statistics at high $p_T$), because the $p_T$ of the decaying $\pi^0$ and $\eta$, as well as the $p_T$ of the hadron can all affect the tagging efficiency. In principle, weighting a flat input by the known $p_T$ spectrum could correct for this. However, the added complication of the hadron trigger, which leads to a harder $\pi^0$ and $\eta$ spectrum, as discussed previously, makes this approach non-trivial. Therefore, despite larger statistical fluctuations at high $p_T$ that result, full events are used. To improve the available statistics as much as possible, only PYTHIA events containing a hadron with $p_T > 2$ GeV/c and a photon with $p_T > 1.5$ GeV/c are used. Again, this is in some sense applying the same trigger condition to the simulated data as is applied when using ERT trigger data.

The full 2-dimensional efficiency distributions for the lowest photon $p_T$ bin, for both $\pi^0$ and $\eta$ tagging, are shown in Figures 5.6 and 5.7 respectively. To maximize the PISA statistics available, initially no requirement is placed on the event that there be a detected trigger hadron. The effect of the hadron trigger, for each $p_T$ bin used, is then studied and applied as an overall scale correction to the 2D tagging efficiency. Figure 5.8 shows the overall tagging efficiency as a function of photon $p_T$, for both the $\eta$ and $\pi^0$. Shown is the efficiency for each trigger hadron $p_T$ range, as well as the efficiency when no requirement is made that a hadron be detected.
The effect of the hadron trigger requirement is small, but significant, resulting from the hardening of the $p_T$ spectrum for $\pi^0$s and $\eta$s.

**Figure 5.6:** 2-D tagging efficiency for $\gamma\pi^0$'s for the full PISA statistics, with the $\phi$(top) and $\eta$(bottom) projected efficiencies on the right.

For the method used here to obtain hadron-photon pair measurements, where an acceptance and efficiency weight is applied pair-by-pair, the weight is applied to the false-tagged background as well. Eq. (5.2.1) shows that weighting the tagged foreground and background distributions separately is equivalent to applying a global tagging efficiency to determine the decay yields (either $\pi^0$ or $\eta$). The $\Delta\phi$ dependent correction will be discussed in detail in Section 5.3.5, where a full test of the final
process is discussed, as this correction depends on false-tagging as well.

\[
Y_{\text{decay}} = \frac{1}{\varepsilon_{\text{tag}}} Y_{\text{true-tagged}} \\
= \frac{1}{\varepsilon_{\text{tag}}} (Y_{\text{tagged}} - Y_{\text{false-tagged}}) \\
= \frac{1}{\varepsilon_{\text{tag}}} Y_{\text{tagged}} - \frac{1}{\varepsilon_{\text{tag}}} Y_{\text{false-tagged}} \\
=Y_{\text{weighted}} - Y_{\text{weighted}}^{\text{false-tagged}}
\]  \hspace{1cm} (5.5)
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Figure 5.8: Left: Integrated tagging efficiency for $\gamma \pi^0$’s for each hadron trigger bin, and the full PISA statistics (purple). Right: Integrated tagging efficiency for $\gamma \eta$’s for each hadron trigger bin, and the full PISA statistics (purple).

5.2.2 The false-tagged background

Not all pairs of photons in an event will come from the same decay, or indeed any decay at all. However, when combining these pairs there is a finite probability they will still have a pair mass that falls within the $\pi^0$ or $\eta$ mass window. This will lead to some number of falsely tagged photons that are not part of the real decay yield and must be subtracted from the tagged yields measured. Most of the background comes from combinatorics - completely random, uncorrelated photon pairs. This component of the background can be calculated through event mixing, similar to the method described in Chapter 4 for determining the combinatoric background. Figure 5.9 shows the invariant mass distribution for photon pairs. Pairs from the same event, shown in black, show the clear $\pi^0$ and $\eta$ signal. Pairs from different events, shown in red, should reproduce the underlying random pair distribution. Although in the region under the $\pi^0$ peak the mixed pairs appear to almost match the same-event background, it is clear that this is not sufficient to account for the
full background or reproduce the background shape. This is especially true near the \( \eta \) peak, where the difference in the shape of the mixed pair distributions leads to a large mismatch.

**Invariant mass distribution for \( \gamma \) pairs**

![Invariant mass distribution for \( \gamma \) pairs](image)

**Figure 5.9:** Invariant mass distribution for same-event (black) and mixed (red) pairs with the mixed pair distribution scaled by the number of events used for mixing.

There is a component of the background under the \( \pi^0 \) and \( \eta \) mass peaks that is not purely combinatoric, instead resulting from indirect correlations within the event. In the high multiplicity environment of heavy-ion collisions this would not be a concern, as the large uncorrelated background will dominate. However, in \( p + p \), especially ERT triggered data where it is likely the event contains jets, the total number of particles in the event is small compared to the strength of the event correlations. These event correlations will have the effect of biasing pairs to lower
invariant masses, as they will be more correlated than truly random photon pairs.

Both the completely combinatoric and correlated backgrounds must be estimated to determine the false-tagging rate correctly. In addition, whatever method is used, for this analysis it is important to preserve the information about how the falsely tagged photons correlate with the trigger hadron. It is therefore necessary to use a method that allows us to tag photons - and estimate the number of false tags - in the same event as the trigger hadron to preserve the $\Delta \phi$ dependence for hadron-photon pairs.

### 5.2.3 Minimum bias event mixing

As with hadron-photon correlations, the combinatoric background from random pairs can be determined through event mixing. In the case of $\pi^0$ and $\eta$ reconstruction from ERT trigger data, photons from the trigger data set are combined with photons from other events. In principle ERT events could be used for mixing; as long as the photons used to make mixed pairs come from different events, the random background should be reproduced. However, as Figure 5.9 illustrates, the event correlated background will distort the underlying pair background in ways not reproducible by mixing. This effect is exacerbated by the use of ERT events for mixing, where the jet correlations in the mixed event will bias mixed pairs towards larger invariant masses, while real pairs are biased towards lower invariant mass. In addition, the ERT efficiency leads to a non-flat average spatial distribution of photons, which is unrealistic. Minimum bias events will have no such spatial distortions, and while using Minimum bias events will not remove the discrepancy
between real and mixed pairs due to event correlations, it will minimize the correction needed to account for the effect.

To preserve the hadron-photon correlation when determining the falsely tagged photons, event mixing is done using photons from the same ERT event as the trigger hadron and mixing them with photons from MB events. If the photon pair still falls in the mass window for the $\pi^0$, or $\eta$, the leading photon (from the trigger event) is counted as a falsely tagged photon. In this way, the false-tagged $h-\gamma$ yield can be determined directly and subtracted from the total tagged yield. As noted previously, this mixing method will only provide an estimate of the combinatoric background, and an additional correction is necessary. Assuming the correlated background and combinatoric background will produce similar $h-\gamma \Delta \phi$ distributions, one can use the measured false-tagged distributions obtained from mixing when estimating the remaining contribution. This assumption must then be tested, as it may lead to distorted $\Delta \phi$ distributions if incorrect.

When using event-mixing methods, to maximize the statistics we mix a large number of events, and the final false-pair or false-tagging rates must be correctly normalized. For pairs, simply normalizing by the number of mixed events should be sufficient, although from figure 5.9 it is clear that in the case of the $\eta$ pairs, a scale must be applied to bring the background below the foreground. In the case of hadron-photon pair yields, the rate needed is the per-photon false tagging rate, meaning that photons that are part of multiple tagged pairs have the potential to distort the estimated rate. For $\pi^0$ tagging, the probability of a pair of unrelated photons falling within the $\pi^0$ mass window is small; however when all the photons from an
event are combined, the correlations within the mixed event can distort this probability. The false-tagging rate can better be determined by mixing ERT photons with \( N_{\text{mix}} \) photons, each from a different MB event, and normalizing the false-tagged distributions by \( N_{\text{mix}} \). For \( \eta \) tagging the issue is complicated by the multiple-tag rate as well as the event correlations. Simply applying a scale correction determined by matching the invariant mass background to the foreground is a rough estimate of how the false-tagged background should be scaled as a result of mixing.

### 5.2.3.1 Correcting for correlated background

![Figure 5.10](image)

**Figure 5.10:** Left: Invariant mass distributions for photon pairs from the same event (black) and different events (red). Right: Fit to remaining distribution after subtraction of the mixed yield from the real pair yield, with correlated background fit component shown in red.

The correlated background contribution is determined by first subtracting the mixed background from the invariant mass distributions, after re-scaling in the case of the \( \eta \). The subtracted invariant mass is fit with a Gaussian plus a 1\(^{st} \) order
polynomial, and this linear term is used to determine the remaining background.

To incorporate the residual background contribution into the correlation functions, the background fits are used to determine a correction to the false-tagged hadron-photon distributions. This is done using the mixed mass distribution and the fit function, by integrating within the mass window and determining the scale that must be applied to the combinatoric background to account for the remaining background using the equation

\[ n_{\gamma\text{bg}} = n_{\gamma\text{comb bg}} + n_{\gamma\text{corr bg}} = (1 + \frac{n_{\gamma\text{corr bg}}}{n_{\gamma\text{comb bg}}}) n_{\gamma\text{comb bg}}. \] (5.6)

Including this correction and the normalization based on the mixing method,
the resulting tagged yield for the case of per-trigger yields - and similarly for other pair yields - is written as:

\[
\frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma_0\text{-tag}}}{d\Delta\phi} = \frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma_0\text{-fg}}}{d\Delta\phi} - \frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma_{\text{ag}}\text{-comb bg}}}{d\Delta\phi}.
\]

(5.7)

for \(\pi^0\) photons, and:

\[
\frac{1}{N_{\text{trig}}} \frac{dN^{h-\eta\text{-tag}}}{d\Delta\phi} = \frac{1}{N_{\text{trig}}} \frac{dN^{h-\eta_{\text{ag}}\text{-fg}}}{d\Delta\phi} - \frac{1}{N_{\text{trig}}} \frac{dN^{h-\eta_{\text{ag}}\text{-comb bg}}}{d\Delta\phi}.
\]

(5.8)

for \(\eta\) photons. Here \(R_{\text{rescale}}\) is the scale applied to bring the mixed background below the real pairs for \(\eta\) photons, determined by the invariant mass distributions as a function of photon \(p_T\).

5.2.3.2 Dependence on hadron trigger

The increased jet probability as trigger hadron \(p_T\) increases may also have an effect on the correlated background in the invariant mass distributions for photon pairs, which is the result of correlations between particles in the event. Therefore, the fits to the \(\pi^0\) and \(\eta\) peaks used to determine the scale correction applied to the false-tagged background accounting for the correlated background are done separately for each trigger hadron \(p_T\) bin. The resulting correction factors are shown for all trigger \(p_T\) bins in figure 5.12. Again, the effect of the hadron trigger is expected to be small when measuring as a function of the leading photon \(p_T\).
5.2.3.3 Testing the method in PYTHIA

To test how well this method works at reproducing the correct tagged photon distributions, a PYTHIA study of the process of estimating the false-tagged background was done. Rather than running the PYTHIA events through a full detector simulation, to mimic the foreground and background tagging results from the data, an energy smearing in the form of a Gaussian with \( \frac{\sigma}{E} = \frac{a}{\sqrt{E}} + b \), was applied. The ERT trigger will increase the correlated background, meaning that to check the method it is important to reproduce this trigger condition. This is done by applying an output filter on the simulated data, requiring events to have a photon with \( p_T > 1.5 \text{ GeV}/c \). The data used for mixing comes from events with no such filter, mimicking the MB trigger in the data.

The comparison for \( \pi^0 \) reconstruction is shown in Figure 5.13, plotting the foreground pair distributions in black and the fake background distributions in red. The fit, including the resulting linear fit (red dashed-line), and residual correlated back-
Figure 5.13: Left: The invariant mass distribution in PYTHIA for all photon pairs, around the $\pi^0$ mass peak (black) and the background invariant mass distribution for photons in the filtered event mixed with photons from an unfiltered PYTHIA event (red). Right: The mixed background subtracted invariant mass, fit with a Gaussian plus linear function, and the linear background fit result (red dashed line).

ground, are shown on the right. The same comparison for $\eta$ reconstruction, where the correlated background is much more apparent, is shown in Figure 5.14. These checks confirm that the smeared PYTHIA simulation is reproducing the effect of the correlated background we wish to understand and include in our false-tagged background estimate.

The scale of the correlated background will depend on the $p_T$ of the pair, and therefore on the $p_T$ of the trigger photon being correlated with the trigger hadron. For determining the false tagged correlation - where it is the momentum of the trigger photon that matters - the mass distributions are plotted for momentum ranges of the trigger photon. This ensures that the correction determined from the background fit correctly applies to the corresponding photon $p_T$ ranges used in the hadron-photon yields.

Now the hadron-photon correlations for the foreground and background can
be determined. The foreground $h - \gamma_{\text{tagged}} \Delta \phi$ distribution comes from tagging all photons within the mass peak for the $\pi^0$ or $\eta$. The background correlation begins by false-tagging a photon in a trigger event from a mixed pair that falls within the corresponding mass window. To include the remaining background component the weight described earlier is determined by integrating the mixed pair distribution and the background fit function in the relevant mass window to determine $n_{\gamma \text{corr bg}} / n_{\gamma \text{comb bg}}$, and scaling the background correlation by $(1 + n_{\gamma \text{corr bg}} / n_{\gamma \text{comb bg}})$. The resulting foreground and background $h - \gamma$ distributions along with the true $h - \gamma_{\text{decay}}$ distribution from PYTHIA are shown in Figure 5.15 for both the $\pi^0$ (left) and $\eta$ (right).

The tagging in PYTHIA is done the same way as in the data, using a lower energy cut on the pair photons and applying a mass window around the $\pi^0$ and $\eta$ peaks. This will result in the loss of some real $\pi^0$ and $\eta$ photons, as in the data. For the purposes of this study, the decay photons lost should simply be put back in, in
order to decouple the effect of incorrectly determining the false-tagged background and this tagging efficiency. Therefore, the $h - \gamma \Delta \phi$ distributions of lost $\pi^0$ and $\eta$ photons are determined as well, using the parent information from PYTHIA to find photons that were from decays but didn’t get tagged. These ”lost” photons are also shown in figure 5.15, and can then be added back in before comparing the final estimate for the tagged distribution with that of true decay photons. Adding these lost photons back in should have no effect on the relative foreground and background distributions, rather it is just a way of correcting for the tagging efficiency in PYTHIA - where we have perfect knowledge of what actually happened - and allowing us to test our understanding of the background.

The final background subtracted $h - \gamma \Delta \phi$ distributions for tagged $\pi^0$ and $\eta$ decays are compared with the true distributions determined from PYTHIA in Figure 5.16. Included in the plot is the systematic difference between the true and subtracted, determined by calculating the percent difference in the integrated yields, as
in Eq. (5.4). These systematic differences appear small, < 1% for the $\pi^0$ and $\sim$ 10% for the $\eta$. However, it is not simply the integrated yields, but more importantly the shapes of the correlated yields, that are of interest. Therefore, it is important to check how well the method matches the $\Delta\phi$ dependence. As a rough measure of how well the method works, the average percent difference as a function of $\Delta\phi$ is also stated - and is generally higher than the integrated difference, indicating that the $\Delta\phi$ dependence is not being reproduced exactly. By looking at the ratio of the true to estimated tagged yields, as a function of $\Delta\phi$, the full $\Delta\phi$ dependent systematic effect can be estimated. These ratios are shown in the bottom panels in Figure 5.16. Because the contribution from $\eta$ photons is only a small fraction of the total decay photon yield ($\sim$ 20%) this 10% uncertainty translates into only a few percent in the final decay yield, and this method was implemented to obtain the initial fragmentation photon results. Even so, it would be beneficial to understand the source of this uncertainty and either correct for it or apply a more effective method.

The event mixing method is an attempt to estimate the false-tagged background
when measuring the yield of tagged photons from either $\pi^0$ or $\eta$ decays. When measuring reconstructed $\pi^0$s and $\eta$s, this works well to determine the rate of false pairs. However, when simply tagging single photons, the complication of multiple-tagging - which will have a different rate in real events than mixed events - can lead to discrepancies. This is likely the source of the residual uncertainty found when testing event mixing in PYTHIA. The additional complication of correlated background which the mixed event method cannot alone correct helps to motivate considering other ways of estimating the false-tagging rate.

### 5.3 Tagging probabilities

Each photon in an event has some probability of being tagged as coming from a decay, $p_{\text{tag}}$, which will be a combination of the probability for correctly tagging a $\pi^0$ or $\eta$ photon with the right pair photon and that of falsely tagging with another photon in the event. First, there are several probabilities we need to define:

- $p^{\pi}, p^{\eta} =$ probability a photon is actually from a $\pi^0$ or $\eta$ decay, respectively
- $p_a =$ probability other photon (pair photon) from decay was in the acceptance
- $p =$ probability photon is correctly tagged when other photon is in the acceptance
- $p' =$ probability photon is tagged with incorrect (wrong pair photon or not from decay)
There are several cases that can lead to a photon being tagged. First we will consider a photon that did come from a decay, and the pair photon was also in the acceptance, which has a probability $p^\pi \, p_a$ (in the case of $\pi^0$ photons; the arguments are similar for $\eta$ photons). It is actually easier to determine the probability of not tagging a photon, so we have: $1 - p$, the probability the photon is not tagged by the pair photon, and $(1 - p')^{n-2}$, the probability photon is not falsely tagged, where $n$ is the total number of photons in the event. For the second type of tagging, the power is $n - 2$ as the two photons from the decay are not included. The total probability of not tagging this photon is then $(1 - p)(1 - p')^{n-2}$, making the probability of tagging the photon $1 - (1 - p)(1 - p')^{n-2}$. The total probability of having a photon of this type and tagging is

$$p^\pi \, p_a \left[ 1 - (1 - p)(1 - p')^{n-2} \right]. \quad (5.9)$$

The next case is a photon that did come from a decay, but the pair photon was not within the acceptance, which has a probability of $p^\pi (1 - p_a)$. In this case the photon can only be tagged falsely, making the form for the tagging probability somewhat different. Also, now all the other photons in the event will contribute to the probability this photon is falsely tagged. If we again think of the probability of not tagging, this will be $(1 - p')^{n-1}$ in this case, making the probability of tagging $1 - (1 - p')^{n-1}$. From these terms, the total probability of having and tagging a photon under these conditions is

$$p^\pi (1 - p_a) \left[ 1 - (1 - p')^{n-1} \right]. \quad (5.10)$$
The final case is simply if a photon didn’t come from a decay at all, which will have a probability of \((1 - p^\pi)\). In this case the probability of tagging will only result from false tagging, with the same total probability as the previous term. The total probability of tagging a photon in this case is

\[
(1 - p^\pi) \left[ 1 - (1 - p')^{n-1} \right]. 
\] (5.11)

Finally, putting these all together, the probability of tagging a photon as from a decay (here using the \(\pi^0\) as an example) can be written as

\[
p_{\text{tag}}(n) = p^\pi p_a \left[ 1 - (1 - p)(1 - p')^{n-2} \right] + p^\pi (1 - p_a) \left[ 1 - (1 - p')^{n-1} \right] \\
+ (1 - p^\pi) \left[ 1 - (1 - p')^{n-1} \right]. \] (5.12)

This is the probability for a photon to be tagged in an event with \(n\) photons, where there is an implicit dependence on the probability of having \(n\) photons in an event. The tagging probability is only valid for \(n > 2\), and the average tagging probability for any event will then involve summing over all \(n\) for \(n > 2\), weighting by the probability distribution for the number of photons in an event, \(P(n)\). After some simplification this leads to the average tagging probability being

\[
\langle p_{\text{tag}} \rangle = p^\pi p_a \sum_{n>1} P(n)(1 - p')^{n-2} + p^\pi p_a \left[ \sum_{n>1} P(n)(1 - p')^{n-1} - \sum_{n>1} P(n)(1 - p')^{n-2} \right] \\
+ \left[ 1 - P(1) - \sum_{n>1} P(n)(1 - p')^{n-1} \right]. \] (5.13)
The yield of true-tagged photons can then be found by scaling the measured tagged photon yield by

\[
f_{false} = \frac{\langle p_{true} \rangle}{\langle p_{tag} \rangle} = \sum_{n>1} P(n) pp^\pi p_a \langle p_{tag} \rangle. \tag{5.14}
\]

The next step is to determine each of the probabilities that go into this final formula, as well as the probability distribution for the multiplicity, \( P(n) \). The probabilities relying on knowledge of the origin of the photon, such as \( p^\pi \), \( p_a \), and \( p \), are determined using simulation. The challenge comes in determining \( p' \). Again using simulation, this can be calculated from the number of times a photon is falsely tagged divided by the number of times it is tested, or paired with another photon in the event:

\[
p' = \frac{n_{false-tag}}{n_{tests}}.
\]

In principle, there should be no uncertainty on this beyond the inherent uncertainty in the simulation; however, when the simulation includes the detector environment, some ambiguity in how \( n_{test} \) is determined arises. As a result, although this form can be used as a check of the method, it is preferable to devise a way of estimating - or calculating - the false tagging probability that does not rely on simulation in this way.

The false-tagging probability can be calculated, using the other probabilities described, from the average number of tagged photons per event. The number of tagged photons results from a similar set of conditions as the total tagging proba-
bility and can be written as

\[ N_{\text{tag}} = p^\pi p_a (p + p'(n-2)) + (1-p_a)(p'(n-1)) + (1-p^\pi)(p'(n-1)) \]

\[ = p^\pi p_a p - p^\pi p_a p' + p'(n-1) \]  (5.15)

for an event with \( n \) photons.

This can then be solved for \( p' \) and averaged over all values of \( n \) (for \( n \geq 1 \)), and we have

\[ p' = \frac{\langle N_{\text{tag}} \rangle - \sum_{n>1} P(n) p^\pi p_a p}{\sum_{n>1} P(n)(n-1) - p^\pi p_a} \]  (5.16)

Using this formula, the only inputs needed are now \( p^\pi, p_a, \) and \( p \), which will come from simulation. It is already the case that \( p_a \), and \( p \) must be determined to estimate the tagging efficiency, so the work of determining the uncertainty on these will be discussed in the description of how the total method is tested.

5.3.1 Testing the method

Again using PYTHIA data run through the PHENIX detector simulation, PISA, the tagging probabilities that go into the formula, \( P(n) \), and \( \langle N_{\text{tag}} \rangle \), can be calculated. The resulting \( p_{\text{tag}} \) determined from the formula using these inputs can then be compared with the true \( p_{\text{tag}} \) from simulation. The \( p_T \) dependent tagging probability for photons from \( \pi^0 \) decays is shown in Figure 5.17. The figure shows probabilities determined directly from PISA and using Eq. (5.13), along with the values for \( p, p_a, \) and \( p^\pi \) that go into the equation. Also shown is the resulting estimate for \( p' \) from
Eq. (5.16). Finally, the percent difference between the true tagging probability from PISA and the estimated tagging probability is shown as a test of the method. The other comparison shown in the figure comes from using a fitting procedure to obtain $p_a$ and $p'$ that will be described in Sections 5.3.2 and 5.3.5. The comparison shows that the estimate for the tagging probability determined using the formulas derived above is able to reproduce the actual tagging probability to within less than 1%. The same set of probabilities and comparisons for $\eta$ photons is shown in Figure 5.18.
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**Figure 5.17:** Top left: tagging probability for $\pi^0$ photons - from PISA (black), using Eq. (5.13) with inputs directly from PISA (red) or obtaining $p_a$ and $p'$ from fits to $p_{tag}(n)$ (blue). Top right: probabilities from PISA - $p$, true pair (black); $p_\pi$, photon is from a $\pi^0$ (blue); $p_a$, pair photon is accepted (includes all cuts) (red), and $p_a$ determined from fit (magenta). Bottom left: $p'$ from Eq. (5.16) (blue) and from fit (black). Bottom right: % difference between tagging probability from PISA and from the equation with the different inputs. All vs. $p_T, p$.

To test how well this method does at reproducing the $\Delta\phi$ dependent distribu-
Figure 5.18: Top left: tagging probability for $\eta$ photons - from PISA (black), using Eq. (5.13) with inputs directly from PISA (red) or obtaining $p_a$ and $p'$ from fits to $p_{tag}(n)$ (blue). Top right: probabilities from PISA - $p$, true pair (black); $p^\pi$, photon is from a $\eta$ (blue); $p_a$, pair photon is accepted (includes all cuts) (red), and $p_a$ determined from fit (magenta). Bottom left: $p'$ from Eq. (5.16) (blue) and from fit (black). Bottom right: $%$ difference between tagging probability from PISA and from the equation with the different inputs. All vs. $p_{T,\gamma}$.

...
∼ 0.1%. Similarly, in the case of η tagging, the difference is down from ∼ 6 − 10% to ∼ 2 − 4%.

![Figure 5.19](image)

**Figure 5.19:** In black is the true h-γ ∆φ distribution generated in PYTHIA, and in blue is the (p\text{true}_\gamma · p\text{true}_\pi · fg+lost) tagged photon distribution. The ratio of the two distributions is shown in the lower plot. The case for π\text{0} tagging is shown on right and for η tagging on the left.

### 5.3.2 Tagging probabilities in the data

The good agreement this method has with the true distributions in simulation is encouraging. The next step is to use inputs from data for P(n) and ⟨N\text{tag}⟩, combined with the probabilities determined in PISA, to attempt to reproduce the tagging probability seen in the data. Doing so reveals a discrepancy between data and simulation resulting in an overestimation of the pair acceptance that leads to estimates for p\text{tag} that differ largely from data. Reducing the dependence on simulation even further, the p\text{tag}(n) determined from data was fit using Eq. (5.12) to extract p\text{a} and p\text{p} directly from data in each p\text{T} bin, using inputs from p and p\text{\pi} or p\text{\eta} from simulation. An example of the fit for both the π\text{0} and η is shown in Figure 5.20. The resulting values for p\text{a} and p\text{p} as a function of photon p\text{T} are shown in Figure 5.21 along with
the values from PISA (blue) for comparison. It is clear that PISA overestimates the pair photon acceptance, which leads to a higher true pair acceptance probability and a higher false-tagging probability.

![Figure 5.20](image-url)

**Figure 5.20:** The probability of tagging a photon with momentum from 1.5 to 2 GeV/c vs. the number of photons in the event, fit using Eq. (5.12) with input from PISA.

It is useful to note that in Eq. (5.12) and subsequent equations, $p_{\pi}$ and $p_{\eta}$ do not appear independently, therefore although we use $p_{\pi}$ and $p_{\eta}$ values determined by PISA, they are constrained by data. When comparing the total average $p_{\text{tag}}$ as a function of photon $p_{T}$, it is now possible to use inputs from data for everything except the probability for correctly tagging a $\pi^0$ or $\eta$ when the pair is in the acceptance. The estimated $\langle p_{\text{tag}} \rangle$, compared to what is measured in the data, is shown in Figure 5.22; the percent difference between them is also shown. The comparison shows extremely good agreement, suggesting negligible systematic effects coming from correcting for false tagging using this method.
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5.3.3 Tagging efficiency revisited

Using fits to the photon multiplicity in the data to overcome discrepancies between data and simulation removes almost all dependence on simulations for determining the final false-tagged background. However, this approach reveals that the tagging efficiency estimated from PISA is also incorrect, as one of the inputs to the efficiency is the pair acceptance, which is now known to be overestimated. This potential problem is resolved using the tagging probability method to determine the tagging efficiency as well as the false-tagging correction, where the efficiency has the form
Figure 5.22: The final average tagging probability for $\pi^0$ (top) and $\eta$ (bottom) photons, as a function of photon $p_T$, comparing data and the value for $p_{tag}$ determined from Eq. (5.13).

\[ \epsilon_{tag} = \frac{pp_a p^{\pi}}{p^{\pi}} \]

\[ = pp_a. \quad (5.17) \]

More generally, averaging over the photon multiplicity distribution to account for the fact that the tagging probability is only defined when there are two or more photons in an event, we have
\[ \varepsilon_{\text{tag}} = \sum_{n>1} P(n) p p_{\text{a}}. \] (5.18)

We can now obtain both the false-tagging correction factor, \( f_{\text{false}} \), and the tagging efficiency, \( \varepsilon_{\text{tag}} \), completely consistently using fits to \( p_{\text{tag}}(n) \) applied directly to data. The total correction factor applied to the data, in the case of \( \pi^0 \) tagging, is then

\[ f_{\text{tag}}(p_T) = \frac{f_{\text{false}}}{\varepsilon_{\text{tag}}} = \frac{\sum_{n>1} P(n) p p^\pi p_{\text{a}}}{\langle p_{\text{tag}} \rangle} \frac{1}{\sum_{n>1} p p_{\text{a}}} = \frac{p^\pi}{\langle p_{\text{tag}} \rangle}, \] (5.19)

and similarly for \( \eta \) photons - here the \( p_T \) dependence of the probabilities are not indicated explicitly. Using this method, as long as the fits from the data to \( p_{\text{tag}}(n) \) are able to reproduce the average \( p_T \) dependent tagging probability well, the actual values for \( p_a \) and \( p' \) need not be exact. The only remaining dependence on PISA is in determining the probability that a photon comes from \( \pi^0 \) or \( \eta \) decay.

### 5.3.4 Hadron trigger effects

As has been discussed in previous sections, the requirement that the photons we are measuring be associated with trigger hadrons of a certain momentum can affect the total tagging probability. The trigger hadron will change the \( p_T \) dependence of the overall tagging efficiency, which can be accounted for by performing fits to \( p_{\text{tag}}(n) \) for photons only in events with a hadron in each trigger \( p_T \) bin. However, the \( \Delta\phi \) dependence coming into correlation measurements introduces an additional acceptance effect to the tagging efficiency. This can be understood by considering that there is a higher probability for the pair photon to be detected with photons found...
at small $\Delta \phi$ from hadrons that also fall within the PHENIX acceptance. This $\Delta \phi$ dependence can be thought of as a tagging acceptance, includes both true-tagged photons and false-tagged photons, and is determined from PISA, such that the correction to the data is

$$f_{tag}(\Delta \phi) = \frac{p_{\pi}(\Delta \phi)}{p_{tag}(\Delta \phi)}.$$  \hfill (5.20)

**Figure 5.23:** Near-side $\Delta \phi$ variation in the tagged photon probability for $\pi^0$ photons (left) and $\eta$ photons (right).

The $\Delta \phi$ dependence has the same form as Eq. (5.19), but it corrects only for the variation in the tagging rate as a function of $\Delta \phi$ and is normalized to one within the angular range chosen for the pairs being analyzed. An example of the variation for both $\pi^0$ and $\eta$ tagging is shown in Figure 5.23 for the lowest trigger and associated $p_T$ bin. Assuming PISA can accurately reproduce the overall acceptance of the PHENIX detector, this should work when applied to data. However, any inconsistencies can be minimized by considering only photons that fall within a fixed angular range of the trigger hadrons when generating the $p_{tag}(n)$ distributions used for fitting. As the pairs considered in the final $p_{out}$ distributions and near-side pair yields are restricted to $|\Delta \phi| < 0.7$ - the restriction placed on the photons used
to obtain the $p_{tag}(n)$ distributions shown in Figure 5.20 - with a hadron trigger $p_T$ between 1.5-2.0 GeV/c.

![Graphs showing various probabilities](image)

**Figure 5.24:** Various probabilities that go into tagging $\pi^0$ photons. Top left: The pair acceptance probability, $p_a$, vs. $p_T, \gamma$ for the different hadron trigger bins obtained from fits to $p_{tag}(n)$. Top right: The false tagging probability, $p'$, vs. $p_T, \gamma$ for the different hadron trigger bins. Bottom left: the resulting tagging efficiency determined using the $p_a$ shown. Bottom right: the resulting $f_{false}$ correction determined using the $p_a$ and $p'$ shown.

The trigger hadron and associated photon $p_T$ dependent values for $p_a$ and $p'$ are shown in Figures 5.24 and 5.25 for $\pi^0$ and $\eta$ photons respectively, along with the resulting $\varepsilon_{tag}$ and $f_{false}$. The final scale factor applied to the tagged $\pi^0$ and $\eta$ yields for each hadron trigger bin is shown in Figure 5.26. The figure also shows the percent difference between the tagging probability determined using $p_a$ and $p'$ from the fits as input to Eq. (5.13) and actual tagging probability in the data. From
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Figure 5.25: Various probabilities that go into tagging $\eta$ photons. Top left: The pair acceptance probability, $p_a$, vs. $p_T, \gamma$ for the different hadron trigger bins obtained from fits to $p_{tag}(n)$. Top right: The false tagging probability, $p'$, vs. $p_T, \gamma$ for the different hadron trigger bins. Bottom left: the resulting tagging efficiency determined using the $p_a$ shown. Bottom right: the resulting $f_{false}$ correction determined using the $p_a$ and $p'$ shown.

the figures it is clear that although the fits do not always produce smoothly varying values for $p_a$ and $p'$, the final scale correction applied to the data does appear to follow a basic trend, and the comparison between the tagging probability obtained and what is measured in data is very good for both the $\pi^0$ and the $\eta$.

5.3.5 Full method in PISA

By obtaining the false-tagging correction and tagging efficiency directly from fits to the tagging probability in data, a careful check that the method was accurately
reproducing the data can be done, as demonstrated in the previous section. However, as was discovered in initial testing of the tagging method, looking only at the \( p_T \) dependence can often hide issues that may arise when more discriminatory measurements, such as the \( \Delta \phi \) and \( p_{out} \) distributions, are attempted. Although the method no longer relies on direct input from PISA, the full process can be tested using simulations by applying the same fitting procedure to the tagging probabilities in the simulated data.

Figures 5.17 and 5.18 showed the results for \( p_a \) and \( p' \) from fitting the \( p_{tag}(n) \)
Chapter 5: Extracting the fragmentation photon signal

Figure 5.27: The total scale correction for simulated $\pi^0$ tagged photons (left) and $\eta$ tagged photons (right) and the percent difference between the estimated total tagging probability and the tagging probability in the PISA (bottom panels) as a function of photon $p_T$ for each hadron trigger bin.

distributions in PISA. It is clear that they do yield somewhat different results for the false-tagging and acceptance probabilities, and as a result for $f_{false}$ and $\varepsilon_{tag}$. However, the estimated tagging probability still agrees with PISA to within one percent, and in fact the fit tends to do slightly better than the previous method of simply determining the various probabilities directly. Figure 5.27 shows the final scale factor applied to the tagged photon distributions that these fits give in PISA for each of the different hadron trigger bins.

Comparing these results to the scale factors obtained in data shown in Figure 5.26, it is clear that PISA does not reproduce the data, emphasizing the need to
minimize any dependence on PISA input. Position-dependent corrections, such as the $\eta$ vs. $\phi$ corrections described in Section 5.2.1, should not suffer from such discrepancies, as the differences uncovered by this study are likely due to inconsistencies in the single photon efficiency at low $p_T$. This claim is supported by the agreement in the general trend seen for $\pi^0$ tagging. Similarly, by increasing the minimum $p_T$ for pair photons, as illustrated in Figure 5.28, the correction for $\eta$ tagging begins to show the same trend seen in the data.

With the $p_T$ dependence of the tagging efficiency and false-tagging rate accounted for using this single scale correction, the remaining corrections are to the
Figure 5.29: True $h - \gamma_{\pi^0}$ (left) and $h - \gamma_\eta$ (right) $\Delta \phi$ dependent pair yield (black) and the estimated yield (blue) using the three sets of corrections.

position dependence of the tagging rate, including the fluctuations in the tagging rate in terms of the $\phi$ and $\eta$ of the photon, as well as the $h - \gamma$ $\Delta \phi$ dependence. Applying these three sets of corrections for each hadron and photon $p_T$ bin should get back the true $\pi^0$ and $\eta$ $h - \gamma$ pair yields. Figure 5.29 shows the comparison of the full test of the method and the true $\pi^0$ (left) and $\eta$ (right) yields for the lowest hadron/photon $p_T$ bin.

Figure 5.30: Ratio of all non-$\pi^0$ decay photons to $\eta$ decay photons, when paired with trigger hadrons of several $p_T$ ranges on the near-side.
As a result of testing the comparison of the final estimated decay yield combining the estimated $\pi^0$ and $\eta$ photon yields, it was found that a trigger hadron and associated photon $p_T$ dependent scale was needed for estimating heavier mesonic decays using $\eta$ photons. Figure 5.30 shows the ratio of all non-$\pi^0$ photons to $\eta$ photons as a function of the photon $p_T$ for each of the hadron trigger bins. The ratio is restricted to photons paired within $|\Delta\phi| < 0.7$ of the trigger hadron.

Figure 5.31: True total $h - \gamma_{\text{decay}}$ $\Delta\phi$ dependent pair yield (black) and the estimated $\pi^0 + \eta$ yield (blue).

5.3.5.1 Testing $p_{out}$

The measured $p_{out}$ distributions will have a different sensitivity to the $p_T$ and $\Delta\phi$ dependent nature of corrections to the tagged distributions used to estimate the decay background. For this reason, an important test of the overall method is checking how well tagging reproduces the decay distributions specifically for the decay photon $p_{out}$. The dependence of $p_{out}$ on the variation in photon $p_T$ within the chosen bins led to a slight modification to the way the tagged distributions were scaled to correct for false tagging and efficiency. Rather than using the average scale correc-
tion within a given $p_T$ bin determined from fits to the tagging probability in that bin, the $p_T$ dependent distribution of the scale corrections were fit as well. The resulting fits to the data are shown in Figure 5.32. Correcting the tagged photon distributions pair-by-pair (hadron-photon pair), determining the tagging scale based on the $p_T$ of the photon by evaluating these fits, includes the full $p_T$ dependent nature of the tagging efficiency and false-tagging rate.

![Figure 5.32](image)

**Figure 5.32:** The final scale correction for $\pi^0$ tagged photons (left) and $\eta$ tagged photons (right), with fits to get the $p_T$ dependence - and the percent difference between the estimated total tagging probability and the tagging probability in the data (bottom panels) as a function of photon $p_T$ for each hadron trigger bin in data.

The fits do not pass through every point, but give an estimate of the overall $p_T$ dependence of the scale correction. To ensure that the overall value for the correction is accurate, the fits are scaled to match the mean $p_T$ point within each $p_T$
bin, and then they are used to provide the local slope. Applying the correction to the tagged photon distribution in this way improved the overall systematic difference in the tagged and true decay photon $p_{out}$ distributions by $1 - 2\%$ overall. A test of the resulting decay $p_{out}$ summed over all photon $p_T$ bins, for the lowest hadron trigger bin, is shown in Figure 5.33. The integrated percent difference between the true and estimated distributions is less than $3\%$, although the average point-to-point difference is slightly higher. The variation shown in this test is included as part of the systematic uncertainty on the final $p_{out}$ distributions, as it represents the limitations of how accurate this method is for estimating the decay background.

![Graph showing decay photon $p_{out}$ for $2 < p_{T,h} < 2.3$](image)

**Figure 5.33:** Top: the decay photon $p_{out}$ for photons from $1.5 - 15.0$ GeV/c, for trigger hadrons from $2.0 - 2.3$ GeV/c for true decay photons (black) and the estimate from tagging $\pi^0$ and $\eta$ photons (blue) in PISA. The integrated percent difference between the two distributions is shown, as well as the average point-to-point difference. Bottom: the ratio of the true distributions to the estimated, as a function of $p_{out}$. 
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5.3.6 Systematic Uncertainties

The careful testing of the full method for estimating the decay background gives an estimate for the inherent systematic uncertainty in the result for the decay photon yields, and correspondingly the fragmentation photon yields. From PISA, for the integrated near side yields, a systematic uncertainty of 1% is included. For the estimated $p_{out}$ distributions, the variation from the true distributions seen in PISA is included as a systematic uncertainty as a function of $p_{out}$, and then propagated to the uncertainty in the $p_{out}$ and $j_T$ rms. Additionally, as the inputs required to estimate the tagged yields depend strongly on the minimum $p_T$ cut placed on pair photons, varying this cut from 400 - 600 MeV/c is used as an estimate of the systematic variation in the resulting $\pi^0$ and $\eta$ photon yields. Figure 5.34 shows the comparison of the tagged $\Delta\phi$ distributions for $\pi^0$ and $\eta$ photons with the different pair photon

![Figure 5.34: Hadron-photon $\Delta\phi$ per trigger yield for hadrons with $p_T$ from 2.0 – 2.3 GeV/c and photons with $p_T$ from 1.5 – 2.0 GeV/c. Shows the fully corrected distributions for $\pi^0$ photons when tagging included pair photons with $p_T$ above 0.4 GeV/c (black circles), 0.5 GeV/c (blue circles), and 0.6 GeV/c (red circles); and for $\eta$ photons with the same pair $p_T$ cuts (magenta circles, blue triangles, and red triangles respectively). Also shows inclusive photons (solid black) for comparison.](image-url)
$p_T$ cuts; the variation shown is on the order of $1 - 2\%$. 
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Results

6.1 Correlated per-trigger yields

To obtain the hadron-fragmentation photon pair cross-section, as well as jet shape information such as the $p_{out}$ distribution and $j_T$ rms, the first step is to measure the $\Delta\phi$ dependent pair yields, or more commonly the per-trigger yields. As was described in detail in Chapter 5, to obtain the yield of fragmentation photons it is first necessary to estimate the yield of decay photons by tagging $\pi^0$ and $\eta$ photons. Figure 6.1 shows an example of the $\Delta\phi$ dependent per-trigger yields for $\pi^0$ (black) and $\eta$ (blue) decay photons with $p_T$ from 1.5 - 2.0 GeV/c, associated with trigger hadrons with $p_T$ from 2.0 - 2.3 GeV/c. The full set of plots is included in Appendix A. All tagging efficiency and false-tagging corrections are included here, and shaded error bands in the figures presented below and in the Appendix show the associated systematic uncertainties. These distributions are summed using Eq. (5.2), with the hadron and photon $p_T$ dependent $R_{h/\eta}$ determined from PISA (as shown in Figure 5.30), to obtain the full decay photon yield.
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Figure 6.1: Decay photon per-trigger yields, \( \frac{1}{N_{\text{trig}}} \frac{dN^h_{\gamma}}{d\Delta\phi} \), for trigger hadrons with \( p_T \) from \( 2.0 - 2.3 \) GeV/c and associated \( \gamma_{\pi^0} \) (black) and \( \gamma_{\eta} \) (blue) photons with \( p_T \) from \( 1.5 - 2.0 \) GeV/c.

Figure 6.2 shows the \( \Delta\phi \) dependent per-trigger yields for hadron-photon pairs summed over the four hadron \( p_T \) bins, from \( 2.0 - 5.0 \) GeV/c, for associated photons in six \( p_T \) bins ranging from 1.5 to 15.0 GeV/c. The distributions for the four individual hadron trigger bins are shown in Appendix A. In the figure, the inclusive photon yield is shown in black and the decay photon yield is shown in blue. The fragmentation photon yield, resulting from subtracting the decay yield from the inclusive, is shown in red.

These \( \Delta\phi \) dependent distributions can now be used to determine pair properties potentially more directly comparable to quantities calculable in pQCD, such as the pair cross-section and relative yield or the photon \( p_{out} \) and \( \sqrt{\langle j^2 \rangle} \).

6.2 Hadron-\( \gamma_{\text{frag}} \) pair cross-section

To obtain the pair cross-section, using Eq. (4.21), the \( \Delta\phi \) dependent pair yields are integrated on the near-side, from \(-0.7\) to \(0.7\) radians. To check the invariance of
Figure 6.2: $\frac{1}{N_{\text{trig}}} \frac{dN_{h-\gamma}}{d\Delta\phi}$ for trigger hadrons with $p_T$ from 2.0 – 2.3 GeV/c and associated photons in six $p_T$ bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. $h - \gamma_{\text{inc}}$ is shown in black, $h - \gamma_{\text{decay}}$ in blue, and $h - \gamma_{\text{frag}}$ in red.
the cross-section, prior to combining data from Run 5 and Run 6, the two runs were compared. Figure 6.3 shows the comparison for inclusive photons associated with hadrons with \( p_T \) from 2.0 - 5.0 GeV/c, as a function of photon \( p_T \). The total systematic uncertainty - coming from the uncertainty in the single particle efficiencies, BBC cross-section and efficiency, and the ERT efficiency - is approximately 10%. The comparison shows agreement well within the overall uncertainty, with less than a 5% variation between the two data sets across the full photon \( p_T \) range.

\[
\text{Integrated near-side pair yield vs } p_{T_{\gamma}}
\]

Figure 6.3: Top: Integrated near-side \((-0.7 < \Delta \phi < 0.7) h - \gamma_{inc}\) pair cross-section sum over all hadron bins, as a function of photon \( p_T \), for Run 5 (black) and Run 6 (blue). Bottom: ratio of the cross-sections for the two data sets for comparison, with < 5% variation between the Runs across the full \( p_T \) range.

Combining the two runs, we can determine the yield for fragmentation photons using the subtracted \( \Delta \phi \) distributions. Figure 6.4 shows the resulting differential cross-section for fragmentation photons in each of the four hadron trigger \( p_T \) bins,
as a function of photon $p_T$. Here the differential is in terms of both the hadron and photon momentum on the left, and integrated over hadron momentum on the right. This pair cross-section is directly related to the pair fragmentation function, $D(h, \gamma)$ [137], which in turn depends on the quark-to-photon fragmentation function. The systematic uncertainties, coming from the limitations in the method for estimating the decay photon background, are indicated by the shaded error bands. The overall scale uncertainty of 10% is not included here.

![Figure 6.4](image)

**Figure 6.4:** Integrated near-side ($-0.7 < \Delta\phi < 0.7$) $h - \gamma_{frag}$ pair cross-section for each trigger hadron $p_T$ bin, as well as for the sum over all hadron bins, as a function of photon $p_T$. Left: differential in terms of both hadron and photon momentum. Right: integrated over hadron momentum.

### 6.3 Relative pair yield

The scale uncertainties discussed previously contribute to the total systematic uncertainty for the pair cross-section, weakening the constraining power of the measurement. However, the relative conditional yield for fragmentation photons, com-
pared to inclusive photons, depends only on the uncertainties associated with the estimation of the decay photon contribution. Again, a good check of the accuracy of the estimate for the systematic uncertainty is to compare the results obtained from the two Runs separately, as they will have independent inputs for corrections to the tagged photon yields, leading to different sensitivity to systematic effects. Figure 6.5 shows a comparison of the ratio of fragmentation photon pairs to inclusive for the two Runs, summed over hadron trigger $p_T$, with the systematic uncertainties determined as described in Section 5.3.6.

**Figure 6.5:** Left: ratio of integrated $h - \gamma_{\text{frag}}$ to $h - \gamma_{\text{inc}}$ yields, integrated from $-0.7$ to $0.7$ in $\Delta\phi$, summed over all hadron trigger $p_T$ bins, as a function of photon $p_T$ for Run 5 (black) and Run 6 (blue) separately. Right: ratio of integrated $h - \gamma_{\text{frag}}$ to $h - \gamma_{\text{inc}}$, integrated from $-0.5$ to $0.5$ in $\Delta\phi$ from Run 5 with the old method, for hadrons with $2.0 < p_T < 5.0$ GeV/$c$ as a function of photon $p_T$.

The agreement between the two runs is well within the systematic uncertainties assigned to the method. Also shown in the figure is the ratio determined from Run 5 using the original method for determining the false tagging correction using event mixing. The two methods produce similar results, while the dramatic improvement in systematic uncertainties achieved by using tagging probabilities is clear.
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The consistent results across data sets and using two completely different methods demonstrates the robustness of the measurement. For the final result we combine the runs to get the full statistical sample. The ratio of the integrated near-side yield for hadron-photon pairs in each of the hadron trigger $p_T$ ranges, as well as for the combined $p_T$ range, as a function of photon $p_T$ is shown in Figure 6.6.

![Figure 6.6](image)

**Figure 6.6:** Ratio of integrated $h - \gamma_{\text{frag}}$ to $h - \gamma_{\text{inc}}$ yields, with an integration window from $-0.7$ to $0.7$ in the $\Delta \phi$ for each trigger hadron $p_T$ bin, as well as for the sum over all hadron bins, as a function of photon $p_T$.

Previous measurements of the direct photon cross-section in $p + p$ at PHENIX have been done with and without an isolation cut. In those cases, the photons were rejected if there was more than $10\%$ of the photon energy deposited in the detector with-in a fixed radius - $\sim 0.5$ radians - around the photon. The primary motivation of applying the isolation cut was to reduce systematic uncertainties in the cross-
section resulting from residual decay photon contamination, since decay photons are typically not isolated. However, the isolation cut should in principle also remove the contribution to the cross-section from fragmentation photons, leaving only leading order direct photons. Thus, it can be compared to theoretical calculations for the relative yield. Figure 6.7 shows the ratio of isolated photons to inclusive direct photons, with comparisons to various pQCD predictions. There are somewhat large theoretical uncertainties resulting from the complication of including the isolation cut in the calculations [115]. Again, this is a true ratio of cross-sections, as opposed to the ratio of pair yields measured in this analysis; however, a rough comparison is possible.

Figure 6.7: Ratio of isolated direct photons to all direct photons as a function of photon $p_T$ (solid points) as well as several theoretical NLO pQCD predictions. Also shown is the same ratio for decay photons (shaded points) which shows the reduction in decay photon background achieved by applying isolation cuts.[115]

To compare with the results obtained here, some manipulation of the data is required, as the ratio shown in Figure 6.7 involves only direct photons, while the
ratio of yields obtained in this analysis is for fragmentation photons to all photons, including decay photons. Using the previously measured ratio of direct photons to inclusive photons as a function of photon \( p_T \), for \( p+p \) collisions at the same energy (\( \sqrt{s} = 200\text{GeV} \)) shown in Figure 6.8, we can convert between the two types of ratios.

Figure 6.8: Ratio of direct photons to all photons as a function of photon \( p_T \). Plotted from values published in [115], with an approximate polynomial fit to extrapolate between points.

Assuming the cross-section of fragmentation photons can be approximated as \( 1 - N_{iso} \), the measured ratio of isolated direct photons to all direct photons can be converted to a ratio of fragmentation photons to inclusive photons using

\[
\frac{N_{\text{frag}}}{N_{\text{inc}}} = \frac{1 - N_{iso}}{N_{\text{direct}}} R_\gamma \tag{6.1}
\]

where

\[
R_\gamma = \frac{N_{\text{direct}}}{N_{\text{inc}}} . \tag{6.2}
\]
Figure 6.9 shows the ratio of fragmentation photon-hadron pairs to inclusive photon-hadron pairs summed over hadron $p_T$ compared to the estimate from the previous result using Eq. (6.1). The uncertainties shown on the previous result do not include the uncertainty in $R_\gamma$, and are not obtained from a direct subtraction of isolated direct photons from inclusive direct photons, so the statistical errors shown are underestimated. However, the comparison shows good agreement, despite the indirect nature of the relationship between the two measurements.

Figure 6.9: Ratio of integrated $h - \gamma_{\text{frag}}$ to $h - \gamma_{\text{inc}}$ yields, with an integration window from $-0.7$ to $0.7$ in the $\Delta\phi$, summed over all hadron trigger $p_T$ bins, as a function of photon $p_T$ (solid black circles), compared with the estimated fragmentation photon yield using the ratio of isolated direct photons to inclusive direct photons (open red circles) from [115].
Figure 6.10: $p_{\text{out}}$ distribution for photons with $p_T$ from $1.5 - 8.0$ GeV/c, within $|\Delta\phi| < 0.7$ of a trigger hadron, for each of the four trigger $p_T$ bins: $2.0 - 2.3$ GeV/c (top left), $2.3 - 2.8$ GeV/c (top right), $2.8 - 3.6$ GeV/c (bottom left), and $3.6 - 5.0$ GeV/c (bottom right). Inclusive photons are shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles). For fragmentation photons, in the case where the point is more than one $\sigma$ below zero, the $2\sigma$ limit is indicated with an arrow.

### 6.4 Associated photon $p_{\text{out}}$

Having established that there is a non-zero yield of fragmentation photons correlated with a high $p_T$ hadron, and that both the yield and the $\Delta\phi$ dependent correlation can be resolved, it should be possible to extend the analysis to obtain more differential measurements of how these fragmentation photons are distributed within jets. As discussed previously, this is done using two particle correlations to constructe
the near-side $p_{\text{out}}$ distribution for photons associated with the trigger hadron.

![Graph showing $p_{\text{out}}$ distribution for photons with $p_{\text{T}}$ from 2.0 - 5.0 GeV/c](image)

**Figure 6.11:** $p_{\text{out}}$ distribution for photons with $p_{\text{T}}$ from 1.5 – 8.0 GeV/c, within $|\Delta\phi| < 0.7$ of a trigger hadron, over the full hadron $p_{\text{T}}$ range of 2.0 – 5.0 GeV/c. Inclusive photons are shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles). For fragmentation photons, in the case where the point is more than one $\sigma$ below zero, the 2$\sigma$ limit is indicated with an arrow.

To obtain the full $p_{\text{out}}$ distributions, we sum over photon $p_{\text{T}}$ within each trigger hadron $p_{\text{T}}$ bin. However, to minimize the effects of fluctuations in regions where statistics are poor (large $\Delta\phi$ where there is low acceptance, and high $p_{\text{T}}$), the $p_{\text{out}}$ distributions obtained are restricted to photons with $p_{\text{T}}$ from 1.5 – 8.0 GeV/c, and with $|\Delta\phi| < 0.7$ for the hadron-photon pair. Figure 6.10 shows the resulting $p_{\text{out}}$ distributions for inclusive photons (black), decay photons (blue), and fragmentation photons (red), for each trigger hadron momentum range. Summing over hadron $p_{\text{T}}$ bins gives the total $p_{\text{out}}$ distribution shown in Figure 6.11.
Figure 6.12: Left: $p_{\text{out}}$ distribution for photons with $p_T$ from 1.5 – 15.0 GeV/c. Right: $p_{\text{out}}$ distribution for photons with $p_T$ from 2.0 – 8.0 GeV/c. Both for photons within $|\Delta \phi| < 0.7$ of a trigger hadron, over the full hadron $p_T$ range of 2.0 – 5.0 GeV/c. Inclusive photons are shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles). For fragmentation photons, in the case where the point is more than one $\sigma$ below zero, the 2$\sigma$ limit is indicated with an arrow.

The choice to use photons with $p_T$ from 1.5 – 8.0 GeV/c was made to limit the effects of the large statistical fluctuations for higher $p_T$ photons. However, it is useful to see how the variation in the $p_{\text{out}}$ distributions is effected by the $p_T$ range of the photon. Figure 6.12 shows the summed $p_{\text{out}}$ - hadrons with $p_T$ from 2.0 – 5.0 GeV/c - for the case where the full photon $p_T$ range of 1.5 – 15.0 GeV/c was included, and where only photons with $p_T$ from 2.0 – 8.0 GeV/c were included.

6.5 $\sqrt{\langle p_{\text{out}}^2 \rangle}$ and $\sqrt{\langle j_T^2 \rangle}$

Although there are regions of $p_{\text{out}}$ where the yield for fragmentation photons is consistent with zero, when comparing the general shapes of these distributions for inclusive photons and fragmentation photons we find that they are qualitatively differ-
Figure 6.13: $\sqrt{\langle p_{\text{out}}^2 \rangle}$ versus trigger hadron $p_T$, for photons with $p_T$ from $1.5 - 8.0$ GeV/c, within $|\Delta\phi| < 0.7$ of a trigger hadron. The case for inclusive photons is shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles).

To quantify any differences between the distribution of fragmentation photons within the jet and those produced by hadron decays, we measure the root-mean-square (rms) value for $p_{\text{out}}$ in each trigger bin. Figure 6.13 shows the comparison of $\sqrt{\langle p_{\text{out}}^2 \rangle}$ for inclusive (black), decay (blue), and fragmentation (red) photons. For the full $p_{\text{out}}$ distribution combining the four hadron trigger bins, the $\sqrt{\langle p_{\text{out}}^2 \rangle}$ is $0.5133 \pm 0.00065$ (stat) for inclusive photons, $0.5271 \pm 0.0012$ (stat)$\pm 0.0018$ (sys) for decay photons, and $0.654 \pm 0.0278$ (stat)$\pm 0.0240$ (sys) for fragmentation photons.

Again, it is useful to study the resulting $\sqrt{\langle p_{\text{out}}^2 \rangle}$ based on the choice of momentum range for the associated photon. Figure 6.14 shows the $\sqrt{\langle p_{\text{out}}^2 \rangle}$ versus trigger hadron $p_T$ for photons with $p_T$ from $1.5 - 15.0$ GeV/c and for photons with $p_T$ from $2.0 - 8.0$ GeV/c. Here we see that the systematic uncertainties become somewhat
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Figure 6.14: $\sqrt{\langle p_{\text{out}}^2 \rangle}$ versus trigger hadron $p_T$, for photons within $|\Delta \phi| < 0.7$ of a trigger hadron, with $p_T$ from 1.5 – 15.0 GeV/c on the left and from 2.0 – 8.0 GeV/c on the right. The case for inclusive photons is shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles).

larger if we include the highest momentum photons or exclude the lowest photon $p_T$ bin, where the large statistics help to reduce sensitivity to systematic variations.

Already, this measure of the $p_{\text{out}}$ r.m.s. seems to suggest that fragmentation photons tend to have a broader distribution within the jet compared to photons produced through the decay of hadron fragments. However, $p_{\text{out}}$ is not directly related to the distribution of particles relative to the jet axis, as it is related to the $\Delta \phi$ between the photon and the trigger hadron rather than the jet. To get closer to the true distribution of fragmentation photons in jets, then, we use Eq. (4.28) to convert from $\sqrt{\langle p_{\text{out}}^2 \rangle}$ to $\sqrt{\langle j_T^2 \rangle}$, removing the effects of the trigger hadron.

The calculation for $\sqrt{\langle j_T^2 \rangle}$ involves inputs from other distributions determined in the data, namely the $p_{\text{out}}$ for the hadron with respect to the photon, the ratio of photon to hadron $p_T$, $x_h$, and it's inverse. Figure 6.15 shows an example of the hadron $p_{\text{out}}$ and the $x_h$ for one of the trigger $p_T$ ranges used. The full set of distributions is
Figure 6.15: Left: $p_{\text{out}}$ distribution for hadrons within $|\Delta \phi| < 0.7$ of a photon with $p_T$ from 1.5 – 8.0 GeV/c, for hadrons with $p_T$ from 2.3 – 2.8 GeV/c. Right: $x_h = p_{T,\gamma}/p_{T,h}$ distribution for photons with $p_T$ from 1.5 – 8.0 GeV/c, for hadrons with $p_T$ from 2.3 – 2.8 GeV/c. Inclusive photons are shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles).

shown in Appendix B. Figure 6.16 shows the resulting $\sqrt{\langle j_T^2 \rangle}$ for inclusive (black), decay (blue), and fragmentation (red) photons. Again fragmentation photons are found to have a broader distribution relative to the jet axis.
Figure 6.16: $\sqrt{\langle j_T^2 \rangle}$ versus trigger hadron $p_T$, for photons with $p_T$ from 1.5 – 8.0 GeV/c, within $|\Delta \phi| < 0.7$ of a trigger hadron. The case for inclusive photons is shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles).
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Conclusions

Using the method of two-particle correlations, the hadron-fragmentation photon pair cross-section has been measured over a range of hadron and photon $p_T$. The fraction of inclusive hadron-photon pairs produced directly from the parton fragmentation was also determined from the cross-section measurement. A significant yield of fragmentation photons was observed with a relative yield consistent with expectations from previous, less precise and less direct measurements of leading-order direct photons. Additionally, the first measurements of $p_{out}$, $\sqrt{\langle p_{out}^2 \rangle}$, and $\sqrt{\langle j_T^2 \rangle}$ for fragmentation photons were obtained, and they indicate a slightly broader distribution within the jet relative to photons produced as part of a hadronic decay.

The initial motivation for developing a method for directly measuring fragmentation photons - using correlations to separate them from leading-order direct photons - was to study modification to the production of fragmentation photons in heavy-ion collisions. However, even in $p+p$, where the inclusive direct photon cross-section is well described by pQCD, there are large theoretical uncertainties on the quark-to-photon fragmentation function. Therefore, the analysis presented
here serves two purposes. It establishes the baseline p + p measurement, necessary to quantify possible modifications to the production of fragmentation photons in the heavy ion environment, and it provides important constraints for pQCD calculations of direct photon production.

The ratio of pair yields is not a direct measure of the total relative fragmentation photon cross-section. Nonetheless, the hadron trigger condition and limited angular integration range serve to ensure that the measured photons are in fact produced as part of a jet. Therefore, such restrictions make these pair yields an approximate measure of the yield of jet-associated photons, which should correspond to photons produced beyond leading order in pQCD. For this reason, we can compare this result to predictions for the ratio of the cross-section of fragmentation photons to all direct photons (see Figure 2.23).

As in comparisons with measurements using isolation cuts on single direct photons, some manipulation of the data is necessary; the theoretical prediction is a ratio of direct photons only. Using the fit to $R_\gamma$ shown in Figure 6.8 as an estimate for the $p_T$ dependence - because the $p_T$ bins used in this analysis do not match those previously used to determine $R_\gamma$ - the ratio of yields shown in Figure 6.6 can be converted to a ratio of fragmentation to direct photons:

\[
\frac{N_{\text{frag}}}{N_{\text{dir}}} \sim \frac{1}{R_\gamma} \frac{N_{\text{frag}}}{N_{\text{inc}}}. \tag{7.1}
\]

While this comparison is not direct - meaning some variation between data and theory might be expected - the agreement is relatively good. This comparison gives
some idea of the constraining power of the current results. The systematic uncertainties in the region accessible by pQCD are already small, so a simple increase in statistics would serve to further constrain theory.

The use of two-particle correlations allowed for the extension of these basic yield measurements to more discriminatory measures of the distribution of fragmentation photons within the jet, using the associated photon near-side $p_{\text{out}}$ distributions. The root-mean-square $j_T$ for photons in jets can be compared to previous measurements of the $j_T$ for hadrons associated with high $p_T$ $\pi^0$ triggers. The $j_T$ for hadrons is expected to be independent of species, so the $j_T$ for $\pi^0$s and $\eta$s produc-
ing decay photons should be similar to that of other hadrons. However, the $j_T$ for the decay photons will include the effects of the decay kinematics. Comparing the fragmentation photon $\sqrt{\langle j_T^2 \rangle}$ to that previously measured for hadrons, it appears to be comparable in the overlapping $p_T$ range, but tends to slightly higher values for lower trigger $p_T$.

\[ \sqrt{\langle j_T^2 \rangle} \text{ vs } p_{T,h} \]

\[ \sqrt{\langle j_T^2 \rangle} \text{ vs } \pi^0 \text{ trigger } p_T \]

**Figure 7.2:** Left: $\sqrt{\langle j_T^2 \rangle}$ versus trigger hadron $p_T$, for photons with $p_T$ from 1.5 – 8.0 GeV/c, within $|\Delta \phi| < 0.7$ of a trigger hadron, for inclusive (black circles), decay (blue up triangles), and fragmentation (red down triangles) photons. Right: $\sqrt{\langle j_T^2 \rangle}$ versus $\pi^0$ trigger $p_T$, for associated hadrons with $p_T$ from 1.4 – 5.0 GeV/c [138].

The $j_T$ distribution of fragmentation photons within jets is a more direct measure of the shower profile for the initial parton. The distribution of radiated photons is not obfuscated by the hadronization process, as it is with gluons. As a result, studies of the $p_{out}$ and $j_T$ for fragmentation photons are useful tests of parton showering models. For example, using PYTHIA simulations to make a qualitative comparison of the inclusive photon $p_{out}$ (black) and fragmentation photon $p_{out}$ (blue), shown in Figure 7.3, we find that standard simulations of parton showers reproduce the more
broad distribution for fragmentation photons indicated by the data. One might expect the hadronization process to lead to a narrowing of the final hadron $j_T$ (or $p_{out}$) relative to the initial fragmented gluon and quark $j_T$ distributions. This narrowing would not be reflected in the photon $p_{out}$ distributions, which more directly probe the showering of the initial parton, without the need for complex hadronization models. In addition, the observed $p_{out}$ can provide a test of the validity of models for describing the non-perturbative component of the quark-to-photon fragmentation function. The non-perturbative component photon production is typically modeled by the decay of massive vector mesons [139], which conceptually could lead to a depletion of photons at small $p_{out}$ as a result of the vector meson mass. In both cases, comparisons of predictions for the angular distribution of fragmentation photons around the jet axis to what has been measured here is an important test of the model.

![Figure 7.3: $p_{out}$ distribution for inclusive (black) and fragmentation (blue) photons generated using PYTHIA 6.4. [140]](image)

Careful attention to how the background from decay photons is handled has helped keep systematic uncertainties small, even at relatively low photon momen-
tum. This success suggests that future measurements using the same method for slightly higher multiplicity environments, such as d + Au, should be possible. In the heavy-ion environment, where the per event multiplicity is much higher, tagging photons from $\pi^0$ and $\eta$ decays becomes much less efficient, and the rate for false-tagging is much higher. As a result, further study of how to optimize the removal of decay photons will be necessary before corresponding measurements of fragmentation photons in Au + Au collisions will be possible. The method used in this analysis may be feasible in the slightly lower multiplicity Cu + Cu environment. However, the large false-tagging background and lower tagging efficiency mean that the current statistics available are unlikely to be sufficient.

Similarly, there has been recent success applying full jet reconstruction, even with the limited acceptance of the PHENIX detector and high multiplicity environment of Cu + Cu collisions [141; 142]. These results suggest that less ambiguous measurements using directly reconstructed jets and associated direct photons to measure the properties of fragmentation photons may be possible in the future. In such measurements, it will be possible to measure the $j_T$ distribution for fragmentation photons within the jet directly and further constrain the parton shower profile, as well as to provide a more direct constraint on the quark-to-photon fragmentation function [143].
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Appendix A

h-γ ∆φ dependent per-trigger yields

A.1 π⁰ and η decay photons

Figure A.1: Decay photon per-trigger yields, \( \frac{1}{N_{\text{trig}}} \frac{dN_{h^{-}\gamma}}{d\Delta\phi} \), for trigger hadrons with \( p_T \) from 2.0 – 2.3 GeV/c and associated photons in six \( p_T \) bins ranging from 1.5 – 2.0 GeV/c to 8.0 – 15.0 GeV/c. \( h^{-} \gamma_{\pi^{0}} \) is shown in black, \( h^{-} \gamma_{\eta} \) in blue.
Appendix A: h-γ Δφ dependent per-trigger yields

Figure A.2: Decay photon per-trigger yields, \( \frac{1}{N_{\text{trig}}} dN_{h-\gamma} \frac{d}{d\Delta\phi} \), for trigger hadrons with \( p_T \) from 2.3 – 2.8 GeV/c and associated photons in six \( p_T \) bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. \( h - \gamma\pi_0 \) is shown in black, \( h - \gamma_\eta \) in blue.

Figure A.3: Decay photon per-trigger yields, \( \frac{1}{N_{\text{trig}}} dN_{h-\gamma} \frac{d}{d\Delta\phi} \), for trigger hadrons with \( p_T \) from 2.8 – 3.6 GeV/c and associated photons in six \( p_T \) bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. \( h - \gamma\pi_0 \) is shown in black, \( h - \gamma_\eta \) in blue.
Appendix A: h-γ Δφ dependent per-trigger yields

Figure A.4: Decay photon per-trigger yields, $\frac{1}{N_{\text{trig}}} dN^{h-\gamma}/d\Delta\phi$, for trigger hadrons with $p_T$ from 3.6 – 5.0 GeV/c and associated photons in six $p_T$ bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. $h - \gamma_{\pi^0}$ is shown in black, $h - \gamma_\eta$ in blue.
A.2 Inclusive, decay, and fragmentation photons

Figure A.5: $\frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma}}{d\Delta \phi}$ for trigger hadrons with $p_T$ from 2.0 – 2.3 GeV/c and associated photons in six $p_T$ bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. $h - \gamma_{\text{inc}}$ is shown in black, $h - \gamma_{\text{decay}}$ in blue, and $h - \gamma_{\text{frag}}$ in red.
Appendix A: $h\gamma \Delta \phi$ dependent per-trigger yields

**Figure A.6:** \( \frac{1}{N_{\text{trig}}} \frac{dN^{h\gamma}}{d\Delta \phi} \) for trigger hadrons with \( p_T \) from 2.3 – 2.8 GeV/c and associated photons in six \( p_T \) bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. \( h\gamma_{\text{inc}} \) is shown in black, \( h\gamma_{\text{dec}} \) in blue, and \( h\gamma_{\text{frag}} \) in red.

**Figure A.7:** \( \frac{1}{N_{\text{trig}}} \frac{dN^{h\gamma}}{d\Delta \phi} \) for trigger hadrons with \( p_T \) from 2.8 – 3.6 GeV/c and associated photons in six \( p_T \) bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. \( h\gamma_{\text{inc}} \) is shown in black, \( h\gamma_{\text{dec}} \) in blue, and \( h\gamma_{\text{frag}} \) in red.
Figure A.8: $\frac{1}{N_{\text{trig}}} \frac{dN^{h-\gamma}}{d\Delta\phi}$ for trigger hadrons with $p_T$ from 3.6 - 5.0 GeV/c and associated photons in six $p_T$ bins ranging from 1.5-2.0 GeV/c to 8.0 - 15.0 GeV/c. $h - \gamma_{\text{inc}}$ is shown in black, $h - \gamma_{\text{decay}}$ in blue, and $h - \gamma_{\text{frag}}$ in red.
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Distributions to go from $p_{out}$ to $j_T$

B.1 $p_{out,h}$
Appendix B: Distributions to go from $p_{\text{out}}$ to $j_T$

Figure B.1: $p_{\text{out}}$ distribution for hadrons within $|\Delta \phi| < 0.7$ of a photon with $p_T$ from 1.5 – 8.0 GeV/c, for each of the four hadron $p_T$ bins: 2.0 – 2.3 GeV/c (top left), 2.3 – 2.8 GeV/c (top right), 2.8 – 3.6 GeV/c (bottom left), and 3.6 – 5.0 GeV/c (bottom right). Inclusive photons are shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles).
Appendix B: Distributions to go from $p_{out}$ to $j_T$

### B.2 $x_h$

![Graphs showing $x_h$ distributions for different $p_T$ bins](image)

**Figure B.2**: $x_h = p_{T,\gamma}/p_{T,h}$ distribution for photons with $p_T$ from 1.5 – 8.0 GeV/c, for each of the four hadron $p_T$ bins: 2.0 – 2.3 GeV/c (top left), 2.3 – 2.8 GeV/c (top right), 2.8 – 3.6 GeV/c (bottom left), and 3.6 – 5.0 GeV/c (bottom right), when the pair has $|\Delta\phi| < 0.7$. Inclusive photons are shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles).
Appendix B: Distributions to go from $p_{out}$ to $j_T$

B.3 $\chi_h^{-1}$

Figure B.3: $\chi_h^{-1} = p_{T,h}/p_{T,Y}$ distribution for photons with $p_T$ from 1.5 – 8.0 GeV/c, for each of the four hadron $p_T$ bins: 2.0 – 2.3 GeV/c (top left), 2.3 – 2.8 GeV/c (top right), 2.8 – 3.6 GeV/c (bottom left), and 3.6 – 5.0 GeV/c (bottom right), when the pair has $|\Delta \phi| < 0.7$. Inclusive photons are shown in black (circles), decay photons in blue (up triangles), and fragmentation photons in red (down triangles).
Appendix C

Data Tables

C.1  Pair cross sections and ratios of yields

<table>
<thead>
<tr>
<th>$p_T$ (GeV/c)</th>
<th>Inv. cross sec. ±%stat. ±%sys.</th>
<th>Ratio ±%stat. ±%sys.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 – 2.0</td>
<td>2.12x10^{-6} ±1.52x10^{-6} ±1.95x10^{-6}</td>
<td>1.58x10^{-2}±1.13x10^{-2}±1.46x10^{-2}</td>
</tr>
<tr>
<td>2.0 – 2.5</td>
<td>1.48x10^{-6} ±4.07x10^{-7} ±1.16x10^{-7}</td>
<td>3.95x10^{-2}±1.09x10^{-2}±3.11x10^{-3}</td>
</tr>
<tr>
<td>2.5 – 3.5</td>
<td>4.14x10^{-7} ±9.79x10^{-8} ±5.43x10^{-8}</td>
<td>4.67x10^{-2}±1.10x10^{-2}±6.13x10^{-3}</td>
</tr>
<tr>
<td>3.5 – 5.0</td>
<td>6.47x10^{-8} ±1.97x10^{-8} ±7.15x10^{-9}</td>
<td>5.73x10^{-3}±1.74x10^{-3}±6.34x10^{-3}</td>
</tr>
<tr>
<td>5.0 – 8.0</td>
<td>2.00x10^{-9} ±3.71x10^{-9} ±1.09x10^{-9}</td>
<td>2.04x10^{-3}±3.78x10^{-3}±1.11x10^{-2}</td>
</tr>
<tr>
<td>8.0 – 15.0</td>
<td>2.06x10^{-10}±2.33x10^{-10}±7.89x10^{-11}</td>
<td>9.55x10^{-4}±1.08x10^{-4}±3.65x10^{-2}</td>
</tr>
</tbody>
</table>

Table C.1: Invariant pair cross section (mb GeV/c^{-4}) for fragmentation photons associated with hadrons with $p_T$ from 2.0 – 2.3 GeV/c.
Table C.2: Invariant pair cross section (mb GeV/c$^{-4}$) for fragmentation photons associated with hadrons with $p_T$ from 2.2 – 2.8 GeV/c.

<table>
<thead>
<tr>
<th>$p_T (\text{GeV/c})$</th>
<th>Inv. cross sec. ±%stat. ±%sys.</th>
<th>Ratio ±%stat. ±sys.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 – 2.0</td>
<td>6.81x10$^{-7}$ ± 6.04x10$^{-7}$ ± 1.42x10$^{-6}$</td>
<td>1.11x10$^{-3}$ ± 9.80x10$^{-3}$ ± 2.31x10$^{-3}$</td>
</tr>
<tr>
<td>2.0 – 2.5</td>
<td>7.56x10$^{-7}$ ± 1.74x10$^{-7}$ ± 1.25x10$^{-7}$</td>
<td>4.24x10$^{-3}$ ± 9.78x10$^{-3}$ ± 6.99x10$^{-3}$</td>
</tr>
<tr>
<td>2.5 – 3.5</td>
<td>2.00x10$^{-7}$ ± 4.43x10$^{-8}$ ± 7.68x10$^{-10}$</td>
<td>4.51x10$^{-4}$ ± 9.97x10$^{-3}$ ± 1.73x10$^{-4}$</td>
</tr>
<tr>
<td>3.5 – 5.0</td>
<td>3.56x10$^{-8}$ ± 9.47x10$^{-9}$ ± 4.44x10$^{-10}$</td>
<td>5.84x10$^{-5}$ ± 1.55x10$^{-2}$ ± 7.27x10$^{-4}$</td>
</tr>
<tr>
<td>5.0 – 8.0</td>
<td>2.30x10$^{-9}$ ± 1.73x10$^{-9}$ ± 2.03x10$^{-10}$</td>
<td>3.95x10$^{-2}$ ± 2.96x10$^{-2}$ ± 3.49x10$^{-3}$</td>
</tr>
<tr>
<td>8.0 – 15.0</td>
<td>8.57x10$^{-11}$ ± 1.35x10$^{-10}$ ± 3.73x10$^{-11}$</td>
<td>5.83x10$^{-7}$ ± 9.17x10$^{-2}$ ± 2.29x10$^{-2}$</td>
</tr>
</tbody>
</table>

Table C.3: Invariant pair cross section (mb GeV/c$^{-4}$) for fragmentation photons associated with hadrons with $p_T$ from 2.8 – 3.6 GeV/c.

<table>
<thead>
<tr>
<th>$p_T (\text{GeV/c})$</th>
<th>Inv. cross sec. ±%stat. ±%sys.</th>
<th>Ratio ±%stat. ±%sys.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 – 2.0</td>
<td>4.56x10$^{-7}$ ± 1.88x10$^{-7}$ ± 3.03x10$^{-7}$</td>
<td>2.30x10$^{-3}$ ± 9.50x10$^{-3}$ ± 1.53x10$^{-2}$</td>
</tr>
<tr>
<td>2.0 – 2.5</td>
<td>3.04x10$^{-7}$ ± 5.87x10$^{-8}$ ± 2.86x10$^{-8}$</td>
<td>4.95x10$^{-4}$ ± 9.56x10$^{-3}$ ± 4.65x10$^{-3}$</td>
</tr>
<tr>
<td>2.5 – 3.5</td>
<td>9.40x10$^{-8}$ ± 1.63x10$^{-8}$ ± 3.71x10$^{-10}$</td>
<td>5.67x10$^{-5}$ ± 9.84x10$^{-3}$ ± 2.24x10$^{-4}$</td>
</tr>
<tr>
<td>3.5 – 5.0</td>
<td>9.01x10$^{-9}$ ± 4.04x10$^{-9}$ ± 1.69x10$^{-9}$</td>
<td>3.61x10$^{-5}$ ± 1.62x10$^{-2}$ ± 6.76x10$^{-3}$</td>
</tr>
<tr>
<td>5.0 – 8.0</td>
<td>1.70x10$^{-9}$ ± 7.64x10$^{-10}$ ± 6.80x10$^{-11}$</td>
<td>6.68x10$^{-4}$ ± 3.01x10$^{-2}$ ± 2.68x10$^{-3}$</td>
</tr>
<tr>
<td>8.0 – 15.0</td>
<td>1.53x10$^{-10}$ ± 5.55x10$^{-11}$ ± 2.90x10$^{-11}$</td>
<td>2.15x10$^{-4}$ ± 7.80x10$^{-2}$ ± 4.08x10$^{-2}$</td>
</tr>
</tbody>
</table>

Table C.4: Invariant pair cross section (mb GeV/c$^{-4}$) for fragmentation photons associated with hadrons with $p_T$ from 3.6 – 5.0 GeV/c.

<table>
<thead>
<tr>
<th>$p_T (\text{GeV/c})$</th>
<th>Inv. cross sec. ±%stat. ±%sys.</th>
<th>Ratio ±%stat. ±%sys.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 – 2.0</td>
<td>1.22x10$^{-7}$ ± 4.56x10$^{-8}$ ± 1.51x10$^{-8}$</td>
<td>2.98x10$^{-3}$ ± 1.12x10$^{-2}$ ± 3.70x10$^{-3}$</td>
</tr>
<tr>
<td>2.0 – 2.5</td>
<td>5.83x10$^{-8}$ ± 1.65x10$^{-8}$ ± 8.26x10$^{-9}$</td>
<td>4.21x10$^{-2}$ ± 1.19x10$^{-2}$ ± 5.97x10$^{-3}$</td>
</tr>
<tr>
<td>2.5 – 3.5</td>
<td>2.38x10$^{-8}$ ± 4.87x10$^{-9}$ ± 1.60x10$^{-9}$</td>
<td>5.87x10$^{-4}$ ± 1.20x10$^{-2}$ ± 3.94x10$^{-3}$</td>
</tr>
<tr>
<td>3.5 – 5.0</td>
<td>6.76x10$^{-9}$ ± 1.26x10$^{-9}$ ± 9.05x10$^{-10}$</td>
<td>9.76x10$^{-4}$ ± 1.82x10$^{-2}$ ± 1.31x10$^{-2}$</td>
</tr>
<tr>
<td>5.0 – 8.0</td>
<td>8.86x10$^{-10}$ ± 2.51x10$^{-10}$ ± 5.50x10$^{-11}$</td>
<td>1.11x10$^{-3}$ ± 3.15x10$^{-2}$ ± 6.91x10$^{-3}$</td>
</tr>
<tr>
<td>8.0 – 15.0</td>
<td>3.69x10$^{-11}$ ± 1.92x10$^{-11}$ ± 3.33x10$^{-11}$</td>
<td>1.62x10$^{-3}$ ± 8.43x10$^{-2}$ ± 1.46x10$^{-3}$</td>
</tr>
<tr>
<td>$p_T$ (GeV/c)</td>
<td>Inv. cross sec. ±%stat.±sys.</td>
<td>Ratio ±stat.±sys.</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>1.5 – 2.0</td>
<td>9.57x10^{-7} ±3.18x10^{-7} ±9.17x10^{-7}</td>
<td>1.72x10^{-6}±5.69x10^{-6}±1.64x10^{-6}</td>
</tr>
<tr>
<td>2.0 – 2.5</td>
<td>7.06x10^{-7} ±9.04x10^{-8} ±6.03x10^{-8}</td>
<td>4.20x10^{-7}±5.50x10^{-8}±3.66x10^{-8}</td>
</tr>
<tr>
<td>2.5 – 3.5</td>
<td>2.10x10^{-8} ±2.30x10^{-8} ±1.04x10^{-8}</td>
<td>5.02x10^{-7}±5.49x10^{-8}±2.48x10^{-8}</td>
</tr>
<tr>
<td>3.5 – 5.0</td>
<td>3.49x10^{-8} ±5.03x10^{-9} ±3.18x10^{-9}</td>
<td>5.88x10^{-7}±8.49x10^{-9}±5.36x10^{-9}</td>
</tr>
<tr>
<td>5.0 – 8.0</td>
<td>3.19x10^{-8} ±9.45x10^{-9} ±1.05x10^{-11}</td>
<td>5.51x10^{-9}±1.63x10^{-2}±1.82x10^{-4}</td>
</tr>
<tr>
<td>8.0 – 15.0</td>
<td>1.97x10^{-9} ±6.77x10^{-11}±3.94x10^{-11}</td>
<td>1.32x10^{-11}±4.54x10^{-12}±2.65x10^{-12}</td>
</tr>
</tbody>
</table>

Table C.5: Invariant pair cross section (mb GeV/c^{-4}) for fragmentation photons associated with hadrons with $p_T$ from 2.0 – 5.0 GeV/c.

### C.2 Associated photon $p_{out}$

<table>
<thead>
<tr>
<th>$p_{out}$</th>
<th>$\gamma_{inv}±stat.$</th>
<th>$\gamma_{tot}±stat.±sys.$</th>
<th>$\gamma_{frac}±stat.±sys.$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.17x10^{-7}±1.19x10^{-7}</td>
<td>2.06x10^{-7}±1.86x10^{-7}±6.84x10^{-7}</td>
<td>1.11x10^{-6}±2.21x10^{-6}±6.84x10^{-6}</td>
</tr>
<tr>
<td>0.3</td>
<td>1.97x10^{-7}±1.20x10^{-7}</td>
<td>1.89x10^{-7}±1.93x10^{-7}±1.78x10^{-7}</td>
<td>7.58x10^{-7}±2.27x10^{-7}±1.78x10^{-7}</td>
</tr>
<tr>
<td>0.5</td>
<td>1.66x10^{-7}±1.21x10^{-7}</td>
<td>1.61x10^{-7}±1.92x10^{-7}±2.68x10^{-7}</td>
<td>5.41x10^{-7}±2.27x10^{-7}±2.68x10^{-7}</td>
</tr>
<tr>
<td>0.7</td>
<td>1.04x10^{-7}±1.22x10^{-7}</td>
<td>1.00x10^{-7}±1.91x10^{-7}±2.63x10^{-7}</td>
<td>4.23x10^{-7}±2.27x10^{-7}±2.63x10^{-7}</td>
</tr>
<tr>
<td>0.9</td>
<td>5.30x10^{-8}±1.08x10^{-8}</td>
<td>5.17x10^{-8}±1.61x10^{-8}±1.26x10^{-8}</td>
<td>1.31x10^{-7}±1.94x10^{-7}±1.26x10^{-7}</td>
</tr>
<tr>
<td>1.1</td>
<td>2.31x10^{-8}±5.19x10^{-8}</td>
<td>2.38x10^{-8}±9.77x10^{-9}±3.75x10^{-9}</td>
<td>-7.53x10^{-9}±1.11x10^{-9}±3.75x10^{-9}</td>
</tr>
<tr>
<td>1.3</td>
<td>9.78x10^{-9}±2.95x10^{-9}</td>
<td>8.84x10^{-9}±5.11x10^{-9}±3.70x10^{-9}</td>
<td>1.09x10^{-9}±5.00x10^{-9}±3.70x10^{-9}</td>
</tr>
<tr>
<td>1.5</td>
<td>4.57x10^{-9}±1.87x10^{-9}</td>
<td>4.69x10^{-9}±3.55x10^{-9}±1.24x10^{-9}</td>
<td>-1.16x10^{-9}±4.01x10^{-9}±1.24x10^{-9}</td>
</tr>
<tr>
<td>1.7</td>
<td>2.34x10^{-9}±1.24x10^{-9}</td>
<td>2.73x10^{-9}±2.94x10^{-9}±1.34x10^{-9}</td>
<td>-3.86x10^{-9}±3.19x10^{-9}±1.34x10^{-9}</td>
</tr>
<tr>
<td>1.9</td>
<td>1.01x10^{-9}±8.31x10^{-10}</td>
<td>1.14x10^{-9}±1.84x10^{-9}±1.50x10^{-9}</td>
<td>-1.35x10^{-9}±2.02x10^{-9}±1.50x10^{-9}</td>
</tr>
<tr>
<td>2.1</td>
<td>5.49x10^{-10}±6.13x10^{-11}</td>
<td>5.63x10^{-10}±1.01x10^{-10}±2.68x10^{-10}</td>
<td>-1.41x10^{-10}±1.18x10^{-10}±2.68x10^{-10}</td>
</tr>
<tr>
<td>2.3</td>
<td>1.33x10^{-10}±3.58x10^{-11}</td>
<td>2.26x10^{-10}±7.21x10^{-11}±1.97x10^{-11}</td>
<td>-9.36x10^{-11}±8.05x10^{-11}±1.97x10^{-11}</td>
</tr>
<tr>
<td>2.5</td>
<td>1.27x10^{-10}±2.87x10^{-11}</td>
<td>1.50x10^{-10}±5.64x10^{-11}±4.52x10^{-11}</td>
<td>-2.29x10^{-11}±6.32x10^{-11}±4.52x10^{-11}</td>
</tr>
<tr>
<td>2.7</td>
<td>1.13x10^{-10}±2.76x10^{-11}</td>
<td>1.30x10^{-10}±4.75x10^{-11}±2.81x10^{-11}</td>
<td>-1.74x10^{-11}±5.49x10^{-11}±2.81x10^{-11}</td>
</tr>
<tr>
<td>2.9</td>
<td>1.28x10^{-10}±1.44x10^{-11}</td>
<td>3.48x10^{-10}±2.79x10^{-11}±5.49x10^{-11}</td>
<td>-2.21x10^{-11}±3.14x10^{-11}±5.49x10^{-11}</td>
</tr>
<tr>
<td>3.1</td>
<td>5.68x10^{-10}±6.74x10^{-11}</td>
<td>2.83x10^{-10}±3.55x10^{-11}±1.41x10^{-11}</td>
<td>-2.26x10^{-11}±3.61x10^{-11}±1.41x10^{-11}</td>
</tr>
</tbody>
</table>

Table C.6: $p_{out}$ (GeV/c) for photons with $p_T$ from 1.5 – 8.0 GeV/c associated with hadrons with $p_T$ from 2.0 – 2.3 GeV/c and $|\Delta\phi| < 0.7$.  

---
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<table>
<thead>
<tr>
<th>$p_{\text{out}}$</th>
<th>$1/N_{\text{trig}}dN/dp_{\text{out}}$</th>
<th>$1/N_{\text{trig}}dN/dp_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma_{\text{trig}}^{\pm\text{stat.}}$</td>
<td>$\gamma_{\text{trig}}^{\pm\text{stat.}}$</td>
</tr>
<tr>
<td>$p_{\text{out}}$</td>
<td>$(\pm 0.05)x10^{-3}$</td>
<td>$(\pm 0.05)x10^{-3}$</td>
</tr>
<tr>
<td>0.1</td>
<td>$2.38x10^{-4} \pm 1.05x10^{-5}$</td>
<td>$2.26x10^{-4} \pm 1.85x10^{-5} \pm 2.37x10^{-6}$</td>
</tr>
<tr>
<td>0.3</td>
<td>$2.09x10^{-4} \pm 1.05x10^{-5}$</td>
<td>$1.99x10^{-4} \pm 1.85x10^{-5} \pm 1.50x10^{-6}$</td>
</tr>
<tr>
<td>0.5</td>
<td>$1.66x10^{-4} \pm 1.04x10^{-5}$</td>
<td>$1.61x10^{-4} \pm 1.81x10^{-5} \pm 4.10x10^{-6}$</td>
</tr>
<tr>
<td>0.7</td>
<td>$9.37x10^{-4} \pm 9.98x10^{-6}$</td>
<td>$8.90x10^{-4} \pm 1.61x10^{-5} \pm 1.79x10^{-6}$</td>
</tr>
<tr>
<td>0.9</td>
<td>$4.83x10^{-4} \pm 8.81x10^{-6}$</td>
<td>$4.76x10^{-4} \pm 1.42x10^{-5} \pm 3.58x10^{-6}$</td>
</tr>
<tr>
<td>1.1</td>
<td>$2.06x10^{-4} \pm 4.51x10^{-6}$</td>
<td>$2.41x10^{-4} \pm 9.64x10^{-6} \pm 1.97x10^{-6}$</td>
</tr>
<tr>
<td>1.3</td>
<td>$9.02x10^{-4} \pm 2.65x10^{-5}$</td>
<td>$8.73x10^{-4} \pm 5.82x10^{-6} \pm 2.45x10^{-6}$</td>
</tr>
<tr>
<td>1.5</td>
<td>$4.03x10^{-3} \pm 1.69x10^{-4}$</td>
<td>$4.75x10^{-3} \pm 3.91x10^{-5} \pm 3.93x10^{-6}$</td>
</tr>
<tr>
<td>1.7</td>
<td>$2.08x10^{-3} \pm 1.16x10^{-4}$</td>
<td>$2.33x10^{-3} \pm 2.54x10^{-5} \pm 1.30x10^{-6}$</td>
</tr>
<tr>
<td>1.9</td>
<td>$8.35x10^{-6} \pm 7.53x10^{-7}$</td>
<td>$1.16x10^{-5} \pm 1.87x10^{-7} \pm 5.03x10^{-8}$</td>
</tr>
<tr>
<td>2.1</td>
<td>$3.34x10^{-6} \pm 5.37x10^{-7}$</td>
<td>$2.45x10^{-6} \pm 8.56x10^{-7} \pm 4.75x10^{-8}$</td>
</tr>
<tr>
<td>2.3</td>
<td>$3.21x10^{-6} \pm 4.24x10^{-7}$</td>
<td>$4.64x10^{-6} \pm 9.80x10^{-7} \pm 2.23x10^{-8}$</td>
</tr>
<tr>
<td>2.5</td>
<td>$1.73x10^{-6} \pm 3.10x10^{-7}$</td>
<td>$1.60x10^{-6} \pm 5.23x10^{-7} \pm 2.87x10^{-8}$</td>
</tr>
<tr>
<td>2.7</td>
<td>$8.43x10^{-7} \pm 2.50x10^{-8}$</td>
<td>$1.09x10^{-6} \pm 4.22x10^{-7} \pm 2.59x10^{-8}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$p_{\text{out}}$</th>
<th>$1/N_{\text{trig}}dN/dp_{\text{out}}$</th>
<th>$1/N_{\text{trig}}dN/dp_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma_{\text{trig}}^{\pm\text{stat.}}$</td>
<td>$\gamma_{\text{trig}}^{\pm\text{stat.}}$</td>
</tr>
<tr>
<td>$p_{\text{out}}$</td>
<td>$(\pm 0.05)x10^{-3}$</td>
<td>$(\pm 0.05)x10^{-3}$</td>
</tr>
<tr>
<td>0.1</td>
<td>$2.78x10^{-3} \pm 1.15x10^{-4}$</td>
<td>$2.57x10^{-3} \pm 2.16x10^{-4} \pm 2.23x10^{-5}$</td>
</tr>
<tr>
<td>0.3</td>
<td>$2.32x10^{-3} \pm 1.11x10^{-4}$</td>
<td>$2.16x10^{-3} \pm 2.09x10^{-4} \pm 4.97x10^{-5}$</td>
</tr>
<tr>
<td>0.5</td>
<td>$1.67x10^{-3} \pm 1.03x10^{-4}$</td>
<td>$1.67x10^{-3} \pm 2.16x10^{-4} \pm 9.35x10^{-6}$</td>
</tr>
<tr>
<td>0.7</td>
<td>$8.77x10^{-4} \pm 9.05x10^{-6}$</td>
<td>$8.81x10^{-4} \pm 1.81x10^{-5} \pm 2.05x10^{-6}$</td>
</tr>
<tr>
<td>0.9</td>
<td>$4.63x10^{-4} \pm 8.07x10^{-6}$</td>
<td>$4.77x10^{-4} \pm 1.54x10^{-5} \pm 2.01x10^{-6}$</td>
</tr>
<tr>
<td>1.1</td>
<td>$2.09x10^{-4} \pm 4.60x10^{-6}$</td>
<td>$2.49x10^{-4} \pm 1.19x10^{-5} \pm 1.24x10^{-6}$</td>
</tr>
<tr>
<td>1.3</td>
<td>$9.05x10^{-4} \pm 2.71x10^{-6}$</td>
<td>$9.40x10^{-4} \pm 5.83x10^{-6} \pm 2.39x10^{-6}$</td>
</tr>
<tr>
<td>1.5</td>
<td>$4.14x10^{-4} \pm 1.77x10^{-6}$</td>
<td>$3.89x10^{-4} \pm 3.52x10^{-6} \pm 4.30x10^{-6}$</td>
</tr>
<tr>
<td>1.7</td>
<td>$2.15x10^{-4} \pm 1.25x10^{-6}$</td>
<td>$2.31x10^{-4} \pm 2.97x10^{-6} \pm 1.63x10^{-6}$</td>
</tr>
<tr>
<td>1.9</td>
<td>$1.10x10^{-4} \pm 8.62x10^{-7}$</td>
<td>$1.10x10^{-4} \pm 2.19x10^{-6} \pm 6.75x10^{-7}$</td>
</tr>
<tr>
<td>2.1</td>
<td>$4.84x10^{-5} \pm 5.94x10^{-7}$</td>
<td>$2.79x10^{-5} \pm 1.85x10^{-6} \pm 1.09x10^{-6}$</td>
</tr>
<tr>
<td>2.3</td>
<td>$2.15x10^{-5} \pm 4.05x10^{-7}$</td>
<td>$1.81x10^{-5} \pm 7.62x10^{-6} \pm 2.29x10^{-6}$</td>
</tr>
<tr>
<td>2.5</td>
<td>$1.25x10^{-5} \pm 3.13x10^{-7}$</td>
<td>$6.95x10^{-6} \pm 4.67x10^{-6} \pm 3.60x10^{-7}$</td>
</tr>
<tr>
<td>2.7</td>
<td>$5.25x10^{-6} \pm 1.73x10^{-7}$</td>
<td>$5.60x10^{-6} \pm 3.89x10^{-6} \pm 2.40x10^{-7}$</td>
</tr>
<tr>
<td>2.9</td>
<td>$2.89x10^{-6} \pm 1.88x10^{-7}$</td>
<td>$3.06x10^{-6} \pm 3.03x10^{-6} \pm 2.46x10^{-7}$</td>
</tr>
<tr>
<td>3.1</td>
<td>$4.32x10^{-6} \pm 7.65x10^{-8}$</td>
<td>$1.69x10^{-6} \pm 1.20x10^{-6} \pm 8.44x10^{-8}$</td>
</tr>
</tbody>
</table>

Table C.7: $p_{\text{out}}$ (GeV/c) for photons with $p_T$ from 1.5 – 8.0 GeV/c associated with hadrons with $p_T$ from 2.3 – 2.8 GeV/c and $|\Delta\phi| < 0.7$.

Table C.8: $p_{\text{out}}$ (GeV/c) for photons with $p_T$ from 1.5 – 8.0 GeV/c associated with hadrons with $p_T$ from 2.8 – 3.6 GeV/c and $|\Delta\phi| < 0.7$. 

- $\gamma_{\text{trig}}$ denotes the trigger efficiency.
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#### Table C.9: $p_{\text{out}}$ (GeV/c) for photons with $p_T$ from 1.5 – 8.0 GeV/c associated with hadrons with $p_T$ from 3.6 – 5.0 GeV/c and $|\Delta \phi| < 0.7$.

<table>
<thead>
<tr>
<th>$p_{\text{out}}$</th>
<th>$\gamma_{\text{in}} \pm \text{stat.}$</th>
<th>$\gamma_{\text{in}} \pm \text{stat.} + \text{sys.}$</th>
<th>$\gamma_{\text{out}} / (N_{\text{trig}} \cdot dN / dp_{\text{out}})$</th>
<th>$\gamma_{\text{out}} / (N_{\text{trig}} \cdot dN / dp_{\text{out}})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$3.67 \times 10^{-2} \pm 1.77 \times 10^{-2}$</td>
<td>$3.34 \times 10^{-2} \pm 3.32 \times 10^{-2} \pm 4.99 \times 10^{-5}$</td>
<td>$3.28 \times 10^{-2} \pm 3.76 \times 10^{-2} \pm 4.99 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>$2.98 \times 10^{-3} \pm 1.67 \times 10^{-3}$</td>
<td>$2.70 \times 10^{-3} \pm 3.20 \times 10^{-3} \pm 7.73 \times 10^{-5}$</td>
<td>$2.83 \times 10^{-3} \pm 3.61 \times 10^{-3} \pm 7.73 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>$1.86 \times 10^{-3} \pm 1.41 \times 10^{-3}$</td>
<td>$1.84 \times 10^{-3} \pm 3.09 \times 10^{-3} \pm 5.14 \times 10^{-5}$</td>
<td>$2.91 \times 10^{-3} \pm 3.40 \times 10^{-3} \pm 5.14 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>$9.20 \times 10^{-4} \pm 1.13 \times 10^{-3}$</td>
<td>$9.10 \times 10^{-4} \pm 2.55 \times 10^{-4} \pm 3.75 \times 10^{-5}$</td>
<td>$1.57 \times 10^{-3} \pm 2.79 \times 10^{-3} \pm 3.75 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>$5.00 \times 10^{-4} \pm 9.81 \times 10^{-5}$</td>
<td>$4.90 \times 10^{-4} \pm 2.23 \times 10^{-4} \pm 3.17 \times 10^{-5}$</td>
<td>$3.54 \times 10^{-4} \pm 2.43 \times 10^{-4} \pm 3.17 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>$2.26 \times 10^{-4} \pm 6.15 \times 10^{-5}$</td>
<td>$2.09 \times 10^{-4} \pm 1.88 \times 10^{-4} \pm 1.85 \times 10^{-5}$</td>
<td>$3.25 \times 10^{-4} \pm 4.98 \times 10^{-4} \pm 1.85 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>$1.03 \times 10^{-4} \pm 3.91 \times 10^{-5}$</td>
<td>$1.49 \times 10^{-4} \pm 3.74 \times 10^{-5} \pm 9.48 \times 10^{-6}$</td>
<td>$-4.53 \times 10^{-5} \pm 3.76 \times 10^{-5} \pm 9.48 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>$4.51 \times 10^{-5} \pm 2.51 \times 10^{-6}$</td>
<td>$5.15 \times 10^{-5} \pm 7.13 \times 10^{-6} \pm 3.80 \times 10^{-6}$</td>
<td>$-6.38 \times 10^{-6} \pm 7.56 \times 10^{-6} \pm 3.80 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>$2.55 \times 10^{-5} \pm 1.88 \times 10^{-6}$</td>
<td>$3.31 \times 10^{-5} \pm 6.85 \times 10^{-6} \pm 1.46 \times 10^{-6}$</td>
<td>$-7.60 \times 10^{-6} \pm 7.10 \times 10^{-6} \pm 1.46 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>$1.10 \times 10^{-5} \pm 1.26 \times 10^{-6}$</td>
<td>$1.49 \times 10^{-5} \pm 4.55 \times 10^{-6} \pm 7.09 \times 10^{-7}$</td>
<td>$-3.95 \times 10^{-6} \pm 4.72 \times 10^{-6} \pm 7.09 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>$5.65 \times 10^{-6} \pm 9.08 \times 10^{-7}$</td>
<td>$7.84 \times 10^{-6} \pm 2.19 \times 10^{-6} \pm 1.94 \times 10^{-7}$</td>
<td>$-2.28 \times 10^{-6} \pm 2.37 \times 10^{-6} \pm 1.94 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td>$2.82 \times 10^{-6} \pm 5.94 \times 10^{-7}$</td>
<td>$2.80 \times 10^{-6} \pm 1.20 \times 10^{-6} \pm 4.91 \times 10^{-7}$</td>
<td>$5.55 \times 10^{-6} \pm 1.34 \times 10^{-6} \pm 4.91 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>$1.57 \times 10^{-6} \pm 4.57 \times 10^{-7}$</td>
<td>$1.38 \times 10^{-6} \pm 8.91 \times 10^{-7} \pm 4.33 \times 10^{-7}$</td>
<td>$1.82 \times 10^{-6} \pm 1.00 \times 10^{-6} \pm 4.33 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>2.7</td>
<td>$7.48 \times 10^{-7} \pm 3.15 \times 10^{-7}$</td>
<td>$1.05 \times 10^{-6} \pm 6.96 \times 10^{-7} \pm 3.12 \times 10^{-7}$</td>
<td>$-3.00 \times 10^{-7} \pm 7.64 \times 10^{-7} \pm 3.12 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>2.9</td>
<td>$5.26 \times 10^{-7} \pm 2.79 \times 10^{-7}$</td>
<td>$5.10 \times 10^{-7} \pm 2.53 \times 10^{-7} \pm 5.70 \times 10^{-7}$</td>
<td>$2.75 \times 10^{-7} \pm 3.77 \times 10^{-7} \pm 5.70 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>$8.99 \times 10^{-8} \pm 1.09 \times 10^{-8}$</td>
<td>$6.73 \times 10^{-8} \pm 1.06 \times 10^{-8} \pm 3.38 \times 10^{-9}$</td>
<td>$1.48 \times 10^{-8} \pm 1.09 \times 10^{-8} \pm 3.38 \times 10^{-9}$</td>
<td></td>
</tr>
</tbody>
</table>

#### Table C.10: $p_{\text{out}}$ (GeV/c) for photons with $p_T$ from 1.5 – 8.0 GeV/c associated with hadrons with $p_T$ from 2.0 – 5.0 GeV/c and $|\Delta \phi| < 0.7$.
C.3  Associated photon $\sqrt{\langle p_{\text{out}}^2 \rangle}$ and $\sqrt{\langle j_T^2 \rangle}$

<table>
<thead>
<tr>
<th>$p_{T,h}$ (GeV/c)</th>
<th>$\sqrt{\langle p_{\text{out,inc}}^2 \rangle}$ ± stat.</th>
<th>$\sqrt{\langle j_T^2 \rangle}$ ± stat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0 – 2.3</td>
<td>0.536 ± 0.00137</td>
<td>0.522 ± 0.001110</td>
</tr>
<tr>
<td>2.3 – 2.8</td>
<td>0.514 ± 0.00112</td>
<td>0.471 ± 0.000876</td>
</tr>
<tr>
<td>2.8 – 3.6</td>
<td>0.495 ± 0.00103</td>
<td>0.421 ± 0.000788</td>
</tr>
<tr>
<td>3.6 – 5.0</td>
<td>0.474 ± 0.00117</td>
<td>0.359 ± 0.000873</td>
</tr>
</tbody>
</table>

Table C.11: Inclusive photon $\sqrt{\langle p_{\text{out}}^2 \rangle}$ and $\sqrt{\langle j_T^2 \rangle}$ for each trigger hadron bin. Pairs required to have $|\Delta \phi| < 0.7$ and photons restricted to $p_T$ from 1.5 – 8.0 GeV/c.

<table>
<thead>
<tr>
<th>$p_{T,h}$ (GeV/c)</th>
<th>$\sqrt{\langle p_{\text{out,inc}}^2 \rangle}$ ± stat. ± sys.</th>
<th>$\sqrt{\langle j_T^2 \rangle}$ ± stat. ± sys.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0 – 2.3</td>
<td>0.542 ± 0.00229 ± 0.00653</td>
<td>0.527 ± 0.00188 ± 0.00577</td>
</tr>
<tr>
<td>2.3 – 2.8</td>
<td>0.529 ± 0.00209 ± 0.00428</td>
<td>0.485 ± 0.00166 ± 0.01500</td>
</tr>
<tr>
<td>2.8 – 3.6</td>
<td>0.512 ± 0.00219 ± 0.00313</td>
<td>0.444 ± 0.00166 ± 0.00462</td>
</tr>
<tr>
<td>3.6 – 5.0</td>
<td>0.500 ± 0.00313 ± 0.01070</td>
<td>0.378 ± 0.00237 ± 0.00384</td>
</tr>
</tbody>
</table>

Table C.12: Decay photon $\sqrt{\langle p_{\text{out}}^2 \rangle}$ and $\sqrt{\langle j_T^2 \rangle}$ for each trigger hadron bin. Pairs required to have $|\Delta \phi| < 0.7$ and photons restricted to $p_T$ from 1.5 – 8.0 GeV/c.

<table>
<thead>
<tr>
<th>$p_{T,h}$ (GeV/c)</th>
<th>$\sqrt{\langle p_{\text{out,frag}}^2 \rangle}$ ± stat. ± sys.</th>
<th>$\sqrt{\langle j_T^2 \rangle}$ ± stat. ± sys.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0 – 2.3</td>
<td>0.693 ± 0.0639 ± 0.0241</td>
<td>0.722 ± 0.0351 ± 0.0367</td>
</tr>
<tr>
<td>2.3 – 2.8</td>
<td>0.684 ± 0.0528 ± 0.0737</td>
<td>0.667 ± 0.0267 ± 0.0415</td>
</tr>
<tr>
<td>2.8 – 3.6</td>
<td>0.585 ± 0.0413 ± 0.0498</td>
<td>0.565 ± 0.0208 ± 0.0592</td>
</tr>
<tr>
<td>3.6 – 5.0</td>
<td>0.618 ± 0.0482 ± 0.0546</td>
<td>0.599 ± 0.0228 ± 0.0336</td>
</tr>
</tbody>
</table>

Table C.13: Fragmentation photon $\sqrt{\langle p_{\text{out}}^2 \rangle}$ and $\sqrt{\langle j_T^2 \rangle}$ for each trigger hadron bin. Pairs required to have $|\Delta \phi| < 0.7$ and photons restricted to $p_T$ from 1.5 – 8.0 GeV/c.