Adaptive spatial-temporal filtering applied to x-ray fluoroscopy angiography
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ABSTRACT

Adaptive filtering of temporally varying X-ray image sequences acquired during endovascular interventions can improve the visual tracking of catheters by radiologists. Existing techniques blur the important parts of image sequences, such as catheter tips, anatomical structures and organs; and they may introduce trailing artifacts. To address this concern, an adaptive filtering process is presented to apply temporal filtering in regions without motion and spatial filtering in regions with motion. The adaptive filtering process is a multi-step procedure. First a normalized motion mask that describes the differences between two successive frames is generated. Secondly each frame is spatially filtered using the specific motion mask to specify different types of filtering in each region. Third an IIR filter is then used to combine the spatially filtered image with the previous output image; the motion mask thus serves as a weighted input mask to determine how much spatial and temporal filtering should be applied. This method results in improving both the stationary and moving fields. The visibility of static anatomical structures and organs increases, while the motion of the catheter tip and motion of anatomical structures and organs remain unblurred and visible during interventional procedures.
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1. INTRODUCTION

Interventional procedures are becoming more frequent and preferred due to the negative side effects of conventional surgery protocols, including the risk of trauma, infection and patient recovery time secondary to large incisions. During the procedure radiologists use temporally varying x-ray image sequences, or x-ray fluoroscopy angiography, to navigate the catheter through the vasculature from the groin to the heart. However, during such procedures, hundreds of x-ray images are acquired, with possible risk to the patients’ and the doctors’ health due to the exposure of radiation. Thus, in clinical applications, low-dose x-ray fluoroscopy is preferred to reduce such hazard. However this often results in degrading the image quality by reducing the signal-to-noise ratio. A typical x-ray fluoroscopic angiogram is shown in Fig 1 (b). The catheter part is indicated with black arrows. The white arrow indicates the point where the guide-wire ends in the catheter. The contrast of only the catheter is very low. As a result, denoising and enhancing x-ray fluoroscopic images have become a focus of interest in low-dose x-ray fluoroscopic imaging.

Generally, denoising methods can be categorized into two major classes based on the information used: spatial filtering and temporal filtering. Spatial filtering treats frames separately and utilizes 2-D imaging denoising techniques to improve image quality frame by frame. Spatial filtering methods contain traditional linear filtering, median filtering, linear/median hybrid filtering, edge-preserving filtering, or probability based methods, or other image enhancement methods. In order to improve the performance of noise-suppression, some of the spatial filtering methods take the advantage of wavelet expansion and multi-resolution frameworks to efficiently separate signal from noise. Temporal filtering methods have also been investigated actively in last decade. Many methods have been applied,
including traditional FIR/IIR filtering, probability based methods like Bayesian analyses and maximum likelihood, etc. One advantage of temporal filtering over spatial filtering is that without averaging between neighboring pixels in the stationary areas, temporal filtering can preserve the fine anatomical structure while suppressing noise. Whereas for most spatial filtering methods, there is a trade-off between feature preserving and denoising. However, by averaging across the time dimension, temporal filtering can potentially introduce trailing artifacts in the moving regions, which is made worse by the fact that the catheter and guide-wires, objects which the cardiologists are the most interested in, are the most active moving parts in the field of view. Thus it is relatively natural to try to combine spatial and temporal filtering methods in a synergistic manner. Indeed, this has been an active research topic in recent years.

One problem emerging with spatial-temporal filtering is the detection of catheter (moving regions) in order to adaptively apply the distinct filtering techniques for static and moving regions within each frame. Several methods, such as template matching, motion detection, or line structure detection, etc. have been investigated and with good results.

The difference with previous methods and our method is the combination of techniques used. Temporal filtering gives very good results in noisy static regions. Due to the fact that temporal filtering may results in trailing artifacts of the catheter, also a catheter detection algorithm is implemented. In regions with motion spatial filtering is used. This combination results in an adaptive spatial-temporal filtering method for fluoroscopic image sequences.

In this context, we are proposing a multi-step adaptive spatial-temporal filtering technique for x-ray fluoroscopy angiography. First a normalized motion mask is generated. This mask describes the difference between two successive frames and the position of the catheter. Secondly each frame is spatially filtered using the specific motion mask to specify different types of filtering in each region. Third an IIR filter is then used to combine the spatially filtered image with the previous output image; the motion mask thus serves as a weighted input mask to determine how much spatial and temporal filtering should be applied.

The paper is organized as following: in the Method section, the general framework is explained in detail. In the Results section, processing results of our method on a real clinical fluoroscopy data set are presented. Finally, the Conclusions section presents our discussion and proposes possible future directions of research.

2. METHOD

Processing time varying image sequences to preserve or enhance the visibility of important parts of image sequences, such as catheter tips, anatomical structures and organs can be done adaptively by applying temporal filtering in regions without motion (static) and applying spatial filtering in regions with motion (dynamic). Our method focuses on combining spatial filtering with temporal filtering. The key problem in doing this is the detection of motion in these fluoroscopic image sequences. The frame rate is high enough to capture the motion of human organs, such as the beating heart, but the catheter occasionally jumps from one place to the other in subsequent frames. Exactly at the locations where the catheter jumps no temporal filtering should be applied. Therefore also a catheter detection algorithm is needed. An overview of our method is given in Fig. 1(a). In the following sections the individual processing steps will be described in more detail.

2.1 Data
Philips Medical Systems made three fluoroscopic image sequences available. All sequences consisted of 100 frames with each 960 squared pixels. The acquisition frame rate is typically between 15 and 30 frames per second.

2.2 Motion mask
The first order derivative in time, the amount of pixel intensity difference between frames, is normalized between 0 and 1. Where 0 denotes no difference between frames and 1 means maximum difference between frames. The higher the weight the less temporal filtering should be applied. The resulting motion mask describes the amount of difference between successive frames and thus the amount of temporal filtering to be applied between these frames. These weights are called the motion mask, because it gives a good estimation where the static regions and dynamic regions are located.
All moving structures in the image sequences can be divided in two groups; moving human tissue and moving medical devices used during interventional procedures, mainly catheters and guide-wires. The medical devices, mainly line-like structures, need to be detected, because temporal filtering of such a device may result in trailing artifacts when the device moves between two successive frames. See Fig 1(c) for example trailing artifacts. Everywhere a moving line-like structure is detected the motion mask should be set to 1, which will result in no temporal filtering.

![Diagram of processing steps and data flow for the adaptive filtering algorithm.](image)

Figure 1: (a) Overview of processing steps and data flow for the adaptive filtering algorithm. (b) Typical x-ray fluoroscopic angiogram. Black arrows indicate catheters. The white catheter indicates the point where the guide-wire ends in the catheter. (c) Black arrows indicate trailing artifacts after temporal filtering: two catheters appear where only one catheter is present.

2.3 Detecting moving line-like structures

In order to set the motion mask to 1 where a line-like structure is moving, these structures first need to be detected. One of our methods to detect the line-like structures makes use of an eigenanalysis of the Hessian matrix [21], this is explained in the section 2.3.1 below. In section 2.3.2 an extension to moving line-like structures is explained.
2.3.1 Detecting line-like structures

The Hessian Matrix is the second order Gaussian derivatives of the corresponding input image, and is defined as

\[
H = \begin{pmatrix}
I_{xx} & I_{xy} \\
I_{yx} & I_{yy}
\end{pmatrix}
\]

where \(I_{xy}\) represents the convolution of the input image with the scaled second order Gaussian derivate

\[
I_{xy} = I \ast \frac{\partial^2}{\partial x \partial y} G_{2D}(\tilde{x}, \sigma)
\]

and \(G_{2D}(\tilde{x}, \sigma)\) is the scaled Gaussian function

\[
G_{2D}(\tilde{x}, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{||\tilde{x}||^2}{2\sigma^2}}.
\]

An eigenanalysis of the Hessian matrix results in two eigenvectors and their corresponding eigenvalues \(\lambda_1\) and \(\lambda_2\), where \(\lambda_1 > \lambda_2\). On line-like structures, \(\lambda_1\) has a large value and \(\lambda_2\) a small value. This can be used to track line-like structures in an image. In Figure 2(B) the eigenvectors are scaled to the value of their corresponding eigenvectors and shown in double arrow plot glyphs.

The backtracking of line-like structures starts with looking for the largest \(\lambda_1\). From that pixel a step in the direction of the eigenvector parallel to the line-like structure is made. After moving a certain amount of pixels \(n\), three in the current implementation, a new pixel is found. If the pixel has an eigenvalue above a certain threshold we begin moving in the direction of the eigenvector parallel to the line-like structure in this pixel. Tracking the line-like structure stops when an eigenvalue is found beneath a different threshold or when we arrive at the border of the image.

Figure 2: Example line tracking algorithm based on eigenvalues and eigenvectors of the Hessian matrix. (A) Test image with dimensions 200x200 pixels. The test image has a slowly varying background, a straight line, a curved line and randomly added noise. (B) Eigenvectors scaled to their eigenvalues shown in double arrow plot glyphs. (C) Enlargement from B: in the line-like structure the scaled eigenvectors are indeed larger than outside the line-like structures. (D) Result from the line detection algorithm.

2.3.2 Detecting moving line-like structures

To overcome trailing artifacts in the output sequence no temporal filtering should be applied to the moving catheter or guide-wire. Therefore all moving line-like structures need to be detected. The detection of line-like structures in single images, as explained in the previous section, can be applied to the images of the sequence, but also to the frame difference images. In the frame difference image mainly the moving pieces of the catheter are found and in a lesser extend the borders of anatomical structures and organs that are moving (e.g. heart, diaphragm and lung tissue).
In the images from the sequence catheter pieces are detected and in a lesser extend borders of static anatomical structures and organs (e.g., bones). By only selecting line-like structures that are detected in both the input image and the frame difference image, the moving catheter can be selected. Objects in the frame difference images and input images may differ in size; the biggest object is selected to identify the whole catheter instead of only a short moving part. The following visual example demonstrates this process.

2.4 Spatial filtering
Many different spatial filtering techniques exist. The main goal of this application is to preserve the catheter or guidewire. The shape that needs to be preserved is a long elongated structure; therefore an adaptive filter is used. This filter uses a different rotated anisotropic Gaussian kernel for each pixel in the input image. The rotated anisotropic Gaussian kernel used to generate the kernels is defined as

\[
G(x, y, \sigma_x, \sigma_y, \theta) = \frac{1}{\sqrt{2\pi\sigma_x^2}} \cdot e^{-\frac{(x \cos(\theta) + y \sin(\theta))^2}{2\sigma_x^2}} \cdot \frac{1}{\sqrt{2\pi\sigma_y^2}} \cdot e^{-\frac{(-x \sin(\theta) + y \cos(\theta))^2}{2\sigma_y^2}}
\]

where \(\sigma_x\) and \(\sigma_y\) represent the width of the kernel in both directions and \(\theta\) the angle of rotation over which the anisotropic kernel is rotated.

2.5 Temporal filtering
A first order IIR filter is used to temporally filter the image sequences. The output of the IIR filter is the weighted average of an input signal at time \(t\), and the previous output signal:

\[
Y(t) = (1-c)Y(t-1) + cX(t)
\]

where \(X\) is the spatially filtered input image, \(Y\) the output image, and \(c\) the motion mask with values between 0 and 1. The motion mask is 1 for regions where the catheter is moving. In the remaining regions the pixels of the motion mask are between 0 and 1 dependent on the amount of difference between the pixels of successive frames.

2.6 Adaptive filtering
The final step in the process is adaptive filtering. A combination of the temporally filtered frame and the spatially filtered frame will result in the final output:

\[
Y(t) = (1-c)T(t) + cS(t)
\]

with \(Y(t)\) adaptively filtered output frame at time \(t\), \(T\) temporally filtered frame, \(S\) spatially filtered frame and \(c\) motion mask with values between 0 and 1, denoting no motion and motion respectively.
3. RESULTS

3.1 Moving catheter detection
To evaluate the moving catheter detection algorithm 69 successive frames in a dataset were processed and the result was visually inspected. In 22 out of 69 (32%) cases the whole catheter was detected. In only 7 out of 69 (10%) cases no catheter or catheter parts were detected. In the remaining 40 cases (59%) parts of the catheter were detected. In exactly one third of the cases the important tip part of the catheter was detected. See Table 1 for an overview of these results.

Table 1: Catheter detection results

<table>
<thead>
<tr>
<th>Detection result</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full catheter detected</td>
<td>22</td>
</tr>
<tr>
<td>With other structures detected</td>
<td>14</td>
</tr>
<tr>
<td>No other structures detected</td>
<td>8</td>
</tr>
<tr>
<td>Part of the catheter detected, and other structures detected</td>
<td>25</td>
</tr>
<tr>
<td>Of which tip not detected</td>
<td>24</td>
</tr>
<tr>
<td>Of which tip was detected</td>
<td>1</td>
</tr>
<tr>
<td>Part of the catheter detected, and no other structures detected</td>
<td>15</td>
</tr>
<tr>
<td>Of which tip not detected</td>
<td>15</td>
</tr>
<tr>
<td>Of which tip was detected</td>
<td>0</td>
</tr>
<tr>
<td>No parts of the catheter detected, but other structures</td>
<td>6</td>
</tr>
<tr>
<td>Nothing detected</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>69</td>
</tr>
</tbody>
</table>

After the visual inspection of the results it was clear that the catheter algorithm performs better when the guide-wire is still in the catheter. This is caused by the fact that the catheter with guide-wire has a better contrast. In Figure 3(a) one frame is shown in which the catheter was fully detected without detecting other structures. The detection result is shown in white in Figure 3(b).

![Catheter detection image](image)

Figure 3: Catheter detection. (a) Input image with dimensions 960x960 pixels. (b) In white the detected catheter. The full catheter is detected correctly without detecting other structures.
3.2 Filtering
After moving catheter detection and the generation of the motion mask the input image can be filtered. In Fig 4(a) a part from the input image is shown. After temporal filtering shown in Fig 4(b) the noise is reduced and the object, in this case a part of the spine, has an increased visibility.
In Fig 4(c) and Fig 4(d) the input image and corresponding adaptive spatial-temporal filtered image are shown. The adaptive spatial-temporal filtering shows a decrease in image noise and a decrease in visibility of catheter and anatomical structures. Trailing artifacts are not present in this frame. However if catheter detections fails to detected a part of the catheter, trailing artifacts can occur. In that case, temporal filtering is still limited due to the motion mask that has a relative high value at the position of the moving catheter due to the frame difference.

Figure 4: (a) Part of input frame, dimensions 300 squared pixels. (b) Temporal filtered image of the static region shown in (a). (c) Input frame, dimensions 960 squared pixels. (d) Adaptive filtered image of the input image (c). We acknowledge that it is difficult to appreciate the improvement in catheter motion by interpreting these two-dimensional static images. However, in the video playback the difference is dramatically clear.
4. CONCLUSION

Existing techniques have difficulties filtering the image sequences; they suffer from blurring of catheters, especially at the tip, anatomical structures and moving organs such as the heart and lung, some also introduce trailing artifacts. We created a novel algorithm that can filter fluoroscopy X-ray image sequences acquired during endovascular interventions, reducing noise while minimizing spatial and motion blur. This technique preserves the sharpness of the tip of the catheter, which is important for navigation through vasculature during an interventional procedure.

The adaptive spatial-temporal filtering process for fluoroscopy x-ray image sequences was tested for visual quality. The results show that the visibility of anatomical structures and organs is improved due to the temporal filtering, while the moving catheter and guide-wire are preserved and spatially filtered. In addition, there are no trailing artifacts present in the processed image sequences when the catheter is detected successfully. In video playback the results can be clearly seen.

5. FUTURE WORK

The overall adaptive spatial-temporal filtering is promising for fluoroscopic image sequences. The individual steps, spatial filtering, temporal filtering and catheter detection, can be optimized, but the framework connecting these steps gives good results, namely noise reduction, preservation of motion and no introduction of trailing artifacts. Currently an evaluation in which radiologists evaluate the quality of this and other algorithms is set up. The use of a Steerable Dyadic Wavelet Transform [25] is still under investigation.
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