An Unexpected Decline in Spring Atmospheric Humidity in the Interior Southwestern United States and Implications for Forest Fires
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ABSTRACT: On seasonal time scales, vapor pressure deficit (VPD) is a known predictor of burned area in the southwestern United States (“the Southwest”). VPD increases with atmospheric warming due to the exponential relationship between temperature and saturation vapor pressure. Another control on VPD is specific humidity, such that increases in specific humidity can counteract temperature-driven increases in VPD. Unexpectedly, despite the increased capacity of a warmer atmosphere to hold water vapor, near-surface specific humidity decreased from 1970 to 2019 in much of the Southwest, particularly in spring, summer, and fall. Here, we identify declining near-surface humidity from 1970 to 2019 in the southwestern United States with both reanalysis and in situ station data. Focusing on the interior Southwest in the months preceding the summer forest fire season, we explain the decline in terms of changes in atmospheric circulation and moisture fluxes between the surface and the atmosphere. We find that an early spring decline in precipitation in the interior region induced a decline in soil moisture and evapotranspiration, drying the lower troposphere in summer. This prior season precipitation decline is in turn related to a trend toward a Northern Hemisphere stationary wave pattern. Finally, using fixed humidity scenarios and the observed exponential relationship between VPD and burned forest area, we estimate that with no increase in temperature at all, the humidity decline alone would still lead to nearly one-quarter of the observed VPD-induced increase in burned area over 1984–2019.

SIGNIFICANCE STATEMENT: Burned forest area has increased significantly in the southwestern United States in recent decades, driven in part by an increase in atmospheric aridity [vapor pressure deficit (VPD)]. Increases in VPD can be caused by a combination of increasing temperature and decreasing specific humidity. As the atmosphere warms with climate change, its capacity to hold moisture increases. Despite this, there is a decrease in near-surface air humidity in the interior southwestern United States over 1970–2019, which during the summer is likely caused by a decline in early spring precipitation leading to limited soil moisture and evaporation in spring and summer. We estimate that this declining humidity alone, without an increase in temperature, would cause about one-quarter of the VPD-induced increase in burned forest area in this region over 1984–2019.
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1. Introduction

Over the last half century, the southwestern United States (herein referred to as “the Southwest United States” or “the Southwest”) experienced dramatic increases in forest fire activity. One crucial quantity for representing the influence of climate on fire activity in the western United States is vapor pressure deficit (VPD), a measure of atmospheric aridity that quantifies how far from saturated the atmosphere is at a given temperature and humidity, that is, the difference between the saturation vapor pressure of air at a certain temperature $e_s$ and the actual vapor pressure $e_a$. VPD is a skillful predictor of forest fire activity in the western United States on interannual time scales, with more explanatory power for forest area burned in a given year than any other individual climate variable or drought index (Seager et al. 2015; Abatzoglou and Williams 2016; Williams et al. 2019; Jacobson et al. 2022; Williams et al. 2014b). VPD has been climbing significantly in the Southwest over recent decades, largely due to warming and thus increases in saturation vapor pressure $e_s$ (Seager et al. 2015; Zhuang et al. 2021; Chiodi et al. 2021). However, changes in humidity also affect VPD. Williams et al. (2014a) noted the important contribution of a large negative specific humidity anomaly to the extremely high VPD anomaly that corresponded to the anomalous 2011 fire season in the Southwest. Whether the water vapor content of the atmosphere over the Southwest increases or decreases with warming will dampen or augment the temperature-driven increase in VPD and affect fire favorable climate conditions accordingly.
According to the Clausius–Clapeyron relationship, as the atmosphere warms, the water vapor content of the atmosphere would increase at a rate of \( \sim 7\% \text{ K}^{-1} \) provided that relative humidity stays approximately constant and there are no limitations on water availability (Held and Soden 2006). This would slow but not cancel the effect of warming on VPD. Indeed, the water vapor content of the globally averaged atmosphere seems to approximately obey Clausius–Clapeyron scaling in models and observations (Dai 2006; Held and Soden 2006; O’Gorman and Muller 2010; Douville et al. 2022; Simpson et al. 2023). However, it is not well understood to what degree the warming-driven specific humidity increase at Clausius–Clapeyron scaling will hold over land surfaces, particularly over moisture-limited regions such as the southwestern United States. Deviations from Clausius–Clapeyron scaling could arise due to differential warming responses of land and oceans and limited ocean-to-land moisture transport (Byrne and O’Gorman 2015), plant physiological responses to warming (Swann et al. 2016), limited evaporable soil water, and changes in the partitioning of precipitation between evapotranspiration and runoff (Cook et al. 2014; Mankin et al. 2019; Williams et al. 2022). Changes in the atmospheric transport of water vapor from oceans to land surface through circulation changes could also play a role as a result of both external forcings and internal variability (Gimeno et al. 2020). Therefore, diagnosing atmospheric moisture content changes in the Southwest in response to warming is crucial to advance our understanding of hydroclimate change relevant to ecosystems.

Previous work has suggested that near-surface specific humidity may have decreased over recent decades in the Southwest, and that, in particular, specific humidity on the hottest summer days is decreasing (Brown and DeGaetano 2013; Williams et al. 2014a; McKinnon et al. 2021; Chiiodi et al. 2021; Scheff and Burroughs 2023). Since the turn of the millennium, the Southwest has generally shifted into a warmer and drier state, and this increase in aridity coincided with an increase in forest area burned. Temperature increases in the Southwest are largely due to anthropogenic warming, while the decadal decline in precipitation is associated with a shift toward the cold phase of the Pacific decadal oscillation (Lehner et al. 2018; Seager and Hoerling 2014; Seager et al. 2022). The soil moisture decline associated with the precipitation and temperature shift has brought the Southwest into one of the most severe megadroughts in 1200 years (Williams et al. 2020, 2022). The observed exponential increases in burned area in the West and Southwest are linked to increased atmospheric aridity, which can be measured by VPD, and reduced summer fuel moisture, which is driven by these decadal variations and anthropogenic warming (Williams et al. 2019; Abatzoglou and Williams 2016; Westerling et al. 2006; Zhuang et al. 2021).

Within the Southwest, there are two subregions of clearly differing precipitation climatologies that exert control over the seasonality of forest fires: a coastal region and an interior region (Fig. 1). The coastal Southwest includes most of California and has a Mediterranean-type climate (Seager et al. 2019). That is, it receives maximum precipitation from winter storms and very little precipitation in the summer half year. The interior Southwest receives some precipitation from the winter storm track, but also experiences a summer precipitation maximum from the North American monsoon (Douglas et al. 1993; Adams and Comrie 1997; Seager et al. 2022). Forest fires in these two regions each become most active in the respective month that has both minimum precipitation and maximum VPD. In the coastal Southwest, VPD climbs to a peak in July, when precipitation is at a minimum. In contrast, in the interior, monsoon onset and maximum temperature typically occurs in July while maximum VPD, minimum precipitation, and maximum burned forest area occur in June. Burned area in these two regions during the month of maximum burning is affected differently by antecedent climate conditions. Near the coast, anomalously high July burned area correlates with high VPD and low precipitation in the preceding half year, with the highest lag correlation coefficients \((r \sim 0.5)\) for VPD in late spring and summer, and it correlates with high temperatures (represented here by saturation vapor pressure) in the preceding spring and summer [Fig. 1; see Jacobson et al. (2022) for a detailed examination of the relationship between antecedent climate and burned forest area in the coastal region]. In the interior, the correlation between June burned area and high VPD/temperature is notably higher (and statistically significant) in the few months directly preceding and following the June ignitions. Low antecedent humidity (vapor pressure) appears to play a role in winter and late spring into summer \((r \sim 0.3)\), and the correlation with low precipitation increases consistently going into summer. Clearly in each region, some combination of reduced precipitation, low humidity, high temperatures, and high VPD in the preceding months can influence subsequent burned area, although the relationship between burned area with individual climate drivers may not rise to levels of statistical significance for the entire period. Therefore, by examining changes in the seasonal evolution of these variables, we can better understand how the fire-favorable climate landscape has changed in the Southwest over recent decades.

In this study, we examine trends in fire-relevant climate quantities in the interior Southwest, with the particular goal of explaining an observed decline in vapor pressure during the months bridging spring into summer. We first describe recent trends in VPD and its temperature- and humidity-driven components in the entire Southwest in reanalysis data, validating the latter using in situ observations from weather station data (section 3). We then turn our focus to the interior Southwest and characterize the climatological seasonal cycle of surface and atmospheric moisture in the interior using an atmospheric moisture-budget approach as described in Seager et al. (2014) and Ting et al. (2018) (section 4). To explain the decline in lower-tropospheric vapor pressure, we examine trends in these surface and atmospheric moisture budget terms in section 5, and we further investigate the circulation drivers of a spring precipitation decline in the region that contributes significantly to the changing overall surface water balance. Finally, we estimate the contribution of the vapor pressure decline to the burned forest area increase in the interior Southwest in section 6. Our findings are summarized in section 7.

Here, a clarification is necessary regarding our expectations, motives, and conclusions in characterizing and diagnosing these moisture trends in the Southwest. Using the data available to us
from 1970 onward, namely, station observations and reanalyses, both of which have biases, we do not expect quantitative accuracy on the exact magnitude of the declines in atmospheric moisture, soil moisture, precipitation, or evaporation. It is not our intention to account for each gram of water in the atmosphere and land surface without robust observations extending back to the 1970s. Our goal in this work is rather to accurately report the sign of the vapor pressure trend, since our expectation from Clausius–Clapeyron is that $e_a$ should increase with warming. Thus, a decrease in vapor pressure, substantiated by station observations, is notable for its sign alone. Similarly, we use the signs of the trends of other moisture-related quantities
in the atmosphere and land surface to assign a plausible mechanism for the decline in vapor pressure. Consequently, we find it necessary to validate that the signs of these changes (in precipitation, soil moisture, and atmospheric humidity) are robust across multiple datasets in order to support the validity of the mechanism of drying that we argue for here. In the following, we find good agreement among these datasets on a long-term decline in spring precipitation, spring-to-summer soil moisture, and warm-season vapor pressure in the interior that lends confidence to this pathway of atmospheric drying.

2. Data and methodology

a. Burned area data

We use burned area data from the U.S. Forest Service’s Monitoring Trends in Burn Severity (MTBS) product (Finco et al. 2012), which includes fires > 404 ha. The MTBS product from 1984 to 2019 is aggregated to monthly resolution such that burned area of each individual fire is attributed to the month of that fire’s ignition, and we exclude prescribed burns. For forest fraction, we use the forest cover product from the National Land Cover Database (NLCD) (Homer et al. 2012), regridded to 1-km resolution. The NLCD includes eight landcover products from 1992 to 2019. Forest fraction is approximated by assigning each 1-km grid cell with the maximum forest cover fraction of the eight NLCD products, as this represents a best estimate of prefire forest coverage. We then calculate burned forest area in a given region by multiplying forest cover fraction in each grid cell by the 1-km gridded MTBS burned area and aggregating over our chosen region.

b. Climate data

We use monthly means from fifth major global reanalysis produced by the European Centre for Medium-Range Weather Forecasts (ECMWF) (ERA5; Hersbach et al. 2020) for the 1970–2019 period, gridded at 0.25° resolution in longitude and latitude. We use ERA5 for precipitation, 2-m temperature, 2-m dewpoint, surface pressure, evaporation, runoff, soil moisture, winds, specific humidity, geopotential height, energy fluxes, and sea surface temperatures. For the transient terms in the moisture budget calculations, we use 6-hourly data from ERA5 for winds, surface pressure, and specific humidity. Anomalies of these quantities are calculated as deviations from the monthly climatologies over the 1970–2019 period. The 1970–2019 period is chosen for this analysis because ERA5 shows the most consistent agreement with station humidity data in the Southwest and with the atmospheric circulation in other reanalyses over this period.

To define the coastal and interior regions shown in Fig. 1, we use monthly precipitation climatologies from ERA5 over the 1970–2019 period. We define a climatological winter precipitation maximum as a local maximum during any month in November–April that is greater than the climatological precipitation in the two months preceding and following that month, and similarly for defining a summer precipitation maximum but using months May–October. The coastal region is defined as that with only winter precipitation maxima (a Mediterranean climate type), while the interior region is that with at least one precipitation maximum in summer (midlatitude semiarid and steppe climate types). We then smooth the mask with a 1° rolling window in longitude and latitude. For all analysis of the “interior” region in sections 3–5, we use the box 32°–37°N, 104°–114°W, which is almost entirely within the interior region as defined in Fig. 1.

VPD is calculated as the difference between saturation vapor pressure $e_s$ and actual vapor pressure $e_a$, and $e_s$ and $e_a$ are calculated using 2-m temperature and dewpoint temperature following the methods of Seager et al. (2015). Lag correlations between VPD, $e_s$, and $e_a$ and burned area are calculated using centered three-month rolling means of the monthly anomalies, after removing the 1970–2019 trend in both the climate variable and burned forest area time series.

We also compare precipitation and soil moisture data from ERA5 to several additional gridded products. For precipitation, we use the all-network precipitation product from the Parameter-Elevation Regressions on Independent Slopes Model (PRISM; Daly et al. 2008), precipitation from the Climatic Research Unit gridded Time Series (CRU TS; Harris et al. 2020), and the Multi-Source Weighted-Ensemble Precipitation (MSWEP) product (Awange et al. 2019). For soil moisture, we use top 1-m soil moisture from the Phase 2 North American Land Data Assimilation System (NLDAS-2) with the Noah land surface model (Xia et al. 2012) and root-zone soil moisture from the Global Land Evaporation Amsterdam Model (GLEAM), version 3.6a (Martens et al. 2017).

To assess the role of tropical Pacific SST variability in observed Northern Hemisphere circulation trends in section 5, we use the Mantua et al. (1997) Pacific decadal oscillation (PDO) index. The PDO contribution to March precipitation in the interior Southwest is calculated as the product of the regression coefficient of March precipitation onto the March PDO index, and the March PDO index itself. The PDO contribution to the March geopotential height trend is calculated using the regression coefficients and the trend in the PDO.

c. Station data

To validate humidity trends, we use daily 2-m dewpoint temperature from the Integrated Surface Database (ISD; Smith et al. 2011) Global Summary of the Day. From this we choose stations with data spanning 1970–2019 within the western United States (30°–50°N, 100°–125°W). For our analysis we choose to use only stations with relatively continuous data within this period; we define a “complete” season of data from a single station as a 3-month period (DJF, MAM, JJA, or SON) with more than 67 days of data, then choose only those stations with 150 or more “complete” seasons out of the 200 seasons in the 1970–2019 period (≥75% complete). We calculate vapor pressure from dewpoint temperature then aggregate the daily vapor pressure data to monthly means to calculate trends.

d. Moisture budget calculations

We calculate moisture budgets from ERA5 data as in Seager and Henderson (2013). In a steady-state atmosphere, the column-
integrated moisture convergence can be represented as the difference between precipitation $P$ and evaporation $E$:

$$P - E = -\frac{1}{g \rho_w} \nabla \cdot \int_0^h u q dp,$$

(1)

where $q$ is the specific humidity, $u$ is the horizontal wind vector, $p_e$ is the surface pressure, $g$ is the gravitational constant, and $\rho_w$ is the density of water. The column integrated moisture convergence [RHS of Eq. (1)] can also be separated into a monthly mean flow component and a submonthly transient eddy component, represented as

$$P - E = -\frac{1}{g \rho_w} \nabla \cdot \int_0^h u q dp - \frac{1}{g \rho_w} \nabla \cdot \int_0^h \bar{u} \bar{q}' dp,$$

(2)

where the overbar represents monthly means, and the prime represents departures from the monthly mean. Monthly and 6-hourly wind, humidity, and surface pressure data from ERA5 are used for these quantities, with the transient term calculated as the monthly mean of the 6-hourly $u'q'$. We can further break down the mean flow term into three components representing the mean moisture advection, the mean mass convergence, and a surface boundary term, respectively, as follows:

$$-\nabla \cdot \int_0^h \bar{u} \bar{q} dp = -\int_0^h \nabla \cdot \bar{u} \bar{q} dp - \int_0^h (\nabla \cdot \bar{u}) \bar{q} dp - \bar{q} \nabla \cdot \bar{u} \rho_s.$$

(3)

For our purposes, the boundary term is calculated as a residual in (3) as recommended by Seager and Henderson (2013).

We also calculate horizontal moisture convergence by the mean flow at vertical levels over the interior southwest box using the divergence theorem, interpolating ERA5 $q$ and $u$ to a standard 50-hPa resolution from 1000 to 250 hPa, and evaluating $\nabla \cdot q \bar{u}$ over the surface as a closed line integral of $q \bar{u}$ perpendicular to the border of the box at each level.

3. The observed decline in vapor pressure in the Southwest

We first characterize trends in VPD and its two constituent variables, saturation vapor pressure ($e_s$) and actual vapor pressure ($e_a$), in the entire Southwest over the 1970–2019 period. In every season, VPD increases extensively across the Southwest (Fig. 2). This increase is the largest and most widespread in JJA, when the VPD increase exceeds 6 mb (1 mb = 1 hPa) over 50 years in most of the western United States and northern Mexico, in both the coastal and interior regions. The spring (MAM) VPD increase is more concentrated in the interior Southwest, and in comparison, in autumn (SON), the VPD increase spreads westward into the coastal Southwest with maxima over California and the Sierra Nevada. The magnitude and spatial structure of the widespread warm-season VPD increase is largely driven by the increase in $e_s$. Since saturation vapor pressure increases exponentially with temperature, we would indeed expect atmospheric warming to drive this large increase in $e_s$ that contributes to increasing VPD. This increased $e_s$ is observed throughout the western United States in every season. However, we would also expect actual vapor pressure to rise in a warmer atmosphere, yet this is not the case for much of the Southwest, as evidenced in all seasons in Fig. 2. The decline in $e_a$ (on the order of 1 mb over the 50-yr period) is most widespread in JJA but occurs also in MAM in the interior Southwest and in SON in both the coastal and interior Southwest. In these regions and seasons in particular, we observe a VPD increase that is augmented by the humidity decrease and is larger than would be expected from the temperature-driven increase in $e_s$ alone.

Despite being sparse in space and time, data from weather stations in the Southwest corroborate the decline in vapor pressure. Figure 3 shows the monthly evolution and spatial distribution of the $e_a$ trend in the Southwest from both ERA5 and stations. First, for the interior Southwest, here we can clearly see a decline in surface humidity that evolves, beginning in March, intensifying through June, and lingering through November. In the coastal region, there is drying throughout California and Nevada in February, concentrated in Southern California, from August through October. For simplicity in analyzing the interior drying trend using atmospheric moisture budgets, we define a box for the interior west (32°–37°N and 104°–114°W) that encloses much of the spring drying. In general, the magnitudes and signs of the trends in station data are well represented by ERA5.1

Figure 4 shows the $e_a$ trends for each month at each station in the western United States (WUS, 30°–50°N, 100°–125°W) compared to the trend at the closest grid point in ERA5. In the entire WUS region, we find trends toward both increasing and decreasing $e_a$, with 75% agreement between ERA5 and ISD on the sign of the trend at a particular station and a particular month. In the interior box (scatters highlighted in yellow in Fig. 4), most stations and months have a negative $e_a$ trend. When choosing only the trends in the interior Southwest in the months of March–June (scatters with red outline), we see that ERA5 and stations agree that $e_a$ decreased at every station in every month but one. Thus, the decline in vapor pressure in the spring in the interior Southwest from 1970 to 2019 is a striking feature of both weather station data and re-analysis. Given the importance of this quantity to atmospheric drought and fire–climate interactions in this region, this drying tendency deserves a careful diagnosis. In the following sections, we focus on the drying trend in this interior, monsoon region in the months bridging spring into summer, both because these are the months in which antecedent climate is most able to influence forest fire in its most active

1 As shown in Simpson et al. (2023), the Japanese 55-year Reanalysis (JRA-55; Kobayashi et al. 2015) has a decline in surface specific humidity over 1980–2020, smaller than that in ERA5, while the Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-2; Gelaro et al. 2017), has essentially no change in this region, and notably does not assimilate station base humidity or near-surface satellite irradiances. While these re-analysis products disagree on the magnitude of the specific humidity decline in the Southwest, ERA5 agrees most closely with ISD measurements in the Southwest, making it valid to focus on ERA5 here (Simpson et al. 2023).
month (June) in the interior, and also because station data and reanalyses both show an intensification of near-surface drying in this region from March to June that is alleviated once the monsoon onsets in July. To explain the mechanisms behind this decline in \( e_a \), we now turn to a characterization of the climatology and trends in the surface water and atmospheric moisture budgets of the interior Southwest, focusing on the months leading into the summer monsoon season.

4. Climatological seasonal cycle of surface and atmospheric moisture in the interior Southwest

To help understand the changes over time in the regional hydrology, we first consider the climatological state. The interior Southwest has a dual-peaked precipitation regime with a large precipitation peak during the North American monsoon (NAM) in July and August and a less pronounced winter rainy season centered about February (Fig. 5). Evaporation increases from a minimum in December to a monsoon-synced maximum in August. From October to March, which includes most of the winter rainy season, precipitation exceeds evaporation. However, top 1-m soil moisture declines from September to December (perhaps due to vertical moisture transport between soil levels and nonclosure of the surface water budget in assimilation) and only begins to increase again from December to March, lagged about three months from the beginning of the precipitation surplus. Going into summer from March to June, evaporation exceeds precipitation, and top 1-m soil moisture declines. During the monsoon (July and August), precipitation exceeds evaporation, and soil moisture increases lagged about a month from the July onset of the monsoon. Runoff in the region is small in comparison to \( P \) and \( E \), and near zero for all months except for an increase from June into August as the monsoon ramps up, followed by a postmonsoon decrease.

The climatological atmospheric convergence of moisture aligns closely with this surface regime. During the NAM rainy season (July–September), the mean flow converges moisture into the region while transient eddies carry moisture out of
Fig. 3. Trends by month in vapor pressure ($e_a$) in mb per 50 years over the Southwest over the 1970–2019 period from ERA5 (colored shading) and ISD stations (colored scatter points). The box used for analysis of the interior Southwest is outlined in red, 32°–37°N and 104°–114°W.

The region (Fig. 5; note that our calculated moisture budget does not completely close and there is a small residual between $P - E$ and the sum of the mean flow and transient eddy terms.) The column moisture surplus peaks in July and is rained out as the monsoon begins. For the rest of the year, the mean flow and eddies have opposite contributions to the column moisture budget, with the mean flow diverging moisture from the column and the transient eddies converging moisture into the column. When split up into mass convergence by the mean flow, advection by the mean flow, and the residual surface term, we see that the large (~2 mm day$^{-1}$) convergence of moisture by the mean flow in July is predominantly due to orographic lift during the monsoon, as evidenced by the surface term in Fig. 5. This is consistent with recent understanding of the large contribution of orography and upslope winds to North American monsoon rainfall (Boos and Pascale 2021). The mean flow mass convergence is positive throughout the year with a peak in August, while the advection term is a divergence contribution for most of the year and strongest in the late spring to summer.

It is useful to see furthermore where in the column the mean flow is converging moisture throughout the year. To do so we calculated horizontal mean flow moisture convergence ($-\nabla \cdot \mathbf{q}$) in 50-hPa layers of the atmosphere as a closed line integral around the region at each layer. In the top-right panel of Fig. 6, we see the low-level horizontal moisture convergence by the mean winds centered around the monsoon months. From February through October, there is some lower-level convergence of moisture by the mean winds underneath a moisture divergence. When the monsoon begins in July, this upper-level mean flow divergence almost stops entirely as the moisture is both rained out and diverged away by transient eddies (shown
There is ascent in the summer half year, centered around 750 hPa in June and strong subsidence throughout the troposphere in the winter-time. In terms of moisture transport by the horizontal winds, this region experiences weak surface westerlies and stronger flow aloft, with a break in the westerlies in July and August during the monsoon. There is southerly flow for most of the year at the surface and extending up to about 600 hPa in summer, and there are northerlies above 700 hPa from November to March. The picture emerges of moist lower-tropospheric westerly inflow in winter transitioning into strong surface–midtroposphere southerly inflow in the summer monsoon season accompanied by lower-tropospheric ascent.

5. Seasonal evolution of trends in surface and atmospheric moisture

Over the 1970–2019 period, the interior Southwest experienced declines in precipitation, evaporation, runoff (not shown), and soil moisture in the months leading into the monsoon season (Fig. 7). The precipitation trend in January and February was small (<0.1 mm day$^{-1}$ over 50 years), but there was a sharp decline in March (over 0.7 mm day$^{-1}$ over 50 years, compared to an average March precipitation of 0.95 mm day$^{-1}$ and thus a 77% decline). This might correspond to a more rapid shutdown of the winter rainy season in early spring. Negative precipitation trends continue through spring and summer. June, the month with the least climatological precipitation in this region, experienced a 56% decline in precipitation. Evaporation trends by month are consistent with these precipitation changes. In particular, from spring into summer, changes in evaporation seem to be in response to the dramatic March decline in precipitation. The seasonal evolution of the evaporation trends is more monotonic from winter to summer than the precipitation trends, and the evaporation decline is larger than the corresponding decline in precipitation from April to August.

Both surface (0–7 cm) and top 1-m soil moisture decline in every month, with the strongest decline found in April following the sharp March precipitation reduction. This implies that a prior-season precipitation decline is limiting evaporable water in the soil, reducing evaporation in the months following March. The March–June soil moisture decline is well reproduced in other land surface and soil moisture models as shown in Fig. 8, although the magnitude of the decline is largest and possibly overestimated in ERA5 given the closer agreement on the magnitude of the trend and variability between the other two land surface models (NLDAS-Noah and GLEAM). This is consistent, too, with a larger March precipitation decrease in ERA5 compared to other observation-based precipitation products (see Fig. 10). Above the surface, large changes in the column-integrated moisture convergence from the mean flow and transient eddies can further inform about the atmospheric mechanisms involved.
FIG. 5. (top) Monthly climatologies of surface water balance variables (precipitation, evaporation, runoff, and top meter soil moisture); (middle) column-integrated atmospheric moisture budget terms (precipitation minus evaporation, moisture convergence by the mean flow, and moisture convergence by transient eddies); and (bottom) breakdown of the mean flow moisture convergence (mean flow moisture convergence, mass convergence by the mean flow, moisture advection by the mean flow, and a surface term) in the 32°–37°N, 104°–114°W region over the 1970–2019 period. All units are mm day$^{-1}$ except for soil moisture, which is given in meters with the soil moisture axis in red on the right-hand side of the leftmost panel. The months of March–June are shaded in yellow.
in the lower-tropospheric humidity decline. In January and February, when transient eddies are typically converging moisture into the column and the mean flow is diverging moisture out of the column (Fig. 5), both of these terms are weakening compared to their climatological contributions to the moisture budget (Fig. 7). That is, the trend is such that transient eddies converge less moisture and the mean flow diverges less moisture, though the mean flow change is larger. The sharp decline in March precipitation appears to be a result of strengthening climatological moisture divergence by the mean flow. In April through June (AMJ), when climatological $P - E$ is negative, both the mean flow and the transient eddies are converging
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**Fig. 6.** (top left) Monthly climatology of subsidence ($w$), (top right) horizontal moisture convergence by the mean flow ($-\nabla \cdot \mathbf{q}$), (bottom left) zonal moisture transport ($qu$), and (bottom right) meridional moisture transport ($qv$) at pressure levels from 1000 to 250 hPa, in the 32°–37°N, 104°–114°W region over the 1970–2019 period.

**Fig. 7.** Trends by month from January to July over the 1970–2019 period in precipitation, evaporation, moisture convergence by the mean flow, moisture convergence by transient eddies, surface (0–7 cm) soil moisture, and top 1-m soil moisture. Units are mm day$^{-1}$ per 50 years except for soil moisture, which is in mm per 50 years for surface soil moisture and cm per 50 years for top meter soil moisture, with the axis in red on the right-hand side.
more moisture into the column, associated with a trend toward increased $P - E$ during this period. This is because the precipitation declines less than evaporation. The large negative trend in evaporation in AMJ represents a decreased flux of moisture from the surface to the lower atmosphere and is therefore a likely source of the decreased surface $e_a$. This is bolstered by a close spatial match more broadly between the western U.S. regions where evaporation and soil moisture are decreasing and the regions where $e_a$ is decreasing (not shown). This is consistent with the increased column moisture convergence: with a drier lower atmosphere, where the majority of moisture transport occurs, the mean flow moisture divergence will decrease and since horizontal moisture gradients are strengthened, transient eddy moisture convergence will increase. Spatial analysis of moisture flux trends in the Southwest suggest that the transient eddies act diffusively to decrease moisture gradients over this period (not shown), which is in accordance with our understanding from similar analyses of the role of transient eddy moisture convergence in diffusing moisture gradients, including those induced by climate change, over North America (Seager et al. 2014).

We see some evidence of this process occurring in the atmospheric column in Fig. 9. The trends in mean flow horizontal moisture convergence ($-\nabla \cdot \eta u$) and subsidence reflect the mechanism described above. In March, when the precipitation decline is at a maximum, the mean flow diverges moisture in the lower troposphere and there is increased subsidence in the midtroposphere, linked to suppressed precipitation at the end of the winter season. Then, from April through June, the lower-tropospheric mean flow moisture convergence tendency is positive (though weak) as the atmosphere responds to the lower-tropospheric drying by converging more moisture. In terms of horizontal moisture transport, the large decline in March precipitation is accompanied by large declines in the eastward and, to a lesser extent, northward transports of moisture in March.

Thus, the mechanism behind the decrease in spring $e_a$ seems to be as follows: a long-term decline in early spring precipitation in this region leads to a similar long-term decline in evaporable soil water. This causes a decline in evaporation in spring that exceeds the decline in precipitation on monthly scales. In response to the decline in evaporation, the lower troposphere dries out. In response to this drying, the atmosphere converges more moisture into the lower troposphere to partially offset the surface-driven drying, but the column remains anomalously dry and the decline in precipitation is maintained through late spring and summer. Crucially, this mechanism differs from one in which atmospheric humidity declines due to concomitant circulation changes that cause anomalous dry advection into the region, or anomalous subsidence, moisture divergence, and potentially enhanced evapotranspiration throughout the whole spring. What we describe is rather drying where the mechanisms are seasonally dependent, with an important role for surface forcing in late spring and summer, after a change in circulation causes a long-term change in the surface water balance in early
spring. This soil moisture–evapotranspiration-driven drying is similar to the mechanism identified in McKinnon et al. (2021) during hot, dry summers in the broader Southwest.

We now turn to look for circulation drivers of the March precipitation decline. The time series of March precipitation in the interior Southwest is shown for ERA5 and several gridded observational products on the right in Fig. 10. There is good agreement on the interannual variability and trend of March precipitation over this period between multiple datasets, though the ERA5 March precipitation decline is slightly larger in magnitude than in CRU and PRISM (-0.7 versus -0.6 mm day$^{-1}$ per 50 years). This could be related to the larger decline in spring-to-summer soil moisture in ERA5 compared to other land surface datasets (Fig. 8).

The reduction in March precipitation is concurrent with a trend toward an extratropical Rossby wave, dominated by
wavenumber 4, in the Northern Hemisphere that places a high pressure over the western United States as shown by the trend in 200-hPa geopotential height in Fig. 10. The wave trend is relatively barotropic, thus impacting low-level flow too (not shown). The interior Southwest lies along the southern flank of the center of the western U.S. high pressure trend, and the associated increased easterly flow over the mountain ranges of western North America will tend to suppress precipitation on the leeward side of the mountains. Ultimately it is the trend toward this high pressure, as part of an extratropical wave, increased subsidence, decreased zonal moisture transport, and decreased mean flow moisture convergence that drives the decrease in March precipitation.

Previous work has suggested a role for decadal-scale SST variability in the tropical Pacific, namely, the PDO, in influencing wintertime precipitation trends in the Southwest via atmospheric teleconnections (Lehner et al. 2018). By regressing March geopotential height onto March precipitation in the interior Southwest, we see that reduced precipitation in the interior Southwest is associated with a wavelike pattern in the midlatitudes along with twin low pressure anomalies in the equatorial Pacific (Fig. 11, top left). The midlatitude wave pattern and the twin low pressures are significantly different from zero using p values calculated from a two-sided Wald test followed by correction for a false discovery rate of 0.2 (not shown). This indicates that precipitation in the region is likely influenced by both tropical SST variability and other interannual atmospheric variability in the midlatitudes. We can further examine the relevance of the PDO to this height signal by decomposing the precipitation time series in the interior Southwest into a component linearly dependent on the PDO and a residual component linearly independent of the PDO. When we regress $z_{200}$ onto the interior Southwest precipitation that is linearly independent of the PDO, the tropical (PDO-related) signal disappears and the wavelike pattern to the north more closely resembles the trend in Fig. 10 (Fig. 11, top right). The height pattern associated with the PDO itself is shown in the bottom left of Fig. 11, where we see that the negative phase of the PDO is associated with twin low pressure anomalies in the equatorial Pacific and midlatitude high pressure anomalies east of the date line and over the United States, and thus drier conditions in the Southwest. Similarly, we can decompose the $z_{200}$ trend itself into its PDO- and non-PDO-related contributions (Fig. 11, bottom right). Since the trend in the March PDO index over 1970–2019 is very small, the contribution of the trend in the PDO to the $z_{200}$ trend is also small (less than 30 m over 50 years), and the non-PDO-related $z_{200}$ trend closely resembles the variability associated with low non-PDO-related precipitation in the interior Southwest. While the PDO in this season likely influences precipitation in the interior Southwest in March, there is clear evidence of a trend toward an atmospheric circulation pattern independent of the PDO, which is in turn related to the precipitation decline in the interior Southwest.

What then could be driving the clear stationary wave trend in March? An anomalous stationary wave could arise from a change in the forcing, either thermal or orographical (Held et al. 2002; Wills et al. 2019). Figure 12 shows the trends in meridional winds and vertical velocity in March over the North Pacific averaged over 30°–40°N, along with the trends in surface heat fluxes and sea surface temperature (SST) by longitude. Precipitation across the North Pacific is largely consistent with the circulation patterns: where there is more upward vertical motion and advection of warm moist air from the south, precipitation increases, and vice versa for regions of decreasing precipitation. There is an increase in SSTs west of the date line, which could at first appear to be a source for thermal forcing of the wave. However, the upward latent and sensible heat fluxes decrease in this same region, and the turbulent fluxes tend to increase where the precipitation is reduced. This implies that the surface ocean is in fact responding to

$2$ The sign of the March PDO trend differs based on PDO index used. While here we use the PDO index as in Mantua et al. (1997), where the trend is slightly positive, the trend in the National Oceanic and Atmospheric Administration (NOAA) National Centers for Environmental Information (NCEI) PDO index over this period is small but negative. This does not affect our overall conclusion that the PDO contribution to the $z_{200}$ trend is small.
the atmosphere, with, for example, southerly flow enhancing moist advection inducing precipitation, suppressing surface turbulent heat fluxes, and warming SSTs. That is, the SSTs appear to be responding to, not forcing, the wave pattern. Thus we speculate that this wave arises from a change in circulation patterns perhaps due to a change in the mean flow field through which a forced wave propagates, or from changes in eddy-mean flow interactions, or diabatic heating elsewhere, rather than from a local change in diabatic heating in the extratropical Pacific or from decadal-scale Pacific SST variability, but understanding the exact forcing mechanism is outside the scope of the current study.

6. Contribution to June burned area increase

We can see qualitatively from the positive relationship between VPD and burned area (Fig. 1) and the definition of VPD as $e_s - e_a$ that declining vapor pressure should tend to increase burned area for a given change in temperature. We can further compare the effects of declining vapor pressure and increasing saturation vapor pressure on June burned forest area in the interior Southwest. Since the adherence of vapor pressure scaling to Clausius–Clapeyron in a warming atmosphere relies on relative humidity remaining approximately fixed, we compare these to burned area predicted in fixed relative humidity scenarios.

First, we calculate the slope ($a$) of the linear regression between anomalies of the natural logarithm of June burned forest area and anomalies of March–July (MAMJJ) VPD, with anomalies calculated from the 1984–2019 mean (Fig. 13, right). The regression intercept is zero by design. To represent the effect of increasing VPD over the 1984–2019 period on log of June burned forest area $\ln(BA_{\text{pred}})$, we calculate the least squares best fit line through the nondetrended MAMJJ VPD anomaly $\bar{V}_{\text{PDMAMJJ}}$ and multiply this by $a$:

$$\ln(BA_{\text{pred}}) = a \times \bar{V}_{\text{PDMAMJJ}}.$$  \hspace{1cm} (4)

This uses the relation between VPD and log of burned area to convert the trend in VPD to a trend in log of burned area. The

---

3 The strong relationship between burned forest area and VPD in the Southwest ($r = 0.78$ in this region for these seasons) is driven largely by covariability in the high-frequency interannual variations of the two quantities rather than coincidental trends. In the western United States, the relationship between log of burned area and VPD appears to have been stable over recent decades, and a similar approach of modeling burned area using VPD, trained on only twentieth-century data, was well able to predict the increase in burned area in the 2000s (Williams et al. 2019; Abatzoglou et al. 2021; Turco et al. 2023). Thus, we are confident that the strong correlation between VPD and burned area represents a mechanistic link and is not due simply to coinciding trends.
For various VPD scenarios (observed $e_v$ and $e_c$, fixed $e_v$, fixed relative humidity, and fixed $e_c$), the slopes of the linear increase in MAMJJ VPD in the interior southwest from 1984 to 2019 (red bars; mb), and associated modeled June burned forest area increases (blue crosses; km$^2$). The error bar on the fixed relative humidity bar represents one standard deviation within the 46 RH scenarios used. Percentages represent the percent of the average value of the burned area increase with respect to the increase modeled using observed VPD. (right) The anomaly of the natural log of June burned area in the interior Southwest vs the MAMJJ VPD anomaly for each year from 1984 to 2019. Scatters are colored by year, with more recent years darker red. The red line represents the linear fit, used to estimate changes in June burned area from changes in MAMJJ VPD.

VPD-predicted log of burned area can then be calculated by adding back the observed mean log of burned area $\ln(BA_{obs})$:

$$\ln(BA_{pred}) = \ln(BA_{pred}) + \ln(BA_{obs}),$$

which ensures the mean of the predicted burned area equals the mean of observed burned area.

This is also done for a set of alternative MAMJJ VPD anomaly time series (VPD$_{MAMJJ}$) in three scenarios: 1) fixed vapor pressure and actual saturation vapor pressure, 2) fixed relative humidity and actual saturation vapor pressure, and 3) fixed saturation vapor pressure and actual vapor pressure. For the fixed relative humidities, each RH$_{MAMJJ}$, we use is one of the 46 possible 5-yr averaged relative humidities from the 1970 to 2019 period. This is done to capture a realistic range of possible fixed relative humidity scenarios. For the fixed $e_v$ and $e_c$ scenarios we use their climatological values in MAMJJ over 1970–2019 (using different values for these will not affect the slope of VPD trends due to their linear relationships to VPD). For each alternative scenario the VPD anomaly is calculated by removing the 1984–2019 mean (for consistency with the VPD values used to calculate their regression slope $a$). We then use the linear least squares fits to the VPD$_{MAMJJ}$ time series (VPD$_{MAMJJ}$) and the relationship in Eqs. (4) and (5) to estimate the logarithm of June burned forest area in the alternative scenarios $\ln(BA_{pred})$:

$$\ln(BA_{pred}) = a \times \text{VPD}_{MAMJJ} + \ln(BA_{obs}).$$

To calculate the change in observed burned area we use an exponential fit to the observed burned area time series and take the difference between the 2019 and 1984 values of the exponential model, giving an increase of 528 km$^2$. To calculate changes in burned area predicted by VPD and the three different VPD’ scenarios, we exponentiate $\ln(BA_{pred})$ and $\ln(BA_{obs})$ as in Eqs. (4) and (5) to get the difference between the 2019 and 1984 values.

The estimate of the VPD-induced change in observed June burned forest area (leftmost blue cross in Fig. 13) accounts for about two-thirds of the observed change in burned area (345 km$^2$ compared to the observed change of 528 km$^2$) indicating that non-VPD factors, such as other climate variables, land-use and land-cover change, and other influences, have contributed to the increase in burned area. The linear increase in VPD over 1984–2019 was 3.21 mb (leftmost red bar in Fig. 13). In the fixed relative humidity case, we average the 46 values of the linear increases in VPD to get the mean and show this together with the standard deviation in Fig. 13. In the fixed relative-humidity scenario, VPD increased by 1.58 mb. Notably, the contribution to the linear increase in VPD from the humidity change relative to fixed relative humidity (1.63 mb) is therefore larger than the contribution that would arise from rising saturation humidity under fixed relative humidity assumptions (1.58 mb). In the fixed vapor pressure case, VPD increases by 2.30 mb, and in the case where no warming (i.e., saturation vapor pressure increase) occurs, VPD still increases by 0.9 mb.

We find that the change in burned area in the alternative scenarios reproduce 64% (fixed $e_v$), 41% ± 2% (average fixed RH), and 23% (fixed $e_c$) of the VPD-induced burned area increase. Even in the counterfactual scenario where no increase in temperature occurs, burned area increases due to

Note that the fixed $e_v$ and fixed $e_c$ percentages do not add up to 100% due to the nonlinearity of the modeled burned area. Thus, we are not separating the observed VPD-induced burned area increase into its temperature and humidity components, rather we model these alternative scenarios for a baseline of possible burned area change in different cases.
the decline in humidity. Thus the decline in vapor pressure has likely contributed significantly to the magnitude of the burned forest area increase in the interior over 1984–2019.

7. Conclusions and discussion

Here, we have identified various fire-favorable antecedent climate drivers of summer forest fire in the interior and coastal southwestern United States. We then examined a decline in lower-tropospheric vapor pressure for specific months in both the coastal and interior Southwest from 1970 to 2019. Turning our focus to the interior drying in the months bridging spring into summer, we explained the contributions to such a humidity decline, parsing out the various roles of surface processes, atmospheric dynamics, and seasonality. We traced the mechanism behind this regionally and seasonally specific lower-tropospheric drying to a trend in the large-scale circulation in early spring that affects the surface water balance in later months via a precipitation deficit. Our main conclusions are as follows:

- There is good agreement between reanalysis and station data that vapor pressure $e_a$ has decreased in various parts of the western United States in every season from 1970 to 2019. There is even better agreement that one primary region and time where this drying is occurring is in the interior Southwest during the months of March–June. Regions and seasons where vapor pressure is decreasing see an amplified increase in VPD compared to the warming-driven increase alone.

- Climatologically, the interior Southwest receives maximum precipitation in July from the North American monsoon, but also receives precipitation in winter months from the storm track. This drives an evaporation seasonality that peaks in the summer during the monsoon. During the monsoon months (July, August, and September), the mean flow converges moisture into the column mostly through orographic lift and mass convergence, while transient eddies diverge moisture. During the rest of the year, transient eddies converge moisture into the column and the mean flow diverges moisture away through advection and subsidence.

- The lower-tropospheric drying trend in this region is driven by a perturbation of this water balance. A long-term reduction in precipitation, primarily in March, decreases the amount of water in the soil that is available to evaporate into the lower atmosphere in the following months. This decreased evaporation is the most likely cause of the observed lower-tropospheric drying. In response to the reduced evaporative flux into the atmosphere, the circulation converges more moisture via the mean flow and transient eddy moisture convergences.

- The negative trend in March precipitation over the interior Southwest from 1970 to 2019 is a robust feature of precipitation observations. The March precipitation trend is associated with a significant trend toward an extratropical wave-number-4 stationary wave that places a high pressure trend over the western United States and drying easterlies over the interior Southwest region. This wave is likely not forced by diabatic heating over the extratropical Pacific or decadal-scale Pacific SST variability but rather some other change in circulation.

- Using the observed exponential relationship between VPD and burned forest area, we estimate that with no change in vapor pressure, the temperature increase alone would lead to an increase in VPD-induced burned area equal to 64% of the observed VPD-induced burned area increase over 1984–2019. In fixed relative humidity scenarios, the associated burned area increase would equal 41% of the observed VPD-induced burned area increase. In a scenario with no change in temperature at all but with the observed decline in vapor pressure, the humidity decline alone would lead to a burned area increase equal to 23% of the observed VPD-induced increase in burned area.

While we have traced the mechanism behind the drying trend in the interior Southwest to a change in the large-scale atmospheric circulation in early spring, several matters remain to be investigated regarding these decadal-scale changes. It needs to be determined what the relative roles of natural climate variability and anthropogenic forcing are in causing the circulation changes that reduce late winter/early spring precipitation in the region. Here, we have described in detail the circulation patterns, precipitation and soil moisture trends that have contributed to the observed humidity decline within the interior Southwest. From the results of Simpson et al. (2023), which suggests that arid and semiarid regions of the world are not showing a rise in specific humidity on average, it appears that there may be two factors at play that have allowed the Southwest to exhibit such a substantial vapor pressure decline. As we have outlined here, the region has experienced a precipitation decline. This, combined with the assessment in Simpson et al. (2023) that a Clausius–Clapeyron rise in specific humidity over arid and semiarid regions is not occurring, has allowed the Southwest to experience a substantial vapor pressure decline under this precipitation trend, despite the rising temperatures.

In the bulk of this study, we have only examined the causes of this drying trend in the interior Southwest during the months leading into summertime. However, a negative vapor pressure trend is observed in other parts of the western United States during other seasons, for example, the coastal drying in California that intensifies in autumn. Simpson et al. (2023) show that over the 1980–2020 period in the Southwest, the $e_a$ decline is relatively consistent year-round when expressed as a percentage of the climatological $e_a$. In all of the regions in the western United States with decreasing rather than increasing vapor pressure, the observed decadal time scale drying likely has encouraged forest fire activity. Record-breaking wildfire seasons in the West, usually associated with anomalously high VPD driven by high temperatures, have been found to coincide with anomalously high VPD driven by low atmospheric moisture (Williams et al. 2014a). It is also becoming increasingly clear that, due to the exponential response of burned forest area to VPD, record-breaking wildfire seasons do not necessarily require record-breaking anomalies in VPD, temperature, or atmospheric moisture (Juang et al. 2022). Therefore, it is essential from a fire-risk standpoint to 1) identify forest-fire-prone regions in the West where vapor pressure is decreasing (rather than increasing as
expected by Clausius–Clapeyron) and thus contributing to the warming-driven increase in VPD; 2) understand the mechanisms in the land surface, atmosphere, and perhaps ocean, behind the near-surface atmospheric drying; and, more broadly, 3) understand why the average change in specific humidity over arid and semiarid regions is near zero despite the warming atmosphere.
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