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Abstract

Causality Inference Between Time Series Data and Its Applications

Siyuan Chen

Ever since Granger[2] first proposed the idea of quantitatively testing the causal relationship between data streams, the endeavor of accurately inferring the causality in data and using that information to predict the future has not stopped. Artificial Intelligence (AI), by utilizing massive amount of data, helps to solve complex problems, whether they include the diagnosis and detection of disease through medical imaging, email spam detection, or self-driving vehicles. Perhaps, this thesis will be trivial in ten years from now. AI has pushed human kind to reach the next technological level in technology. Nowadays, among most machine leaning inquiries, statistical relationships are determined using correlation measures. By feeding data into machine learning algorithms, computers update the algorithm’s parameters iteratively by extracting and mapping features to learning targets until the correlation increases to a significant level to cease the training process. However, with the increasing developments of powerful AI, there is really a shortage in exploring causality in data. It is almost self-evident that "correlation is not causality"[1]. Sometimes, the strong correlation established between variables through machine learning can be absurd and meaningless. Providing insight into causality information through data, which most of the machine learning methods fall short to do, is of paramount importance. The subsequent chapters detail the four endeavors of studying causality in financial markets, earthquakes, animal/human brain signals, the predictivity of data sets. In Chapter 2, we further developed the concept of causality networks[11] into higher order causality network. We applied
these to financial data, and tested their validity and ability to capture the system’s causal relationship. In next Chapter 3, We examined another type of time series-earthquakes. Violent seismic activities decimate people lives, and destroy entire cities and areas. This begs us to understand how earthquakes work and help us make reliably and evacuation-actionable predictions. The causal relationships of seismic activities in different areas are studied and established. Biological data, specifically brain signals, are time series data and their causal pattern are explored and studied. Different human and mice brain signals are analyzed and clustered in Chapter 4 using their unique causal pattern to understand different brain cell activity. Finally, we realized that the causal pattern in the time series can be used to compress data. A causal compression ratio is invented and used as the data stream’s predictivity index. We describe this in Chapter 5.
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Introduction

The work for this dissertation consists of five parts, with a focus on inferring the causal relationship between time series data. These five parts include Chapter 1, which consists of the basic introduction of concepts, and the other four chapters of research that uncover the causality in various data streams. From earthquakes to financial time series, from mice brain signals to human brain signals. The research of the present study includes two important elements in machine learning: time series data and causality.

As Heraclitus once said, No man ever steps in the same river twice, for it is not the same river and he is not the same man.[121] Nothing is always static. In fact, every stream of data is dynamic. To capture change and temporal memory of time series data is important in understanding the dynamic of the system that produces the data stream. Today, within machine learning, which is the backbone of artificial intelligence, correlation measures are used to discern statistical relationships between observed variables in almost all branches of data-driven scientific inquiry. However, what we are interested in is the existence of causal dependence as it grants us, at least partially, the ability to reason. Statistical tests for causality are significantly harder to construct; the difficulty stemming from both philosophical hurdles in making precise the notion of causality and the practical issues of obtaining an operational procedure from a philosophically sound definition. Specifically, designing an efficient causality test that may be carried out in the absence of restrictive presuppositions on the underlying dynamical structure of the data at hand, is non-trivial. Nevertheless, the ability to computationally infer statistical *prima facie* evidence of causal dependence may yield a far more discriminative tool for data analysis compared to the calculation of simple correlations.

Chattopadhyay and Lipson [11] established a method to calculate the first order causality be-
between two time series, and further, if one applies this method to pairs of time series, a first order causality network will be formed.

In Chapter 2, we propose a new non-parametric unsupervised framework to infer the higher order causality between quantized time series without making any restrictive assumptions and requirements of prior knowledge of the data. Our model employs the notion of Granger causality but in a quantitative way, which allows us to compare different levels of casualties instead of simple binary statistical tests. Furthermore, our approach demonstrates the dynamic structures between inferred models, which help to construct a deeper understanding of the causal relationship. By implementing our model in Global Industry Classification Standard financial market indexes and cryptocurrency trading data, we show that our method captures well the higher order causal relations between financial time series and also produces deeper interpretations of the results.

After we developed a higher order causality network, other paramount time series problems caught our attention—earthquakes. To be able to reliably predict earthquakes is the holy grail of geology, as large magnitude earthquakes are devastating and the importance of understanding the dynamic and causal relationships of earthquakes as a global activity is self-evident. Earthquake data, as very sparse and highly biased time series, is not easy to process. Essentially, it requires identifying extreme events (large magnitude) out of biased data sets which is dominated by ordinary events (no activities). We examined how large magnitude earthquakes would possibly interact with each others from a data-driven perspective. The present research provides this perspective in the hopes that further research can better predict future earthquakes.

We confirm long-range and long-delay causality effect between seismic events in Middle America Trench and California regions from a data-driven perspective in Chapter 3. Statistical causality was determined using probabilistic finite state automata on historical catalogs of those regions, without recourse to any prior assumption or geophysical knowledge. Pairs of these probabilistic models, with different time delays, were used to assess Granger causality between time histories recorded in these two areas. The analysis revealed that seismic activities of these two regions are linked by around 6 year delay. This finding has an ROC area of 0.62, a value unlikely to happen by
chance, and a confidence level of 99% calculated when compared to coarsely shuffled data streams. These findings corroborate the early conjectures [36] regarding a long-delay relationships between these two particular areas. We suggest that such an analysis can complement geophysical models, and by repeating this analysis exhaustively over the entire planet, we can find a causal network of additional hidden delayed relationships.

Aside from inferring the causal relationship between earthquakes, the same modeling method can be further developed and applied to classify chaotic time series **without** requiring prior knowledge. Chattopadhyay and Lipson [13] used this classification method to differentiate the epileptic seizures signals from normal ones, detecting heart murmurs etc. There is no reason to stop us from applying this method to other signals, such as braincomputer interface(BCI) and all related work is compiled in Chapter3.

BCI is not democratic. Years of training and field research are needed to achieve the a high level of expertise using even the most popular algorithms, which also often requires multiple streams of neural data. We demonstrate how both expert and novice users can use the data-smashing algorithm to classify neural signals of different kinds. To demonstrate, we apply this unsupervised method to distinguish index finger versus thumb movements from the data from a single ECoG electrode, and cluster mice brain activity levels from the Allen Brain Observatory. This is proof-of-principle of a new era in BCI wherein users with minimal field-knowledge and single/modest data streams can obtain classification results that meet and exceed the accuracy of expert users using algorithms that require predefined features, large datasets for training, or multiple data streams.

After processing numerous time series data, figuring out their causal relationship, and dealing with classification problems, we discovered that the temporal pattern captured and used in the previous problems can also be used to condense the information in time series; thus, further helping to compress the data. Subsequently, an index is created using the causal pattern to indicate the predictability of one time series.

In Chapter 5, we propose a new non-parametric distribution-free framework to estimate the time series dataset predictivity without making any restrictive assumptions or needing prior knowl-
edge of the data. Our model is based on previous work called data smashing to calculate the similarities between two time series. By implementing our model in synthetic and Global Industry Classification Standard financial market indexes data, we show that our method performs better than other predictivity estimators because of its ability to capture the temporal memory pattern in the time series.
Chapter 1: Thesis related Basic concepts

1.1 Time Series

A time series is a series of data points recorded in a timely manner. Most commonly, a time series is a sequence of discrete-time data taken at successive fixed length time steps. Examples of time series are open-close-high-low value of equity prices, earthquake actives in the past years, and biology signals.

1.2 Granger Causality

Granger causality is a statistical concept of causality that is based on prediction. According to Granger causality, if a time series X1 "Granger-causes" (or "G-causes") a time series X2, then the past information of X1 should contain information that helps predict X2 without using the past information of X2.

1.3 Data Quantization

In digital signal processing, quantization is the process of mapping input values from a continuous signal to a discrete signal, with a finite number of elements.

1.4 Receiver Operating Characteristics and Area Under Curve

A receiver operating characteristic curve, or ROC curve, is a graphical illustration of the diagnostic ability of a binary classifier system as it changed its discrimination threshold.

The ROC curve is constructed by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. The true-positive rate is also known as sensitivity, recall
or probability of detection in machine learning. The false-positive rate is also known as the fall-out or probability of false alarm.

The area under the curve (AUC) is equal to the probability that algorithms correctly classify a randomly chosen positive instance as higher than a randomly chosen negative one.

1.5 Cardinality

In mathematics, the cardinality means a measure of the number of elements of the set. For example, the set \( \emptyset = \{2, -1, 70, 0.2\} \). \( \emptyset = \{2, -1, 70, 0.2\} \) contains 4 elements, and therefore set \( \emptyset \) has a cardinality of 4.

1.6 PFSA

A probabilistic automata, syntactically, is a directed graph whose edges are labeled alphabetically, and the associated transition probabilities. A probabilistic automata with a finite number of nodes (in its minimal description) is a Probabilistic Finite State Automata (PFSA). Formal definition please refer to [21].

1. Identification of -synchronizing string \( x_0 \): Construct a derivative heap using the observed traces with maximal length set as \( \log(1/\epsilon) \) where \( \epsilon \) is the cardinality of the alphabet. For example, for a trinary string (=3), and \( \epsilon \) set as 0.12, then the traces maximal length is calculated as \( \log_3(1/0.12) = 2 \).

The observed traces within this length are null, 0, 1, 00, 01, 10, 11. A derivative heap[21] is the set of probability distributions over cardinality for the subset of strings, which are the observed traces. For example, we calculate the traces tail 0/1 frequency ratio of all the observed traces within the length of 2 in the previous example: null,0,1,00,01,10,11.

Then we use all the tail frequency ratios to approximate probability distributions by treating the set of frequency ratios as the derivative heap. We then identify a vertex of the convex
hull for the heap, via any standard algorithm for computing the hull. Choose $x_0$ as the synchronizing string to map to this vertex.

2. Identification of the transition function: We generate transition functions as follows:

   (a) Initialize the set $Q$ as the state $q_0$, set $x_0$ as $q_0$'s string identifier and its tail frequency ratio as state probability distribution.

   (b) Then we create a tree structure and set $q_0$ as the root and compute for each trace from that roots tail frequency ratio. If a state $q$ exists, the uniform norm of its and the existing states probability distribution is smaller than $\epsilon$, then we merge the state $q$ into the existing state, if not, we define $q$ as a new state.

   (c) The process terminates when a new state is no longer being defined anymore.

   (d) Then, if necessary, we ensure strong connectivity using Tarjans algorithm

1.7 XPFSA

A crossed automata has an input alphabet and an output alphabet, a crossed automata model a finite state probabilistic transducer, that maps strings over the input alphabet to a distribution over set of finite strings over the output alphabet. It is important to remember that these alphabets need not be identical with respect to their elements or their cardinality. Formal definition please refer to [11].

We perform two steps to train XPFSA which infers the strongly connected minimal realization (a detailed description of the algorithm can be found in [11]):

1. Identification of -synchronizing string $x_0$: Construct a cross-derivative heap using the observed traces with maximal length set as $\log(1/\epsilon)$ where $\epsilon$ is the cardinality of the alphabet. For example, for a binary string ($=2$), and $\epsilon$ set as 0.05, then the traces maximal length is calculated as $\log_2{1/0.17}=4$. The observed traces within this length are null, 0, 1, 00, 01, 10, 11, 000, 001, 010, 011, 100, 101, 110, 111, 0000, 0001, 0010, 0011, 0100,
Figure 1.1: An example of PFSA from Chapter 2, Figure 2.5.

0101, 0110, 0111, 1000, 1001, 1010, 1011, 1100, 1101, 1110, 1111. A cross-derivative heap is the set of probability distributions over cardinality for the subset of strings, which are the observed traces. For example, we calculate the trace Bs tail 0/1 frequency ratio of all the observed traces A within the length of 4 in the previous example, the strings are: null, 0,1,00,01,10,11,000,001,010,011,100,101,110,111,0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111, 1000, 1001, 1010, 1011, 1100, 1101, 1110, 1111. Then we use all tail frequency ratios to approximate the probability distributions by treating the set of frequency ratios as a cross-derivative heap. We then identify a vertex of the convex hull for the heap, via any standard algorithm for computing the hull. Choose x0 as the -synchronizing string mapping to this vertex.
2. Identification of the transition function: We generate transition functions as follows:

   (a) Initialize the set Q as state q0, set the x0 as the q0s string identifier and its tail frequency ratio as the state probability distribution.

   (b) Then we create a tree structure and set q0 as the root and compute for each trace from that roots tail frequency ratio. If a state q exists, the uniform norm of its and existing states probability distribution is smaller than , then we merge the state q into an existing state, if not, we define the q as a new state.

   (c) The process terminates when a new state is no longer being defined.

   (d) Then, if necessary, we ensure strong connectivity using Tarjans algorithm

1.8 Data Smashing

Data smashing involves two data streams and includes three steps (see Figure 1): First, raw data streams are quantized by converting the continuous value to a string of characters or symbols. The simplest example of such quantization is where all positive values are mapped to the symbol 1 and all negative values to 0, thus generating a string of bits. Next, we select one of the quantized input streams and generate its anti-stream. Finally, we smash this anti-stream against the remaining quantized input stream and measure what information remains. The remaining information is estimated from the deviation of the resultant stream from flat white noise (FWN). For the formal definition, please refer to [13].

Data-smashing algorithm

The following briefly describes the data smashing procedure to calculate the similarity distance between a pair of signals.

1. Raw signal quantization

Continuous raw signals will be quantized into discrete stream of symbols. In this specific case, we mapped all the values above the 50th percentile of raw signals as ‘1 and the rest as ‘0.
2. **Identify the anti-stream**

   Algorithmically invert one of the quantized streams into its anti-stream which contains the ‘opposite statistical information.

3. **Smash quantized signal with its anti-stream**

   Each stream will be ‘smashed to the anti-streams of all other streams so that their similar statistical structure will be cancelled, leaving the statistical difference only, which will be calculated as a number bounded between 0 and 1 (this represents the probabilistic distance or dissimilarity).

   It is important to note that since data-smashing is an unsupervised method, it does not need the data to be labeled. The pictorial depiction of the data smashing process is shown in Figure. 1.3 and more detailed information on the Data-smashing algorithm is provided in [13].

   If the inverted copy of one stream can annihilate the statistical information contained in the other then we can claim that two sets of time series have the same underlying generative process without explicitly knowing or constructing the models themselves. In [13], this property is called information annihilation.
Figure 1.2: An example from Chapter 1, Figure 2.9
Figure 1.3: A detailed Algorithms for Data Smashing Stream operations, Chattopadhyay, Ishanu, and Hod Lipson. Reproduced from [22]
Chapter 2: Higher Order Causality and Causality Network

Numerous statistical tests are derived to examine whether correlation exists between variables, as well as to what degree they are correlated. Naturally, the next question we need to ask is whether or not this correlation implies causation’ [1]. How do we test for causality?

Granger causality is a well-established statistical concept for describing causality based on prediction. One variable X1 is said to Granger-cause or G-cause another variable X2 if and only if past values of X1 contain information that helps to predict X2 above and beyond the information contained in past values of X2 alone [2]. Many past studies have explored first-order Granger causality and the Granger causality between multiple time series [3,4,5,6,7]. However, only a few have examined higher order causality relationships [8,9].

There are two ways to define higher order causality. One is by looking at the higher order statistical moments, for example, whether one signal can predict the variance or volatility of another signal, rather than predicting the signal itself. This definition of higher order causation is still only applicable only to pairs of data streams (or between a data stream and its own past).

A second definition of higher causation order is to look at causation between three or more streams. Here, we define second order causation as the degree to which one data stream affects the causation between two other data streams.

Prior work mostly focused on variance prediction based on variance of the original signal. By utilizing the Granger causality definition, one variable X1 second-order Granger-causes the other, if X1 conditional variances past information can facilitate predicting X2s conditional variance in the future [10]. Many previous studies employ autoregressive models that require an assumption of the order of the model, parameter estimation etc. Moreover, no higher order moments beyond second order have been explored in these frameworks. Skewness (third), kurtosis (fourth), as well as higher degrees all possess clear statistical meaning and interpretations.
Here, we focus on the latter definition of higher order causation which is essentially causation of causation. We present a novel non-parametric approach to construct generalized probabilistic automata without a priori knowledge of the structure and parameters [11]. In addition, we show that the causality network with a higher order can be inferred.

This chapter is organized as follows. Sections 2 and 3 reviewed the past literature, and provide motivation. An overview and discussion of our approach is explained in Sections 4 and 5. Section 6 summarizes the results. Final conclusions are provided in Section 7.

2.1 Related Work

In this section, previous works on higher order causality are reviewed. Almost 20 years ago, Cheung et al [10] developed a two-stage procedure to test causality in variance. The paper estimates the parameters of univariate time-series models and then uses cross-correlation function to test noncausality in variance. Woniak et al [8] proposed a condition for second-order Granger non-causality of a family of GARCH models, and a Bayesian testing procedure of the conditions for Granger non-causality in the conditional mean and non-causality in the conditional variance processes. The generalized autoregressive conditional heteroskedasticity (GARCH) process, which was developed in 1982 by Robert F. Engle, an economist and 2003 winner of the Nobel Memorial Prize for Economics, is used to estimate the volatility in financial markets [8].

In [8], fourth-order moments of time series are assumed. In [9], the author focused on the relationship between causality in mean and causality in variance by using Monte Carlo simulations in the context of Vector autoregressive models (VAR). Furthermore, in [12] [18] [19], the authors extend the notion to a multivariate GARCH model and link it to strong, semi-strong and weak GARCH processes.

Parametric restrictions are derived as conditions to analyze system variables. [18] also proposed a Bayesian testing procedure to evaluate the non-causality hypothesis. However, the assumption that higher-order moments of processes is present is still a requirement. By using one type of multivariate GARCH model and exploiting causality in variance of the source, [20] tried to
explain the generating process of the EEG/MEG signals. Most of the paper focused only on studying the variance the second order causality between time series, and they are almost all parametric and model-based.

2.2 Motivation

Chattopadhyay and Lipson[12] proposed a nonlinear (non-parametric) modeling approach using PFSAs to calculate self-causal relationships for ergodic and stationary quantized stochastic processes. At least one contribution of their work [11,12] explore what insight a generative non-linear model of self and cross dependence that was distilled from the data at hand can offer.

Specifically, Chattopadhyay and Lipson[12] offered a quantitative way of measuring the degree of causal influence that exceeds simple binary hypothesis testing, without any prior knowledge and presumption of model structure. In the paper, the degree of causation is referred to as a coefficient for causal dependence in the paper. Before that work [11,12], most of the state of the art techniques, such as the Hiemstra-Jones (HJ) test [13] which is also a non-parametric approach, have been set up in a way to detect the existence or non-existence of a causal relationship, i.e., the framework of a classical binary hypothesis testing.

The quantitative way provided by Chattopadhyay and Lipson[12] shed light on a way to infer the different degrees of a causal relationship between a pair of data streams using stochastic modeling.

The comparison between the different degrees of causal dependence generated by the different dynamic causal structures inspired a new signal classification algorithm called data smashing [13], which allows us do classification in a plug and play style without any domain knowledge and data preprocessing.

It is natural to attempt to extend this idea to second and higher orders. The aim of this paper is to set up the framework for second order causality inference and test our approach by using a toy problem and two real world datasets. We focus on econometrics as our primary application.

Various kinds of Granger causality tests have been proven successful in econometrics, includ-
ing the discovery of nonlinear causality between stock returns and macroeconomic factors [15], income and money [14], currency future returns [16] and stock price and trading volume [17]. It would also be very interesting to explore how second order causality networks can be applied to financial domains and what deeper intuition arises through inferred directional second order.

2.3 Higher Order Causality Networks

Here, we present two different but similar process to infer higher order causal relationships for self and cross-quantized stochastic processes.

1. For cross-causality inference:

(a) Given two quantized time series: Driving string A, driven string B. Implement GenE-SesSS[11] to infer strongly connected XPFSA. There are several machine learning models that can model the stochastic process. We chose to use a XPFSA because it is proven to be able to capture the long-term causal relationship from a driving string A to driven string B [11,21]. For details, please refer to Chapter 1, Section 1.7.

(b) Rerun the XPFSA graph model by reading the driving string A and record the states being visited during the process.

(c) Given the trace of states, read off each states corresponding probability distribution. For each state, assign it with a symbol with the highest probability. For example, for a binary string, the uniform distribution of the probability of two symbols appear in the system is 50% in the system. Assign 0 to the state whose 0/1 probability ratio is larger or equal than 1, and assign 1 if the 0/1 ratio is smaller than 1. Here, we call it the Hidden Causal State trace string is written as (A->B).

(d) Given another string C and D, implement xGenESesSS again to infer strongly connected XPFSA, then we get Hidden Causal State trace string (C->D).

(e) Implement xGenESesSS again to infer strongly connected XPFSA of (A->B) and (C->D), which leads us to the second order causality relationship.
(f) Calculate coefficient of causality (a detailed description of the algorithm can be found in [11])

(g) Repeat the process as shown in Figure. 2.1 to infer higher cross order causality.

Figure 2.1: Paradigm of how one layer of higher order causality is calculated, time series A,B,C,D are quantized streams. This example tries infers the causality between the causality of AB and CD

2. For self-causality inference:

(a) Given one quantized time series: Implement GenESeSS [21] to infer strongly connected PFSA. PFSA, a slight different version of XPFSAs, is also proven to capture the long-term causal relationship from one time series past information to its future information. We perform two steps to train PFSA which infers the strongly connected minimal realization (a detailed description of the algorithm can be found in [21]):

(b) Rerun the PFSA graph model by reading string A and record the states being visited during the process.

(c) Given the trace of states, read off each states corresponding probability distribution. For each state, assign it with the symbol with the highest probability. Here, the Hidden Causal State trace string would be (A->A).
(d) Implement GenESesSS again to infer strongly connected PFSA of (A->A). This leads us to second order causality relationship.

(e) Calculate coefficient of causality [11]. Repeating the process will lead to higher self-order causality.

Figure 2.2: An simple example of an inferred diagram. The state machine has two states and directional connections and the associated weights are shown in the figure.

2.4 Discussion

The intuition behind the Fig. 2.2 is as follows: If one given two binary time series A and B, and As past information has a direct causal influence on future B and is governed by dynamical structure shown in figure 2.2. The XPFSA inferred has two states, if the state triggered by time series A hits Q0, this means B has probability ratio of 87/13 to generate 0/1, or if Q1, B has
probability ratio of 29/71 to generate 0/1. Baseline would be 50/50 if no extra external information is provided.

Given the inferred generative XPFSA model, the systems causal dynamical structure is revealed, entropy rate for stochastic process gets lower.

The idea behind higher order causal relationship is as follows: Instead of calculating XPFSA, we can calculate the hidden causal state time series (A->B) inferred from raw data A and B, then calculate (C->D). XPFSA between time series (A->B) and (C->D) can then be inferred. We then consider this process one layer deeper into the causal relationship as shown in Figure. 2.1.

The XPFSA inferred from (A->B) and (C->D) is the causal relationship of the causal relationship between A, B, C, D. For (A->B). This can be considered as a representation of second order moment, an analog of variance between A and B.

Take Figure. 2.2 XPFSA as an example. The ratio of 0/1 at different states (Q0&Q1) are 87/13 and 29/71. The mean of two states distribution is much closer to 50/50 compared to each individual state. In this perspective, the string recording the change of state, to a certain extent, is perhaps related to the variance because it shows how the causal probability fluctuates with respect to time.

This is a unique directional causal variance between A and B. It is analogous but different compare to variance. It involved two time series, and not like co-variance which is non-directional (COV (X, Y) = E[(X-E[X]) (Y-E[Y])]), causal relationship is directional.

As for a time series self-causation problem, string resulting from (A->A) reflects the fluctuation of the state causal probability of time series itself. This encodes information of the deviation from its mean, which is a concept that is conceptually close to variance but in a graphic model approach.

We can further to explore higher order causality by looping the process: Take time series self-causal string as a function of time to get (A->A). The PFSA of (A->A) can be calculated and then its causal state trace string ((A->A)->A)=(A->->A) can also be calculated. (A->->A) can be viewed as the skewness which describes the asymmetry of the causal probability distribution.

And moving further forward to infer (A->->->A), a concept similar to kurtosis, we can achieve by repeating the same procedure after (A->->A).
A very similar but different model would be the hierarchical hidden Markov model (HHMM). In the HHMM, each state is a self-contained probabilistic model. More precisely, each state of the HHMM is, itself, an HHMM [22]. When calculating causal relationships in our approach, the underlying transition states of state machine are treated as time series again, and the PFSA/XPFSA is then calculated. Our inferred automata are fully connected so that the entropy on of change can be measured and the causal relationship can be inferred.

2.5 Experiments and Applications

Our experiments and applications are conducted on three different types of time series datasets: simulated data, daily industrial sector price time series data of the Global Industry Classification Standard (GICS) level I, II sectors data, and intra-day 10-seconds bitcoin spot prices.

For every time series of the industrial sector price, the data begins on January 2, 2002 and ends on July 14, 2017. Each time series has 16,380 observations. GICS is a tiered, hierarchical industry classification system, where companies are classified quantitatively and qualitatively in the system.

Each different level represents one tier of industry level; the higher the tier, the more detailed the data in that sublevel. For example, level one includes Technology, Energy etc. and level three includes more detailed Energy Equipment Services, Oil, Gas Consumable Fuels. For the intra-day Bitcoin spot price, January 2018 at 10-second prices are used and each series has around 374,400 observations.

2.5.1 Toy Problem

Here, we present a toy problem for second order cross causality inference. The purpose of the simulation experiment is to verify whether our method can infer the true causal relationship of the conditional distribution of the given time series.

We use four binary time series labeled A, B, C, D, whose first order XPFSA machines and second order XPFSA machines are a predefined known prior. Their XPFSA connection, states and arc distribution were pre-designed, and we inferred predefined causality as outputs.
In total, 1000 data points are generated for each data stream. We then compare the results of causality of inferring four complete randomly generated time series.

After repeating the simulation for 1000 times, we plot three histograms which stands for inferred and random second order causality.

As shown in the Figure. 2.3, the red vertical line is the designed second order causality, set at 0.15. The orange histogram stands for the inferred the second order causality, where its mean lies very close to the designed level. At the same time, the random generated time series casualties clustering around zero. This control experiment demonstrates the algorithms ability to infer second order causal relationship between time series.

Figure 2.3: The vertical red line is the designed second order causality. The orange histogram is inferred causality for 100 times, and its mean is around designed causality. The green curve is its distribution fit. The left blue peak close to 0 is the distribution of causality inferred from the randomized data stream. The navy blue curve is its distribution fit.
2.5.2 Second Order Causality Network of Global Market Data

The Bloomberg terminal [23] provides a convenient API to download the industrial sector price time series data. The time series of prices are calculated and quantized into binary strings, with the symbol 0, indicating a negative movement in return, and a 1, indicating zero or positive movement in return.

It would be interesting to study the sector data’s second moments (also known as volatility) causal relationship instead of correlation. We first calculated each time series’ self-hidden causal state trace string, then constructed the second order causality using a cross model.

Figure 2.4 shows the self and cross coefficient of causality between all sectors in level I data. The first column is the driving stream and first the row is the driven stream. For example, the industrial next day second-order causal influence to Technology is $1.667648559 \times 10^{-3}$, which is the third element under the Technology column. It can be seen that some of the strong next day second-order causality lies on the diagonal, for example, Technology, Energy, Healthcare. Similar to Technology, its self-coefficient of causality is $121.96 \times 10^{-3}$ (highest in Figure 2.4). Its PFSA, as shown in Figure 2.5, has 7 states with most of the states exhibiting high causal relationships, meaning that Technology has a stronger self-temporal memory pattern of their volatility compared to any other sectors calculated.

Figure 2.4: Level I GICS (11 entries) causality table. The green is highlighted cells represent a causality higher than $10 \times 10^{-3}$

Figure 2.6 shows a second order causality network between level I sectors data. The network shows a strong causal influence from Financials to Technology and Industrials to Consumer Staples. Basic Materials has very little influence on all the other sectors. Its sublevel second order
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Figure 2.5: Inferred Technology second order causal state machine (self). It has 7 states and most of the states possess low information entropy level [24]. For examples, states with distribution [6%/94%], [98%/2%]. Their information entropy is 0.2423, 0.1414 respectively, which is much lower than the original Technology information entropy 0.63.

causality network is plotted below.

Figure 2.7 shows a second order causality network between level II different industrial sectors data. The Materials sector, Automobiles Components, and Software Services sectors show close to zero causal relationship to the others. However, the Household Personal Products sector exhibits a high second order causal relationship to the Transportation sector. This means that when the Household Personal Products sector price is volatile, the Banks sector will experience volatility too. Therefore, traders can lower their bets risk in the Household Personal Product sector by hedging in the Transportation sector.
According to Business Insider, in 2015/08/12, Hedge funds are going long large-cap financial companies and transportation stocks and shorting energy and household- and personal-product companies. [25]

In addition, in Figure. 2.6, Financials has a strong causal relationship pointing to Technology. According to [26], Diversified Financials and Semiconductors Semiconductor Equipment are their sublevel, respectively, and possess the same direction influence as shown in Figure. 2.7.

Another observation is that in level II, Household Personal Products have a strong influence on Transportation. Meanwhile, their associated level I sectors, Consumer Staple and Industrials, has a strong causal relationship but with a reverse direction.

2.5.3 Bitcoin Trading Arbitrage

Cryptocurrency like bitcoin (BTC), is a form of electronic money operating without a central bank. Money can be sent and received in a peer-to-peer decentralized network without any intermediaries [27]. Among other cryptocurrencies, Bitcoin is largest in terms of its market capitalization among other cryptocurrencies. Cryptocurrency can be traded on crypto exchanges once they are listed [28]. The price of bitcoin hit an all-time-high, close to 20,000 USD per bitcoin, on December,16, 2017. Trading activities in cryptocurrency skyrocketed during that period of time. With the maturity of exchange infrastructure and novel crypto hedge funds, more sophisticated trading strategies made their way to crypto trading. Here, we explore the simplest one which is called arbitrage: a way to trade for profit by simultaneous purchase and sale of an asset from an imbalance in the price. The estimated total amount of arbitrage profits just from December 2017 to February 2018 was above of $1 billion [29]. This was because of lead-lag between different exchanges and substantial variation in the level of liquidity across different exchanges and currency pairs[30]. The leadlag relation between price movements of one exchange and another illustrates how fast one marketplace reflects new information relative to the other, and how well the two exchanges are linked[31]. By looking at the trading data from the exchange, and to calculate the cross causality, arbitrage activity can be detected and explained perfectly by causality inferred.
We capture the price and volume data (in the period 2018.1.1 to 2018.1.26) in two crypto exchanges, Bitmex perpetual swap BTC/USD(A) and Gdax BTC/USD(B), through their API portal. We quantize the volume and price into binary time series, with the symbol 0, indicating a drop in the price or volume, and a 1, indicating zero or an increased in price or volume. We then looked at each exchange price to volume causal relationship, price A to volume A, and price B to volume B.

Once we found each hidden causal state of each trace, we calculated the coefficient of causality from (Price A->Volume A) to (Price B->Volume B) and vice versa. This is the second order causality because the inferred causal relationships are inferred between hidden causal state traces (Fig. 2.11).

All the pairs of the two exchanges price and volume coefficient of casualties are computed and listed in Figure. 2.8. Typically, a change in the movement of the price will attract more trading volume. Hence, why the causal relationship from price to volume is explored first. Arbitrage happens when there is a discrepancy in the price between two exchanges. Often, the price moves first in one exchange and then the other exchanges follow.

As shown in Figure. 2.11, the second order causality, exchange A, is much higher (0.0697) than B (0.0016), which means that Bitmex in the selected period is the price first mover compared to Gdax.

Is this finding supported by first the order causal relationship? The answer is in the affirmative. Figure. 2.8 shows the first order causality table between the Bitmex(A) price and volume and the Gdax(B) price and volume. For the sake of simplicity, in the following paragraph, A is referred to as Bitmex and B is referred to as Gdax.

There are two interesting observations in the first order causal relationships: First, for price only, price(A)s causality (0.0328) on price(B) is higher than price(B) self-causality (0.0316). This shows that As price has a higher influence on Bs price compare to Bs price itself. Second, Volume(A) has a higher causal influence on price(A) (0.0022) than volume(A) to price(B) (0.0016), while volume(B) to Bs price is only 0.0012.

Raising/dropping of the trading volume directly affects the price [32]. However, As volume has
a higher influence on price B than Bs volume to its own price. The interpretation is that changes of volume in A drove the price in A, and this driving force influenced the price in B more than Bs volume itself.

By further examining and calculating the second order causality, our approach captures this phenomenon well and reveals the causal relationship much more clearly than if we had solely focused on the surface of first order causality. The second order causality from A to B is 0.0697 which is much higher than the second order causality from B to A and other first order casualties in magnitude.

Figure. 2.9 shows the complete picture of the second order causality network from Bitmex to Gdax. There there are 28 causal states which represent the causality of causality pointing from the price of Bitmex to volume to price of Gdax to volume. Some of the generated states, for examples, states 15 and 21 (among other low entropy states) are the distinctive states indicate that Bitmex is the major driving force that lead the trading activity in Gdax.

Given this inferred relationship, the temporal memory that drives to states such as 15 can further be processed into the trading signal. however, the network could be changing all the time, and this specific plot is just the historical data from the beginning of 2018. Relationships, such as Figure. 1.10 can be inferred very quickly because of their proven PAC learnability [11,21], which can be very helpful and important in real world applications[33,34,35].

For the sake of completeness, we mapped out a few of the other large volume exchanges second order causality networks as shown in Figure. 2.11. We calculated the second order causality network between Bitmex and Gdax in the same way but with the following exchange pairs: Bitfinex BTC/USD, Bitflyer BTC/JPY, Bitflyer BTC/USDT, Bitmex quarterly BTC/USD, Bitstamp BTC/USD, Bittrex BTC/USDT, Coincheck BTC/JPY, Kraken BTC/JPY, Kraken BTC/USD, Okex weekly/bi weekly/quarterly BTC/USD, Poloniex BTC/USDT.

From Figure. 2.10, it is evident that the USD and Bitcoin perpetual swap pair in the Bitmex, USD and Bitcoin quarterly future contract in Okex and JPY and Bitcoin trading pair in Coincheck are the leading trading and price driving force in the market, given that the exchange provides the
real trading data.

Other exchanges and pairs play a much weaker role in the market, such as Bitflyer, Bitstamp or weekly future contracts in Okex.
Figure 2.6: Second order causality network of Level I data. Strong linkage can be found: Financial point to Technology, Energy to Industrials, Industrials to Consumer Staples
Figure 2.7: Second order causality network of Level II data. Strong linkage can be found: Diversified Financials point to Semiconductors Semiconductor Equipment, Energy to Semiconductors Semiconductor Equipment, Household Personal Products to Transportation
<table>
<thead>
<tr>
<th>Causal Coef</th>
<th>Price(A)</th>
<th>Price(B)</th>
<th>Volume(A)</th>
<th>Volume(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price(A)</td>
<td>0.0064</td>
<td>0.0328</td>
<td>0.0024</td>
<td>0.0003</td>
</tr>
<tr>
<td>Price(B)</td>
<td>0.0015</td>
<td>0.0316</td>
<td>0.0008</td>
<td>0.0006</td>
</tr>
<tr>
<td>Volume(A)</td>
<td>0.0022</td>
<td>0.0016</td>
<td>0.0019</td>
<td>0.0003</td>
</tr>
<tr>
<td>Volume(B)</td>
<td>0.0006</td>
<td>0.0012</td>
<td>0.0002</td>
<td>0.0009</td>
</tr>
</tbody>
</table>

Figure 2.8: Bitmex perpetual swap BTC/USD(A) and Gdax BTC/USD(B)s price and trading volume first order coefficient of causality table
Figure 2.9: Bitmex to Gdax cross second order causality network, with 28 causal states and the states distribution
Figure 2.10: More comprehensive second order causality network between different pairs at different exchanges. Bitmex perpetual swap and Okex quarterly future contract manifest themselves as the driving force of the BTC secondary market.

Figure 2.11: Pipeline for calculation of second order causality between Bitmex(A) and Gdax(B), 1). Calculate two first order causality networks from the Bitmex price to the Bitmex Volume and the Gdax price to the Gdax Volume. 2). Calculate the quantized hidden causal traces 3). Calculate the causality network between two quantized hidden causal traces in both directions.
Chapter 3: Causality Pattern between Seismic Activity in Middle America Trench and California

3.1 Introduction

Computational forecasting models for major earthquakes are frequently based on the analysis of the quantitative relationship between the occurrences of significant seismic events at the local spatial scale and the short-term temporal scale. Such approaches date back to the 1970s, before any substantial global data catalogs were available. For example, in 1970, Sadovsky and Nersesov [37] suggested that geophysical parameters, such as the ratio of velocities of longitudinal and shear waves, vary before a strong ground motions across the focal region. In this paper, we use statistical methods to investigate the possibility of a long-distance (≥ 3000 km) and long-time delay (≥ 3 years) causality between seismic events. Here we use the strict Granger definition of causality [38], whereby one time series has a causal relationship to a second time series, only if the first series contains information that reduced the entropy (uncertainty) of the second time series at a future time.

To test such a hypothesis, a new stochastic modeling algorithm was developed and applied to seismic activities associated with Middle America Trench and California, separated by approximately 3038 kilometers. The seismic activities of these two earthquake-prone locations are well recorded [39,40], and found to be evolving in a somewhat synchronized manner, as indicated by Raleigh et al. [36].

Our results indicate that many subtle seismic Spatio-temporal interaction relationships between California and the Middle America Trench indeed exist, and when combined point to an intriguing causal influence among earthquake activities. Specifically, events in the Middle America Trench may somehow influence the activities in California, 3038 km away and 6 years in the future.
While the underlying physics of these long range delayed effects is not yet clearly defined, the combined significance of these newfound relationships is statistically non-trivial and robust, and has significant scientific and practical implications.

Section 2 surveyed the current states of earthquake forecasting. Section 3 presented the data source and modeling approach. The definition of causality was then elucidated in Section 4. Sections 5 and 6 presented the data preprocessing, modeling methods, details and evaluating metric. Control experiments and conclusions are finally expatiated in Sections 7 and 8.

3.2 State of Earthquake Forecasting Research

Seismic events with extended time delays on the order of years are not explored extensively in the literature. Table 3.1 surveys 17 papers on quantitative earthquake predictions and shows that the majority of long-delay studies focus on distances less than 1000 km.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Distance (km)</th>
<th>Delay</th>
<th>Causality</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microseismicity and Strain buildup [36]</td>
<td>30-200$^1$</td>
<td>Years-decades</td>
<td>Multiple/Self</td>
<td>1982</td>
</tr>
<tr>
<td>Statistical model [42]</td>
<td>0-1200 (km)</td>
<td>0-30 years</td>
<td>Network/Self</td>
<td>1990</td>
</tr>
<tr>
<td>Observation on the real-world seismic events [44]</td>
<td>10s-400$^2$</td>
<td>14-35 years</td>
<td>Multiple/Self</td>
<td>1990</td>
</tr>
<tr>
<td>Statistical model [45]</td>
<td>50</td>
<td>30 years</td>
<td>Single/Self</td>
<td>1993</td>
</tr>
<tr>
<td>Statistical model ([46]</td>
<td>300-500</td>
<td>5-25 years</td>
<td>Multiple/Self</td>
<td>1996</td>
</tr>
<tr>
<td>Phase Transition theory [47]</td>
<td>325$^3$</td>
<td>1.5-80 years</td>
<td>Multiple/Self</td>
<td>1998</td>
</tr>
<tr>
<td>Statistical model [49]</td>
<td>0-300</td>
<td>0-3 years</td>
<td>Network/Self</td>
<td>2004</td>
</tr>
<tr>
<td>Statistical model [50]</td>
<td>Within California</td>
<td>1 day</td>
<td>Single/Self</td>
<td>2005</td>
</tr>
<tr>
<td>Observation on the real-world seismic events [41]</td>
<td>0-60</td>
<td>0-23 years</td>
<td>Multiple/Self</td>
<td>2005</td>
</tr>
<tr>
<td>Stress analysis [51]</td>
<td>0-240$^6$</td>
<td>0-10 years</td>
<td>Single/Self</td>
<td>2008</td>
</tr>
<tr>
<td>Statistical model [52]</td>
<td>30</td>
<td>1 day</td>
<td>Single/Self</td>
<td>2009</td>
</tr>
<tr>
<td>Stress analysis [53]</td>
<td>50</td>
<td>20 years</td>
<td>Single/Self</td>
<td>2012</td>
</tr>
<tr>
<td>Statistical model [54]</td>
<td>250</td>
<td>5 years</td>
<td>Single/Self</td>
<td>2013</td>
</tr>
<tr>
<td>Deep learning [55]</td>
<td>100-300$^7$</td>
<td>30 days</td>
<td>Multiple/Self</td>
<td>2018</td>
</tr>
<tr>
<td>Stress analysis [56]</td>
<td>116-25$^8$</td>
<td>10-22 years</td>
<td>Network/Self</td>
<td>2018</td>
</tr>
<tr>
<td>Deep learning [57]</td>
<td>2000-3000</td>
<td>0-1 year</td>
<td>Multiple/Cross</td>
<td>2018</td>
</tr>
<tr>
<td>This paper: Statistical model</td>
<td>2000-3000</td>
<td>0-11.5 years</td>
<td>Single/Cross</td>
<td>2019</td>
</tr>
</tbody>
</table>
Raleigh et al. [36] examined the long-term variation of the occurrence rate of earthquake events, in order to predict upcoming strong shocks in Southern California. The underlying physical assumption associated with their model lies in the hypothesis that earthquakes result from the accumulation of elastic strain in the brittle lithosphere. In addition, they believed strong earthquakes are typically found to be ensued by the slow buildup of strain, as well as a set of shocks with a lower magnitude across that specific area. Considering the increased frequency of moderate to large earthquakes in Southern California over the preceding few years, they surmised that the seismic events with magnitude higher than seven would be likely to happen during the upcoming decade. In retrospect, that forecast, though quite vague, came to fruition, insomuch as the occurrence of the Landers Earthquake with a magnitude of 7.3, in 1992.

Schorlemmer and Wiemer [41] also studied the size distribution of micro-earthquakes recorded during the decades before the main shock with a magnitude of 6.0 at Parkfield, California, 2004. They regarded the unusually low b values (associated with the Gutenberg-Richter law) around that region as an indicator of highly stressed patches in the fault, and therefore argued that such values could be used for predicting ruptured areas.

Nishenko and Bollinger [42] also tried to forecast the next strong shock throughout the Central and Eastern United States, by considering the recurrence pattern of earthquake events, yet from a statistical perspective. As the return interval between strong earthquakes is usually remarkably longer than the time elapsed since the last strong event, the Poisson model (that is time-dependent) offered an approximation of the seismic hazard level. By taking such an approach, they argued that the Poisson probability for an earthquake event with a magnitude higher than 6 over the next 30 years is at a moderate to high (0.4 to 0.6) level for such regions, based on the frequency-magnitude analysis of both the seismograph network and the historic earthquake catalogs. Moreover, accord-

---

8(1) The vicinity of the coming rupture of strong earthquakes, which is usually 30-200 km long.
8(2) Measured based on the location of specific seismic events with intermediate magnitudes.
8(3) Claimed to the radius of the “optimal” critical region.
8(4) Claimed to be the most distant case of remotely triggered seismicity yet observed.
8(5) Demonstrated in the manuscript.
8(6) The dimension of the rupture.
8(7) The dimension of the area under consideration.
8(8) Demonstrated in the manuscript.
According to their model, the corresponding probability would be even higher (0.7 to 0.8), if the entire Eastern North America was considered entirely.

In light of the fast-growing Machine Learning (ML) methods throughout the past decades, some researchers have conducted a set of pilot studies as an effort to apply ML methods to earthquake predictions [66,67,68,69]. Rouet-Leduc et al. [43] applied ML techniques to datasets from shear laboratory experiments, in order to identify the potential hidden signals foreshadowing earthquakes. It was shown that by tracking the acoustic signal emitted by a laboratory fault, the machine learning systems can forecast the time remaining before the eventual failure with statistically significant accuracy. They further argued that such an approach would be capable of spotting unknown signals and placing bounds on fault failure times. Importantly, ML techniques could identify the signal emitted from the fault zone previously thought to be low-amplitude noise that enables failure forecasting throughout the laboratory quake cycle.

The applicability of such a model needs to be further validated by the dataset of real-world earthquake events. In addition, similar to the previous models, it focused solely on the fault behavior at the local scale, which may be a shortcoming. Some researchers have noticed the potential interaction among seismic events, in the long-ranged and -delayed pattern [37,39,40,42-55]. Specifically, Raleigh et al. [36] observed that the seismic activities across California and the Middle America Trench are evolving in a somewhat synchronized manner. These two locations are also two of the most earthquake-prone areas worldwide with relatively complete catalogs [39,40]. In this paper, we developed and applied a new stochastic modeling algorithm to the seismic activities associated with these two regions to further examine the potential interaction between them. The two regions are separated by approximately 3038 kilometers.

### 3.3 Data Sources and Statistical Methodology

Although large earthquakes are rare, smaller seismic activities are somewhat pervasive at most space-time domains. The basic data source for these activities is provided by the seismic catalogs, which list the location, time, and size of earthquakes (and sometimes, the source mechanisms
also). In this paper, we use the USGS global seismic catalog [58] comprising (as of December 2016) over 935314 events of magnitude $M \geq 2$ since January 1970, with the rate and precision of recordings improving every year. We recognize that this catalog may be incomplete or have somewhat inconsistent temporal and spatial sampling, though it is the most comprehensive catalog that is publically available.

To probe into the potential causality pattern among these recorded earthquake events, we propose a new non-parametric computation of causality for quantized or symbolic data streams generated by ergodic stationary sources [38,59]. Ergodic processes are those for which statistical properties may be deduced correctly from a single, sufficiently long realization of the process. Stationary processes are those whose statistical properties remain unchanged over time. We assume that to a first approximation, seismic phenomenon are both ergodic and stationary, at least over the finite space-time scale of interest.

In contrast to state-of-the-art binary tests [60,61], our approach computes the degree of causal dependence between two data streams, without making any restrictive assumptions, linearity or otherwise. Additionally, without any a priori imposition of the specific dynamical structure, we infer explicit generative models of causal cross-dependence, which are then used for prediction. These explicit models are represented as generalized probabilistic automata, referred to crossed automata [59], and are shown to be sufficient in capturing a fairly general class of causal temporal dependence. The proposed algorithms are computationally efficient in the PAC [62] sense; i.e., we find good models of cross-dependence with high probability, with polynomial run-times and sample complexities.

3.4 Inferring Statistical Causality

Correlation measures are used to discern statistical relationships between observed variables in almost all branches of data-driven scientific inquiry. However, what we are really interested in is the existence of causal dependence. Statistical tests for causality, it turns out, are significantly harder to construct; the difficulty stemming from both philosophical hurdles in making precise the notion
of causality and the practical issue of obtaining an operational procedure from a philosophically sound definition. In particular, designing an efficient causality test that may be carried out in the absence of restrictive presuppositions on the underlying dynamical structure of the data at hand, is non-trivial. Nevertheless, the ability to computationally infer statistical *prima facie* evidence of causal dependence may yield a far more discriminative tool for data analysis compared to the calculation of simple correlations.

Nobel Laureate C. W. J. Granger, attempted to obtain a precise definition of causal influence [38]. His definition proceeds with the following simple intuitive notion: Process A is a cause of process B, if process A has unique information that alters the probabilistic estimate of the immediate future of B, more so than prior values of B are indicative of the future of B. Not all notions of causal influence are expressible in this manner, neither can all philosophical subtleties be adequately addressed. Granger’s motivation was more pragmatic. He was primarily interested in obtaining a mathematically precise framework that leads to an effective or algorithmic solution - a concrete statistical test for causality. In this article, any reference to the term causality henceforth refers to this strict statistical definition of Granger-causality.

### 3.5 Spatio-Temporal Quantization

Before calculating the causal model and making predictions, we preprocess the USGS data within California and the Middle America trench regions, as shown in Figure 3.1. We specify a magnitude quantization threshold, chosen to be 4 and 4.5 for California and the Middle America Trench, respectively. The threshold is chosen such that the catalog is considered complete because recordings fit the well-known Gutenberg-Richter law. This is the completeness criterion: below these thresholds we don’t record all events and the Gutenberg-Richter power law is broken. This law suggests that earthquake magnitudes are distributed exponentially as $\log_{10} N(m) = a - b \times m$ where $\hat{N}(m)$ is the number of earthquakes with magnitude higher or equal to $\hat{m}$, $\hat{a}$, where $\hat{a}$ is a scaling parameter and $\hat{a}$ is a constant, given any region and time period [63]. For every week from the beginning of the dataset, we then assigned a “1” if there was at least one seismic event above
the tiles threshold, or “0” otherwise. For example, the sequence 000101 for California implies that at least one event at or above M 4.0 was recorded in both the 4th and 6th weeks since the beginning of the observation period. Therefore, our goal is therefore to test if one series of bits can help predict the second series of bits.

Figure 3.1: Exhaustive analysis of the earthquake catalog in California and the Middle American Trench (3038 km away) with different time delays. We quantized the time series data into 0s and 1s first (for California (Chart A) at a magnitude of 4 and the Middle America Trench (Chart B) at a magnitude of 4.5) and then infer XPFSA models with all-time delays.

Many other alternative quantization schemes are also possible, for example, we could use different thresholds, use different periods instead of a week, or use alternative regions instead of the specific rectangles chosen. We do not claim that the causal influence can only be revealed by this specific quantization scheme or these regions. However the specific quantization scheme chosen suffices to demonstration the existence of statistically-significant causality. As data quantity and quality improves in the future, better quantization methods and higher resolution quantization schemes will be possible and would undoubtedly produce even more precise causal relationship
calculations. For example, it may be possible to use days instead of weeks, smaller tiles, or use the earthquake magnitude instead of just a binary threshold of above or below a fixed threshold.

Once we obtain a series of ones and zeros for each region, we proceed to infer causal relationships between these two data streams, with various possible delays. Because the model determines to what extent activity in a one region predicts the activity in the second region in the future, we call such models cross models.

The extent of the delay between the cause and effect is unknown a priori. Therefore, we produce models for each possible delay value, ranging from one week to 600 weeks. We then choose the models as validated on a validation period whose AUC is above 0.5. The performance is then plotted on the test data.

3.6 Self Models, Cross Models, and Evaluation Metrics

There are several possible machine-learning techniques that can learn the relationship between a finite window of bits in a time series, and a future bit. We chose to use the probabilistic automata since they are proven to capture long-term relationships in stochastic processes [59,64]. There are two mathematical frameworks for modeling stochastic process. We call these two models Probabilistic Finite State Automata (PFSA) and Crossed Probabilistic Finite State Automata (XPFSA) [64]. Since we found out the long distance and long delay relationship in this paper validated by cross model, so our modeling method mainly focus on cross model and self model is also trained but only for comparison purpose.

Given two bit-sequences from different areas, we proceed to model the interdependencies between the series of bits representing the two regions using XPFSA. Each state in an XPFSA contains the distribution of symbols of a dependent time series. Naturally, if stream A is not predictive of stream B, then the XPFSA $G_{ab}$ will only be able to predict the average distribution of the symbols in B. However, if stream A contains information about the future of B, the corresponding model will be more specific in its predictions.

A cross model (XPFSA) can be viewed as a variation of a non-deterministic finite automaton.
It consists of four elements: a finite set of states, a transition arc, a driving symbol and a probability distribution within the state. If we take Figure 3.2(b) as an example, one can think of the cross model as trying to capture one stochastic process influencing (driving string) another (driven string). For example, you and another car are driving on a two lane road. The other car is always ahead of you and randomly changes lanes. Treat ‘0’ as the changed lane and ‘1’ as the kept same lane. No matter what the state was before, if the car ahead of you changed lanes, i.e., driving symbol is 0, the cross model state will always go to q₀, the probability distribution in state q₀, is 80% for 0 and 20% for 1. This means ‘you’ (the driven) will have a very high chance to change lane because of a direct causal influence, whether the the car ahead of you changed lane or not. If the car ahead of you did not change lanes, the state goes to q₁,. given the state probability distribution is 20% for 1 and 80% for 0, ‘you’ will have a very low probability to change lanes. The cross model captures this stochastic causal relationship very well. For the self-model (PFSA), Figure 3.2(a), instead of two cars are driving in two lanes, only you alone are driving. If you changed the lane last time, the self-model state goes to q₀ (20% for 0 and 80% for 1 on the transition arc). This means that because you changed the lanes last time, its highly possible that you will not change lanes this time. The PFSA captures a self-causal process: what happened in the past of the model itself has a causal influence on the model output in the future.

We perform two steps to train XPFSA which infers the strongly connected minimal realization (a detailed description of the algorithm can be found in [64]):

1. Identification of ε-synchronizing string x₀: Construct a cross-derivative heap using the observed traces with maximal length set as log_χ(1/ε) where χ is the cardinality of the alphabet. For example, for a binary string (χ=2), and set as 0.15, then the traces maximal length is calculated as max(log₂(1/0.15))=3. The observed traces within this length are [null, 0, 1, 00, 01, 10, 11, 000, 001, 010, 011, 100, 101, 110, 111]. A cross-derivative heap is the set of probability distributions over cardinality for a subset of strings, which are the observed traces. For example, we calculate the traces tail 0/1 frequency ratio of all the observed traces within the length of 3 in the previous example: null,0,1,00,01,10,11,000,001,010,011,100,101,110,111.
Figure 3.2: Illustrative PFSA and XPFSA models: there are two simple examples of PFSA and XPFSA, respectively. They all consist of four elements: state, transition arc, driving symbol and probability distribution. The difference is: for PFSA the probability distribution is over the arc, but for the cross model, the probability distribution is within the state. For these two state machines, the symbol ‘11’ is their identical synchronization string [64]. This means that no matter which state is, after running ‘11’ to trigger the transition, it will always end in state q1. For the PFSA, its a self-model, after run into substring ‘11’ in the input string, next bit has 10% of probability to be as 1 and 90% as 0. Similar for cross model, because its a cross model, after run into substring ‘11’ in the driving string, the corresponding driven strings next bit has 20% to be 0 and 80% to be 1.

Then, we use all tail frequency ratios to approximate probability distributions by treating the set of frequency ratios as a cross-derivative heap. We then identify a vertex of the convex hull for the heap, via any standard algorithm for computing the hull. Choose x0 as the -synchronizing string mapping to this vertex.

2. Identification of the transition function: We generate transition functions as follows:

(a) Initialize the set Q as state q0 , set x0 as q0’s string identifier and its tail frequency ratio as state probability distribution.

(b) Then, we create a tree structure and set q0 as the root, then compute for each trace
from that roots tail frequency ratio. If there exists a state $q$, the uniform norm of its and existing states probability distribution is smaller than $\epsilon$, then we merge the state $q$ into the existing state, if not, we define $q$ as a new state.

(c) The process ends when a new state is no longer being defined.

(d) Then, if necessary, we ensure strong connectivity using Tarjans algorithm.

Evaluating the performance of earthquake predictions is difficult. Anyone can make the trivial prediction that there will be no earthquake tomorrow and will have no false alarms, or zero false positives. Similarly, one can easily state that there will be an earthquake in the next 100 years and never miss an actual earthquake, thus having zero false negatives. However, both predictions are useless. The challenge is to have as few false alarms as possible, while simultaneously having as many true positives as possible.

One standard way of evaluating performance in such situations is the Receiver Operating Characteristic (ROC) curve, which was originally designed to rank radar operators in World War II. The ROC curve plots the probability of true positive rates as a function of false positive rates, as the decision threshold is varied. The area under the ROC curve, often referred to as the ROC area or Area Under Curve AUC, represents a convenient and statistically robust measure of classification performance. If the performance is worse than random, the ROC curve is a diagonal line, and the AUC is 0.5. In the perfect case where we generate 100% true positives while never generating false negatives, we have an AUC of 1.0. In practice, any nontrivial statistical causality will lie somewhere between 0.5 and 1.0.

We split 90% of the dataset for the training XPFSA model, 5% for the validation and 5% for the testing. We first computed the XPFSAs from the Middle America Trench quantized stream pointing to the California quantized stream. We tested all possible shifts, in one-week increments, for up to 600 weeks, equivalent to approximately 12 years. These models reveal to what degree the future seismic activity in California is predicted by activity in Middle America Trenchs long term and short-term pasts. Then, we picked only the XPFSA models whose individual prediction AUC
value was bigger than 0.5 in the validation set because these individual models are doing better than the random guesses in the validation set. Figure 4.1 is one example of the trained XPFSA.

The next step in obtaining future predictions is fusing the predictions from the individual models. Here, we simply average the individual predictions, though more sophisticated methods could be explored in the future.

Is this framework powerful enough to uncover the hidden causal seismic dynamics? We provide an affirmative answer to this question, at least with respect to the quantization schemes we adopt, by showing that the prediction AUC value in the test dataset is high and unlikely to be pure chance. In other words, the predictive causality is statistically non-trivial.

If one examines the AUC value combined from different time delays, it is apparent that neither the shortest time delay combined model (combining models in the range of 0-100 weeks delays), nor the longest delay (comprising models with 500-600 week delays) provide the most informative
Figure 3.4: After the individual XPFSAs, whose AUC in validation is larger than 0.5, is chosen, we averaged their outputs and fuse them into one vector prediction. Finally, we calculated the AUC of the fused vector predictions against the test dataset.

prediction information to the targeted area. However, the combined prediction of models with delays in the range of 250 to 350 weeks turns out to be the one with the highest AUC value (Figure. 3.4). This result suggests that, from a data-driven perspective, there exists on average a 6-years delay causation effect from the Middle America Trench to California.

3.7 Control Experiment and Sensitivity Analysis

To show that the AUC value of the out-of-sample data is statistically non-trivial, we first shuffled the time series for both regions and recomputed the predictions. Specifically, we shuffled the data in large 3-month sets. Such coarse shuffling serves to destroy any long-term causality relationships while retaining the short-term characteristics of the data. As expected, the average AUC value of the shuffled data was close to 0.5, implying no causality.
Figure 3.5: Comparison of models with various time delays. Different tie delays and durations result in different AUC. The duration (in weeks) is represented by a horizontal line and the statistical confidence is represented as a number to the right of the line. The highest AUC and confidence level is achieved by adding up delay from 250 weeks to 350 weeks. The default AUC of 0.5 is highlighted as a dotted line for reference.

Additionally, we computed the confidence level of the AUC value obtained by the XPFS models. After the AUC values of many randomly coarse-shuffled time series were calculated, we integrated their area from - to where the original non-shuffled AUC value lies. This area corresponds to the statistical confidence level. The AUC value reported of 0.61 corresponded to a confidence level of 99.11%, as shown in Figure 3.5 (highest deep blue line). In other words, the AUC value of 0.6191 has a less than 1% (1-99.11%) chance of being a coincidence.

As aforementioned, we also tested the result robustness by choosing different quantization scheme for California and Middle America Trench. The AUC values for these alternative quantization schemes all exhibit high confidence levels which also indicates a strong causal influence from Middle America Trench pointing to California. For example, after quantizing Middle Amer-
ica Trench at magnitude 4.6 and California 4.1, combining model delay from 250 weeks to 350 weeks reported AUC 0.62 and confidence level 99.2%. Quantized Middle America Trench at 4.7 and California 4.2, fused delay model also from 250 weeks to 350 weeks yielded AUC 0.58 and confidence level 95.28%.

In addition, as shown in Table 3.2, aside from the XPFSA, we also calculated the PFSA for comparison purposes. When it comes to smaller magnitudes (first two rows), the self-model and cross-model both shows high AUC. However, the cross-model performs much better when it comes to larger magnitude earthquakes.

Table 3.2: AUC Under Different Quantitation Thresholds

<table>
<thead>
<tr>
<th>California, Middle America Trench(Magnitude)</th>
<th>Self model (PFSA)(AUC)</th>
<th>Cross model (XPFSA)(AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA: 4, MAT: 4.5</td>
<td>0.65</td>
<td>0.62</td>
</tr>
<tr>
<td>CA: 4.1, MAT: 4.6</td>
<td>0.65</td>
<td>0.62</td>
</tr>
<tr>
<td>CA: 4.2, MAT: 4.7</td>
<td>0.41</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Besides different quantitation thresholds setups, the inverse causal direction is also tested for California to see whether is has the same causal influence on the Middle American Trench. With the same setup, the AUC is low as 0.51 which means the causal relationship is unidirectional.

To study the smaller area within and around the Middle American Trench, zoom in sensitivity analysis inside the Middle American Trench area is also implemented. We set the size of the box to be 1/4 of the original size of the Middle American Trench box, then we moved the center of the zoom in box incrementally in both vertical and horizontal directions to scan the entire original Middle American Trench. In Figure.2.6, on the left, we showed on the left how the boxes are moved and. On the right, we showed the associated AUC heat map. One can see a high AUC area clustered in the upper left corner (circled in red) in the heat map. The highest zoom in the boxs AUC is 0.67, which is even higher than the entire MAT box (0.62). This means that within Middle American Trench, strong influence sections exist. The coastline is also overlaid in the Figure. 3.6’s left plot. On the far upper right and far lower left corners, the AUC values are close to 0.5, because the data in the open sea area are relatively sparse.

Since we captured the causal relationship starting from the middle America Trench to Califor-
Figure 3.6: Heat maps for zoom in sensitivity analysis. We zoomed in and set the size of box to be 1/4 of the original size of the Middle American Trench box. Then, the center (red asterisk) of the zoom in box was moved incrementally in vertical and horizontal directions to scan the entire original Middle American Trench box (navy blue rectangle box in the middle of the Figure 2.6 left plot). The pink dotted box is one example of the zoom in box. The red asterisks represent all the centers of all moving the boxes. On the right is the heat map of AUC value of all moving boxes. Mexico City is plotted as a green point and the adjacent coastline is also overlaid in a bold blue line as a geographical location reference.

nia by using past earthquakes data, there is nothing holding us back from examining the driving sources from other areas. We used the same approach to search for other areas inflicted by earthquakes that have high causal relationships to California.

From the plot below(Figure. 3.7), the yellow indicates the Middle American Trench, which is researched in the previous chapter. The other high causal driving earthquakes are plotted using red dots. The surprising discovery was how far away these driving earthquakes could be, which suggested a long distance relationship between global earthquake activities.

Furthermore, we can use this approach to map out all the causal relationships globally. Detailed information can be found in Appendix A.
Figure 3.7: All clusters to LA: Ran k-means for 20 times, overlay all the clusters (from 20 k-means) if its test AUC is higher than 0.6. For each point, certain transparency is assigned for each point. The driving earthquakes could be very far away, which suggested a long distance relationship of global earthquake activities.
Chapter 4: A knowledge-Free Approach for Brain Activity Classification

From Single Streams of Data

4.1 Introduction

Although Brain Computer Interface (BCI) techniques have had much progress in accuracy, speed, and usability in recent years, they are still encountered to have two significant limitations. i) The need of extensive background information on the type of signal being used to apply appropriate data processing and feature extraction techniques[88,89,90]. ii) Limited access to sources of signals i.e. neural activity[refs]. Various types of neural data are being used in BCI applications, including Electroencephalogram (EEG) [70], Electrocorticogram (ECoG) [71], Local Field Potentials (LFPs) [72], and Single Unit Activities (SUAs) [73], [74]. These are the most commonly used signals for BCI applications. Each of the brain imaging techniques have their own advantages and limitations. Regardless of these advantages and limitations, they require a specific approach to pre-processing data (filtering, decomposition of signals (ICA), dimension reduction (PCA), spike sorting, etc.) and extracting the task relevant features. The appropriate selection of processing methods depends on a strong knowledge of the studied system as well as finding the most relevant features to the task being decoded. Despite taking the most recent findings into account, our understanding of how the brain works is very limited. Therefore, it is not surprising that a single approach or at least a convergence to an ideal technique on how to process any of these signal groups exists. In fact, processing methods for each of them are open areas in research even today. Although having the maximum amount of information is always desirable, this amount is always limited by factors such as practicality, invasiveness, noise and artifacts, and limitations in accessing different parts of the brain. Although having access to as much information as possible is very important in both research and commercially available BCI products, it is even harder to retrieve
information in the second group due to the limitations that practicality and cost would impose. It is important to note that even though the input data is much richer than the commercial products in clinical studies, it is still considered very limited compared to the complexity of the studied system, which is again a limiting factor in the progress of both BCI and neuroscience fields. Here, we are proposing data-smashing for BCI, a method that overcomes both above-mentioned sets of limitations and offers much more. This chapter is organized as follows. Section 2 and 3 reviewed the literature and explain the motivation. The methods and significance of our approach are explained in Section 4. Section 5 summarizes the results. Final conclusions are provided in Section 6.

4.2 Related Work

In common approaches to solving machine learning classification problems used today, typically hundreds, thousands of examples are fed into the model for training. However, without prior knowledge, biological systems can learn from only a few examples[78,79,80,81]. Li et al[82] explored unsupervised one-shot learning of object categories in visual problems using a Bayesian approach. In these studies, a probability density function on the parameters represent prior knowledge. By updating the prior distribution in the light of one or more observations, the new category is obtained. However, this approach[83] requires building up the prior knowledge base of generic knowledge which may be obtained from previously learnt models of unrelated categories. In a more advanced deep learning approach in [84], the authors also showed how to use an extensive amount of knowledge about the visual world available in natural language to classify unseen objects. However, this also requires extensive training data to calculate the prior knowledge distribution. The same attempt is also made in discovering the new drugs. Han et al,[85] proposed a similar pipeline in learning the behavior of compounds in a new molecular scaffold, given only a few data points from the new scaffold. For the same nature of the dataset of this paper, Abbas, Alessio et al [86,87] applied one-shot classification on the EEG dataset to classify diseases such as seizures. Nevertheless, their algorithm requires EEG time series from all electrodes. However, these data are always limited by factors like practicality, invasiveness, noise and artifacts, and lim-
ited access to different parts of the brain. These drawbacks drive us to explore the prior-knowledge free method, which only requires a single source (one electrode) of brain activity to perform the classification.

4.3 Method and Significance

Data smashing is an algorithm, which, when given a pair of signals, calculates the statistical ‘distance (dissimilarity) between their generator functions without the need of prior knowledge about the signals or the system that has generated them. These dissimilarity values are further used to classify the input signals which are now represented in the n-dimensional ‘statistical distance space. This method can provide high performance even in the presence of the limitations mentioned earlier.

First, this method does not need any expert supervision, prior information about the system, or the nature of the data being fed to it.

Second, it is very effective on decoding desired states from, as little as, only one stream of data (e.g. one EEG or ECoG channel or a single SUA unit) where all other state of the art methods fail to operate accurately with this limitation. We tested this method to classify similar tasks (moving of the index finger versus moving of the thumb) from the data from a single ECoG electrode.

In addition, since no bias exists, this processing method can reveal new aspects of the nervous system in an unprecedented way and without limiting them by constraints set by prior assumptions.

We believe that it can revolutionize the commercial BCI products and potentially improve the practicality of brain activity recording devices (e.g. NeuroSky MindWave headsets) and similar products, as well as improving our understanding of how the brain functions and the field of neuroscience overall. We have provided a short introduction to the data-smashing method in Chapter1 Section 1.8.
4.4 Experiments and Results

Here, we have provided results from running data-smashing on two BCI applications with fundamentally different recording modalities.

4.4.1 Decoding Finger Flexion from Single ECoG Signals in Humans

In this experiment, users were asked to move their fingers (one at a time) while their ECoG signals and finger movements were being recorded simultaneously. The dataset is fully described in [75]. The goal here was to be able to distinguish movements of index versus thumb finger movements.

Figure. ?? shows the probabilistic distance of one channel of the ECoG recording for the two different classes in the reduced dimension space as well as the convex-hulls that they lie within. Even though there is more than one way to reduce dimensionality and visualize data in the lower dimensional spaces, they all lead to similar results. Here, we used PCA specifically and choose the first three principal components. The algorithm could differentiate the two classes in the probabilistic space even in the absence of any prior knowledge on signals or any expert modifications on the code specific to the nature of the data.

Our algorithm could classify the two classes (thumb movement or index movement) from only one ECoG channel with the accuracy of %91.17. The average accuracy for the best five channels were %88.82 and the histogram for the accuracy among all the electrodes is presented in Figure. 4.2. Original data labels were used to interpret the unsupervised classification results made by the algorithm.

These results are very surprising since this method was performed without the need for signal specific pre-filtering, feature extractions, or any domain knowledge. This algorithm is also generalizable and we have tested it on other BCI signals, such as EEG [76], and Single Unit Activities (Neural Spikings). Without using any prior knowledge, it shows promising performance compared to other state of the art techniques[71,91].
Figure 4.1: The similarity distance representation in the PCA space. It is clustered into two groups: a red convex hull group with red dots representing the samples, and a blue convex hull group with yellow dots representing the samples.

Thanks to its revolutionary approach to the signals and without prior filtering, signal conditioning, and feature extraction, data-smashing is efficient. It takes less than 0.25 seconds to smash a pair of two ECoG signals (with each having 5347 samples) with a commercially available computer (exact specifications of the computer system are available in appendix A). Moreover, since the data-smashing is a completely parallelable algorithm, its speed for smashing multiple pairs can be greatly increased with parallel computation platforms such as CUDA [77] and cloud computing. Therefore, it is a very good candidate for real-time BCI applications.

4.4.2 Detect Single-Cell Activity Level in Mice Brain

The second application we applied this methodology on is mice brain activity data from the Allen Brain Observatory [122]. This open database presents the first standardized in vivo calcium imaging of physiological activity in the mouse visual cortex, featuring representations of visually evoked neuronal responses from GCaMP6-expressing neurons in selected cortical layers, visual
areas. Given that the physiological response of the mice under visual stimuli is unknown and true label is not available, we want to data smash the signals and observe what pattern would emerge after embedding.

The specific dataset we used in this paper are experiments 511510855, 511510670, 511510650, 511507650, 511509529. Within each experiment, different stimuli are being presented to mice at different periods of time, including drifting gratings, static gratings, natural scenes, natural movies, etc. Detailed information can be found here [122]. We focus on the period where grating with different orientations is visually presented to mice.

The idea is to apply data smashing on all time series of cell recordings within one experiment to examine whether the cell embedding in the space has a certain pattern along the manifold that reacts to any physiological state of the mice.

For all five experiments, data smashing results provide us with a distinctive pattern for different cell reactions.

After data smashing, all five experiments cell similarity relationships are embedded and plotted in the first two principal components spaces. The shape of all five experiments exhibited similar
patterns and a U-shape manifold was observed. After a few trial and error attempts, we realized that the pattern is correlated with the cell activity level. To get a direct visual sense of the cell behavior along the manifold, we plotted the dots radius proportional to each cells activity level. We defined the percentage of spiking time in each neuron as the activity level. There are many spike inference algorithms available. Here, we simply calculated the first derivative of dF/F traces, and defined everything above mean+3*SD as spike events. From Figure 4.3 to Figure 4.7, the radius of the dot on the right gets larger when compared to the left, where the radius is positively correlated with each cell activity level.

The mechanism behind this pattern of cell behavior remains unknown. It is not clear what the difference between the cell clusters on the right and clusters on the left are. However, the pattern itself is self-evident and the method enable this discovery required zero prior knowledge or expertise in this specific field.
Figure 4.4: Activity level proportional to size of the dots in data smashing space (first two principal components) of experiment 511510670

Figure 4.5: Activity level proportional to size of the dots in data smashing space (first two principal components) of experiment 511510650
Figure 4.6: Activity level proportional to size of the dots in data smashing space (first two principal components) of experiment 511507650

Figure 4.7: Activity level proportional to size of the dots in data smashing space (first two principal components) of experiment 511509529
Chapter 5: Non-Parametric Distribution-Free Metric for Dataset

Predictivity Estimation

5.1 Introduction

The accelerating abundance of data is fueling the potential of computational sciences across many disciplines and industries. However, our ability to predict which datasets are likely to be useful is not keeping pace. The data varies from sensor data streams from everyday electronic devices to recorded cosmic radiation, as well as social constructs such as stock market prices.

With the prevalence of the data, various predictive methods such as machine learning models are being developed and deployed by doing prediction and classification. As the machine learning algorithms themselves become fairly standardized, a key challenge for data scientists is to determine which dataset is most useful for the task at hand. Typically, practitioners will simply experiment with various algorithms to see what works and what does not, based on their personal experience.

While there has been relatively abundant research on developing, testing, and comparing performance machine learning algorithms on standard datasets, relatively little has been done to determine which datasets are inherently more amenable to machine learning. Here we ask whether it is possible to determine a priori how likely a given dataset is to be predictive under any machine learning algorithm. While answering this question is impossible, we aim to find a metric that would correlate with future performance of established standard machine learning methods. We specifically focus on time series data.

For time series data, a simple way to do this is to calculate the Shannon entropy. Shannon entropy is a metric for how chaotic the system is. Before feeding the data into any machine learning system, the calculated Shannon entropy could be one simple index for how predictable the
dataset will be. However Shannon entropy sometimes oversimplifies the representation of the data. For example, for time series data, when calculating the Shannon entropy, it is possible to overlook the long-term temporal patterns hidden in the data stream.

Here, we introduce a new non-parametric method to calculate a quantized data streams chaotic level, a value which can be treated as a dataset predictivity metric. Our method does not require any prior knowledge of the data nor of the system that generated the data. It provides a metric of predictability that allows us to adjust our expectation of the prediction outcome to help us prioritize and allocate our resources to solvable systems, ultimately increasing the overall efficiency of limited computational resources. Importantly, the predictive measure we propose can be calculated in linear time, and is, thus, faster and cheaper to calculate compared to running a full blown machine learning session.

This paper is organized as follows. Section 5.2 and 5.3 review the literature and explain our motivation. The overview and discussion of our approach is explained in Section 5.4. Section 5.5 summarizes the experimental results. The discussion and final conclusions are provided in Section 5.6 and 5.7.

5.2 Related Work

Several attempts have been made to conduct the predictability analysis in specific fields, from stock market returns to absence seizures, from predicting human mobility to network traffic and atmosphere [107]. Song, Qu et al [100][101][102] utilized entropy to approach the limits of predictability in human mobility. Ding et al [102] tried using entropy to study the degree of radio spectrum state predictability. Maasoumi et al [95] examined the predictability of stock market returns by using an entropy metric. They found that entropy can detect nonlinear dependence within series return. Their results indicate that some of the inference is sensitive to the period of analysis and other factors. Also, they used second-order Gaussian kernel for the kernel function, whereas the method in this paper is distribution-free.

The approximate entropy measure is introduced in [96], as a rate of entropy for an approxi-
mating Markov chain to a process. Richman et al [97] claimed a statistically superior method than approximate entropy and a related complexity measure called sample entropy. In [98], permutation entropy is developed as a tool to predict the absence seizures of genetic absence epilepsy rats. Li et al [98] discovered that permutation entropy can track transient dynamics before absence seizures. They detected 169 out of 314 seizures, at a rate of 53.8%, which significantly higher than the rate that is achievable using sample entropy, at 21%. However, approximate, sample and permutation entropy methods are parametric.

Molgedey et al [99] also explored the predictability of financial time series using local order and conditional entropy. What they discovered is that even when the financial time series is nearly random, special local situations might exist, where locality is present and the predictability is higher than average. In this paper, we focus more on measuring the given dataset predictability overall, instead of using a moving window.

Krumme et al [106] analyzed predictability of consumer visitation patterns. In the paper, the authors use an estimate of sequence-dependent (SD) entropy to measure, and a set of Markov Chain models to predict the location of shoppers. The Lempel-Ziv[104][105] algorithm was applied to estimate SD entropy. Bubble entropy was developed as an advancement of permutation entropy with the aim of reducing the significance of parameter selection. However, both papers are not parameter-free.

5.3 Motivation

Currently, many data-science researchers focus on algorithm choice and optimization. Benchmarks are conducted by running standard datasets through new algorithms and then comparing test accuracies. A higher accuracy typically indicates that an algorithm performs better. However, high test accuracy on standard datasets does not necessarily mean the model also performs well, or generalizes, on other datasets. The generalization capacity is a measure of how accurately an algorithm can predict outcome values for previously unseen data [117]. Simply coming up with an algorithm that performs well on a large dataset, such as MNIST or ImageNet, is no guarantee
for success on datasets from other sources. Here, we propose to make the dataset the focal point, rather than the algorithm.

The question we aim to answer is: Regardless of the machine learning model used, is there a way to assess the dataset predictivity before feeding the data into an algorithm? We restrict our claim to a conventional algorithm; however, we hope our approach generalizes to future algorithms as well, if the predictivity is a property of the dataset and not the algorithm. For example, no algorithm can predict the next bit in a series of coin tosses, no matter what algorithm is used. Therefore, the predictivity of the dataset should be zero, indicating that any attempt to predict is futile.

In this paper, we focus on quantized time series data. For quantized time series data, a naive way to measure the chaotic level of the system is to calculate its Shannon entropy. Shannon entropy estimate the average rate of information that is produced by a stochastic source of data[113]. In other words, this is the unpredictability of the state, or equivalently, its average information content.

However, Shannon entropy is the average rate of information. The definition restrains its ability to capture the temporal memory of time series data. This urges us to look for a better metric that can also be easily calculated and one that could capture temporal relationships at the same time.

5.4 Data Smashing Metric for Data Predictivity

Earlier, we introduced an unsupervised learning method called data smashing[13]. Data smashing is used to measure causal similarity between series of quantized sequential observations. As a feature-less model-free classification method, data smashing does not require training, or expert tuned heuristics. It also provides flexibility on inputs data: equal length of time series is not required, and mismatch in phase and missing data can be tolerated. Once the similarity between the two time series is calculated by data smashing, one can use the resulting metric to cluster and compare datasets.

A very simplified process of data smashing can be found in Chapter 1 ,Section 1.8:
If the inverted copy of one stream can annihilate the statistical information contained in the other, then we can claim that two sets of time series have the same underlying generative process without explicitly knowing or constructing the models themselves. In [110], this property is called information annihilation. In other words, if the input data stream $s_1$ is statistically similar to a random stream $s_2$ (which is known to be unpredictable by construction), then we conclude that the original data stream $s_1$ is also unpredictable.

As shown in Figure 5.1(d), $e_{12}$ is the smashing distance between $s_1$ and $s_2$. The key aim of this paper is to **arbitrarily set one of the streams as flat white noise**, as shown in Figure. 5.2.

If the given streams entropy level is high, close to a coin toss, the smashing distance would be close to zero because their underlying generative mechanism are similar. Conversely, the smashing distance would be high because the streams are not similar.

---

**Figure 5.1:** A detailed Algorithms for Data Smashing stream operations. Reproduced from [13].

<table>
<thead>
<tr>
<th>Stream Operation</th>
<th>Algorithmic Procedure (Pseudocode)</th>
</tr>
</thead>
</table>
| Independent Stream Copy | 1. Generate stream $\omega_k$ from FWN  
2. Read current symbol $\sigma_1$ from $s_1$, and $\sigma_2$ from $\omega_k$.  
3. If $\sigma_1 = \sigma_2$, then write $\sigma_1$ to output $s'$.  
4. Read next symbol and go to step 1. |
| Stream Inversion | 1. Generate $|\Sigma| - 1$ independent copies of $s_1, s_2, \ldots, s_{|\Sigma|-1}$.  
2. Read current symbols $\sigma_i$ from $s_i$ ($i = 1, \ldots, |\Sigma| - 1$).  
3. If $\sigma_i \neq \sigma_j$ for all distinct $i, j$, then write $\Sigma \setminus \{\sigma_i\}$ to output $s'$.  
4. Read next symbol and go to step 1. |
| Stream Summation | 1. Read current symbols $\sigma_i$ from $s_i$ ($i = 1, 2$).  
2. If $\sigma_1 = \sigma_2$, then write to output $s'$.  
3. Read next symbol and go to step 1. |
| Deviation from FWN | $\xi(s, \ell) = \frac{|\Sigma| - 1}{|\Sigma|} \sum_{x, y \in \text{strings of length } \ell} \frac{|\phi(x) - \mu(x)|}{|\Sigma^{|x|}}$,
where $|\Sigma|$ is the alphabet size, $|x|$ is the length of string $x$, $\ell$ is the maximum length of strings up to which the sum is evaluated. For a given $e^*$, we choose $\ell = \ln(1/e^*)/\ln(|\Sigma|)$ (see the electronic supplementary material, Proposition S1-15). |

---
distance would be much higher if the given time series data structure is close to deterministic because of the obvious difference between their underlying models.

One major advantage of using our approach compared is that when one smashes two time series to calculate their distance, the length of the data stream is finite. However, by using the proposed predictivity index we control the generation of the flat white noise, so we can create FWN (flat white noise) of any length needed. Just as with any machine learning method, having more data provides a higher chance of accurate convergence.

## 5.5 Implementation and Experimental Evaluation

To prove our metric is a better measure than simple Shannon entropy, we compared the correlation between validation accuracy and data smashing distance, to the correlation between validation accuracy and Shannon entropy. In other words, correlation between predicted predictability and actual predictability (using various ML methods) is the meta-metric for predicting predictivity.

If the proposed data smashing distance is in general a better metric than Shannon entropy, the absolute value of the coefficient of correlation between validation accuracy and data smashing dis-
distance should be higher than the absolute value of the coefficient of correlation between validation accuracy and other entropy measures. The reason to use absolute value is because data smashing and entropy are a reversal order indicator related to dataset predictivity. The higher the DS distance is, the higher the predictivity. Meanwhile, the lower the entropy is, the higher the predictivity.

We explore this meta metric by doing the following. Our experiment and implementation are conducted in two cases: simulated data and daily industrial sector price time series data (of GICS, Global Industry Classification Standard, level III sectors data). We aim to validate both the simulated dataset and real-world dataset, and whether data smashing distance is in general a better metric than Shannon entropy.

5.5.1 Toy Problem

For the simulated data, we designed and used a Probabilistic Finite State Automata (PFSA) to generate stochastic time series. The design is the following: the PFSA has two states, and transitions probabilities are shown in the Figure.5.3. The two states have the probability distribution of (0/70% and 1/30%) and (0/30% and 1/70%) respectively. If these two states are merged, the probability will average to around 50%/50%. We used this PFSA to generate the stochastic data stream with the length of 10k symbols for our toy problem (we later refer to it as the toy problem stream).

We generated multiple toy problem data streams. Each time a toy problem stream was created, we calculated its Shannon entropy and its data smashing distance to a flat white noise. In addition, each time one a toy problem stream was generated, we applied machine learning algorithms to train and calculate validation accuracy. The toy problem data stream was divided into 90% for training and 10% for validation. In this experiment, we used a stochastic prediction algorithm as the baseline [111], and the Receiver Operator Curve (ROC) area as the metric to calculate its validation accuracy.

We repeated this process 100 times, and ended up with three vectors with the length of 100. vector entries are 100 trial toy problem streams Shanon Shannon entropy, data smashing distance to
Figure 5.3: Designed PFSA machine that generates the toy problem stream. It has two states, state 0 has probability distribution of 0/70% 1/30%, and state 1 0/30% 1/70%. States transition is shown in the figure.

a flat white noise and validation accuracy. At this point, we calculate the coefficient of correlation between entropy measures validation accuracy and the coefficient of correlation between data smashing distance validation accuracy.

As shown in Table 5.1., the data smashing distance correlates the accuracy(0.1881) better than other entropy.

Table 5.1: Data-smashing metric and other entropy measures’ absolute value of coefficient of correlation

<table>
<thead>
<tr>
<th>Metric</th>
<th>Absolute value of Coefficient of Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Smashing Distance</td>
<td>0.1881</td>
</tr>
<tr>
<td>Shannon entropy</td>
<td>0.0651</td>
</tr>
<tr>
<td>Lempel-Ziv entropy</td>
<td>0.0157</td>
</tr>
<tr>
<td>Permutation entropy</td>
<td>0.0037</td>
</tr>
<tr>
<td>Sample entropy</td>
<td>0.036</td>
</tr>
</tbody>
</table>
This result shows that the data smashing distance is a better metric than other entropy measures in this control experiment. In addition, as mentioned before, the average probability of two PFSA states is 50%/50%. In Figure 5.4, the histogram of 100 toy problem streams Shannon entropy is plotted and the values are clustering around 0.9812, meaning that if Shannon entropy is used to pre-gauge the level of predictivity of a system, it will be viewed as relatively chaotic, as shown in Figure 5.4. This is clearly not true, given that the toy problem time series are created using a known PFSA model, and they possess a certain temporal pattern.

Moreover, we plotted the 0/1 ratio of the toy problem streams and their AUC values in Figure 5.5. 0/1 ratio values are around 0.5, which well correlates with the high Shannon entropy value. However, the mean of the AUC value is 0.6, which is definitely not trivial. Thus, in this case, Shannon entropy would not be an ideal metric to use for gauging the predictivity of the dataset before doing any machine learning.

In Figure 5.6, the histogram of the data smashing distance of flat white noise to itself is plotted along with the toy problem streams data smashing distance to flat white noise. Its clearly shown their values are clustering around different value at different magnitude, 0.0025 an 0.0169 respec-
Figure 5.5: AUC value of testset if prior distribution is used (in orange) or PFSA is used (in blue) respectively, this result distinctly revealed the hidden extra information in the dataset detected by our metric compare to using other entropy as metric.

As an alternative to Shannon Entropy, we explored other information metrics. For example, the Lempel-Ziv compression algorithm [113,119,120] uses a dictionary to encode and compress the data. However, if one uses Lempel-Ziv to compress a totally randomly generated data stream, the compression rate will be close to zero due to the randomness despite a lack of valuable information contained. On the other hand, data smashing can not only pick up the temporal pattern but it can also recognize a coin toss if the smash distance is very close to 0 as shown in the toy problems.

One might argue that because the data smashing mathematical model is also based on PFSA, if one uses data smashing distance as a data predictivity indicator and then PFSA to make prediction,
Figure 5.6: Histogram of data smashing distance of flat white noise of itself in orange and data smashing distance of the toy problem data with flat white noise in blue. This shows how data smashing can differentiate pattern data from pure randomness.

it will end up showing a higher correlation in this simulated situation because their methods stem from PFSA.

Does the proposed data smashing metric have an advantage over other entropy metrics when other machine learning methods are used to make predictions? In the following section, we used real world data and other machine learning approaches to give an affirmative answer.

5.5.2 Global Market Data

For industrial sector prices time series, the data starts from January 2, 2002 and ends on July 14, 2017. Each time series has 16,380 observations. GICS is a tiered, hierarchical industry classifi-
cation system, wherein the companies are classified quantitatively and qualitatively in the system. Each different levels represents one tier of the industry level. The higher the tier, the more detailed the data in that sublevel. For example, level one includes Technology, Energy etc. and level three includes more detailed Energy Equipment Services, and Oil, Gas Consumable Fuels. The Bloomberg terminal [114] provides a convenient API to download the industrial sector price time series data.

The time series of price are calculated into returns and are further quantized into binary strings, with the symbol 0, indicating a negative movement in return, and 1, indicating an identical or positive movement in return. We choose level III data, which includes 60 stocks in total as the testing time series. We applied 22 different standard machine learning techniques to train and calculate each models validation accuracy. The training procedure is the same for all 22 methods we applied and the details are as follows.

After quantization, we arbitrarily choose a training window size of five bits. With every five bits as the training set, the machine learning algorithm classified whether the next bit forward in time is 0 (drop) or 1 (raise). After training, we used five-fold cross validation to get model validation accuracy. Meanwhile, we calculated five different entropy measures for each time series: Shannon entropy, Lempel-Ziv entropy, the proposed data smashing distance, permutation entropy and sample entropy. From here, like we did in the toy problem, for each machine learning algorithm, we calculated the correlation between time series validation accuracy and their corresponding entropy calculated from the five entropy measures.

In Table 5.2, the 22 machine learning methods are listed in the first and third columns, and their correlations are printed on the right. We highlighted the highest correlation among five entropy measures in red and plotted the histogram of the metrics with the highest correlation out of 22 machine learning methods. From Figure. 5.7, we can clearly see the dominance advantage of our metric compared to the others. Out of the 22 machine learning methods we applied, 14 highest correlations are produced from our metric.

In addition, We added one more dimension to further analyze and compare our new metric.
Table 5.2: Absolute value of 5 metrics coefficients of Correlation for different Machine Learning methods

<table>
<thead>
<tr>
<th>Machine learning Algo</th>
<th>SE</th>
<th>LZ</th>
<th>DS</th>
<th>Per</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine Tree</td>
<td>0.2184</td>
<td>0.2447</td>
<td><strong>0.2577</strong></td>
<td>0.1318</td>
<td>0.2316</td>
</tr>
<tr>
<td>Fine KNN</td>
<td>0.0508</td>
<td><strong>0.1559</strong></td>
<td>0.0571</td>
<td>-0.0356</td>
<td>0.0829</td>
</tr>
<tr>
<td>Medium Tree</td>
<td>0.6897</td>
<td>0.2764</td>
<td><strong>0.7089</strong></td>
<td>0.1148</td>
<td>0.6534</td>
</tr>
<tr>
<td>Medium KNN</td>
<td><strong>0.2503</strong></td>
<td>0.1253</td>
<td>0.2329</td>
<td>0.1191</td>
<td>0.2367</td>
</tr>
<tr>
<td>Coarse Tree</td>
<td>0.6905</td>
<td>0.2727</td>
<td><strong>0.7045</strong></td>
<td>0.0355</td>
<td>0.6901</td>
</tr>
<tr>
<td>Coarse KNN</td>
<td>0.5596</td>
<td>0.2607</td>
<td><strong>0.5738</strong></td>
<td>0.11</td>
<td>0.2319</td>
</tr>
<tr>
<td>Linear Discriminant</td>
<td>0.7798</td>
<td>0.2585</td>
<td><strong>0.8177</strong></td>
<td>0.0364</td>
<td>0.7774</td>
</tr>
<tr>
<td>Cosine KNN</td>
<td><strong>0.2448</strong></td>
<td>0.1274</td>
<td>0.2315</td>
<td>0.1119</td>
<td>0.2319</td>
</tr>
<tr>
<td>Quadratic Discriminant</td>
<td>0.5279</td>
<td>0.2908</td>
<td><strong>0.5771</strong></td>
<td>0.1340</td>
<td>0.5431</td>
</tr>
<tr>
<td>cubic KNN</td>
<td><strong>0.2513</strong></td>
<td>0.1218</td>
<td>0.2386</td>
<td>0.112</td>
<td>0.2338</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>0.7765</td>
<td>0.2536</td>
<td><strong>0.8165</strong></td>
<td>0.0392</td>
<td>0.776</td>
</tr>
<tr>
<td>Weighted KNN</td>
<td><strong>0.2481</strong></td>
<td>0.1378</td>
<td>0.2361</td>
<td>0.1107</td>
<td>0.2385</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>0.6754</td>
<td>0.2669</td>
<td><strong>0.6862</strong></td>
<td>0.0345</td>
<td>0.6861</td>
</tr>
<tr>
<td>Boosted Trees</td>
<td>0.2386</td>
<td>0.2607</td>
<td><strong>0.2780</strong></td>
<td>0.1212</td>
<td>0.2481</td>
</tr>
<tr>
<td>Cubic SVM</td>
<td>0.3404</td>
<td>0.2026</td>
<td>0.3694</td>
<td>0.076</td>
<td><strong>0.392</strong></td>
</tr>
<tr>
<td>Bagged Trees</td>
<td>0.3498</td>
<td>0.2813</td>
<td><strong>0.3903</strong></td>
<td>0.1298</td>
<td>0.3618</td>
</tr>
<tr>
<td>Fine Gaussian SVM</td>
<td>0.2650</td>
<td>0.2620</td>
<td><strong>0.3003</strong></td>
<td>0.1482</td>
<td>0.2648</td>
</tr>
<tr>
<td>Subspace Discriminant</td>
<td>0.8603</td>
<td>0.2837</td>
<td><strong>0.9103</strong></td>
<td>0.1444</td>
<td>0.7978</td>
</tr>
<tr>
<td>Medium Gaussian SVM</td>
<td>0.3657</td>
<td>0.2431</td>
<td><strong>0.4044</strong></td>
<td>0.1400</td>
<td>0.3749</td>
</tr>
<tr>
<td>Subspace KNN</td>
<td>0.0732</td>
<td>0.0655</td>
<td><strong>0.0816</strong></td>
<td>-0.0314</td>
<td>0.1036</td>
</tr>
<tr>
<td>Coarse Gaussian SVM</td>
<td>0.8003</td>
<td>0.3015</td>
<td><strong>0.8720</strong></td>
<td>0.1134</td>
<td>0.7956</td>
</tr>
<tr>
<td>RUSBoosted Trees</td>
<td>-0.2442</td>
<td><strong>0.1990</strong></td>
<td>-0.1650</td>
<td>-0.0204</td>
<td>0.1372</td>
</tr>
</tbody>
</table>
For all 60 time series, we applied a moving window with a length of 2000 to calculate time series SE and the DS distance within window, and move one step forward at a time. In Figure 5.8, we take the 1st time series as one example, and find that a strong negative correlation (-0.941) between SE and DS can be observed. If SE is close to one, or the DS distance is small towards zero (close to flat white noise), this implies a very chaotic system. Figure 5.8 also shows that both methods capture the evolution of a system's chaoticness over time.

However, if we plot the moving windows SE and DS correlation with accuracy in a histogram in Figure 5.9, it shows that, on average, the DS distance has a higher correlation with accuracy compared to SE. Even though the DS distance and IE are highly negatively correlated, the DS distance as a new metric, must capture more of the nuance of the dataset, given its ability to detect temporal memory. Therefore, this proves to be a better metric than SE which is proven by the higher correlation with accuracy.
Figure 5.8: Calculated Shannon entropy and data smashing metric within moving windows for 1st time series, it is self-evident that they are highly negatively correlated. However, Data Smashing metric trajectory is more volatile than Shannon entropy. Its picking up more nuance than Shannon entropy.

5.6 Discussion

For our proposed predictivity index, which is based on data smashing, there are no parameters that need to be specified, except for a quantization scheme. The existence of PFSA generators is implicitly assumed, even though this follows the assumption that the time series of interest satisfy the properties of ergodicity, stationarity and have a finite number of states in PFSA. In [13] we argue that any quantized ergodic stationary stochastic process is representable as a probabilistic automata (see [13] Section S-D in the electronic supplementary material).
Figure 5.9: Histogram of coefficient of correlation of validation accuracy Shannon entropy and coefficient of correlation of validation accuracy Data Smashing distance of moving windows for 1st time series
Chapter 6: Conclusion

6.1 Conclusions for Chapters

For this dissertation, I successfully implemented our causality inference algorithm to

1. Develop a higher order causality network and successfully used it to capture the second order causal relationship of Bitcoin arbitrage activity between different exchanges

2. Confirm the seismic activities’ causal relationship from the middle American Trench to California from a data perspective

3. Achieved state-of-the-art human brain signals classification accuracy without having any domain/prior knowledge in advance. We discovered mice neuron activity patterns using mice brain signals without making any assumptions

4. Detect the causal pattern in the data stream. We successfully invented an index to represent the time series predictivity and showed that our method is the state-of-the-art compared to other entropy measures.

Chapter 1 extended the previous causality network research. A non-parametric model was designed to quantitatively measure and test the level of existence of higher order causality between ergodic stationary weakly dependent symbol sources. Beyond binary test, rejecting or accepting a null hypothesis, our method produces a structure generative model. This allows us to investigate deep the dynamic causal relationship between data flows further. Higher order moment property can also be explored in this fashion, specifically the second order moment, like the cases studies that are illustrated in the experiments section. One can repeat the procedure of inferring the second order to infer higher moment like skewness and kurtosis. In the experiments and applications, we
studied a toy problem to prove the validity of our approach, and applied this method to industrial sector data and calculated the second order causality network to explore the sectors volatility causal relationship. In addition, we applied this method to study the arbitrage trading activity of Bitcoin between two exchanges. This work allows us to tap deeper into the complex causal relationships of higher order system so that we can better understand the hidden causal mechanism.

Using earthquake catalogs across California and the Middle American Trench, we identified a delayed hidden causality pattern between 250 to 350 weeks in chapter 2. This delay had the ROC AUC value of approximately 0.62, with the confidence level above 99%. This result confirms the hypothesis put forward by Raleigh et al (2). We further suggest that a similar analysis can be performed globally to find additional regions bound by causality effects. Ultimately, the complete collection of effects can be considered as the global seismic network.

Since our approach is purely data-driven, we can only find statistical causality, and not geophysical causation. We cannot, for example, determine the mechanisms that underlie the long-range interactions between the seismogenic structures, and what roles are being played by the elastic seismogenic zone and the viscous asthenosphere that lies beneath. While in one sense such a physics-free approach facilitates our analysis with no knowledge of the material properties involved, and requires no detailed empirical modeling of stress relaxation dynamics, it does become a black-box solution, which gives answers without providing a first-principles model.

Finally, our analysis shows that accurate earthquake prediction is a non-local prediction problem since prediction is influenced by seismic activity in remote seismic regions and significant improvement in prediction performance is to be expected when these influences are included.

In Chapter 3, we present a novel approach to classifying brain signals that outperforms the state of the art techniques as follows:

1. It provides high accuracy independently of the expertise of the user or nature of the data. No preprocessing, feature extraction, or supervision of the algorithm are needed. This opens up the BCI science and industry to people from all ages and backgrounds. The algorithm is plug-and-play.
2. It distinguishes similar classes with high accuracy even with modest amounts of unlabeled data.

This will enable inexpensive consumer-product systems to classify multiple neural states; avoiding the need for specialized hardware.

3. It is insensitive to user bias or prevailing notions of brain function.

This will enable BCI to improve despite limitations in our current knowledge. By providing successful observations, it will advance our understanding of brain functions.

4. It works with multiple types of neural signals.

This will extend the utility and reach of BCI.

5. It is fast to setting up and run, and it can be parallelized.

This makes it a perfect candidate for real-time applications.

Future work can be explored in two sections. First it is important to further explore why certain single signals can capture the features we discovered. If successful, this will shed the light on our deeper understanding of the brain.

Secondly, it is important to explore the data smashing ability to classify time series in more other cases, such as financial time series, etc.. Since it does not require any expert/prior knowledge, data smashing can be applied to any nature of time series in a plug-and-play fashion. This provides researchers the leverage to circumvent the several bottlenecks of modern machine learning.

In Chapter 4, we introduced a predictivity index as a new way to measure the level of complexity of the time series. This is a parameter and distribution-free way of calculating dataset predictivity that does not require any expert tuned heuristics. The advantage of this method is demonstrated both in the synthetic and financial dataset by comparing the correlation between validation accuracy and our metric, which is the correlation between other entropy measures.

Even though the proposed predictivity index metric does not always have the highest correlation with performance of a future machine learning method, statistically speaking, its superiority
is evident in both case studies. Its other strength also focuses on circumventing any required expert knowledge and rendering our method as an easy plug-and-play metric. Therefore, this can be readily implemented by anyone in any user case.
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Appendix: Global earthquake activity causality plot

Global earthquakes causality plots for each individual cluster ROC\(\geq 0.55\)

(Youtube link: https://youtu.be/dKemjirvXc)

Figure 1: Global earthquakes causal relationship for target cluster1, highlighted in green, all other driving areas highlighted in red
Figure 2: Global earthquakes causal relationship for target cluster2, highlighted in green, all other driving areas highlighted in red

Figure 3: Global earthquakes causal relationship for target cluster3, highlighted in green, all other driving areas highlighted in red
Figure 4: Global earthquakes causal relationship for target cluster4, highlighted in green, all other driving areas highlighted in red

Figure 5: Global earthquakes causal relationship for target cluster5, highlighted in green, all other driving areas highlighted in red
Figure 6: Global earthquakes causal relationship for target cluster 6, highlighted in green, all other driving areas highlighted in red.

Figure 7: Global earthquakes causal relationship for target cluster 7, highlighted in green, all other driving areas highlighted in red.
Figure 8: Global earthquakes causal relationship for target cluster8, highlighted in green, all other driving areas highlighted in red
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Figure 10: Global earthquakes causal relationship for target cluster10, highlighted in green, all other driving areas highlighted in red
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