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Abstract

Materials Optimization and GHz Spin Dynamics of Metallic

Ferromagnetic Thin Film Heterostructures

Cheng Cheng

Metallic ferromagnetic (FM) thin film heterostructures play an important role in emerg-

ing magnetoelectronic devices, which introduce the spin degree of freedom of electrons into

conventional charge-based electronic devices. As the majority of magnetoelectronic devices

operate in the GHz frequency range, it is critical to understand the high-frequency magne-

tization dynamics in these structures.

In this thesis, we start with the static magnetic properties of FM thin films and

their optimization via the field-sputtering process incorporating a specially designed in-

situ electromagnet. We focus on the origins of anisotropy and hysteresis/coercivity in soft

magnetic thin films, which are most relevant to magentic susceptibility and power dissipation

in applications in the sub-GHz frequency regime, such as magnetic-core integrated inductors.

Next we explore GHz magnetization dynamics in thin-film heterostructures, both

in semi-infinite samples and confined geometries. All investigations are rooted in the

Landau-Lifshitz-Gilbert (LLG) equation, the equation of motion for magnetization. The

phenomenological Gilbert damping parameter in the LLG equation has been interpreted,

since the 1970’s, in terms of the electrical resistivity. We present the first interpretation of

the size effect in Gilbert damping in single metallic FM films based on this electron theory

of damping.

The LLG equation is intrinsically nonlinear, which provides possibilities for rf sig-

nal processing. We analyze the frequency doubling effect at small-angle magnetization



precession from the first-order expansion of the LLG equation, and demonstrate second

harmonic generation from Ni81Fe19 (Permalloy) thin film under ferromagnetic resonance

(FMR), three orders of magnitude more efficient than in ferrites traditionally used in rf

devices. Though the efficiency is less than in semiconductor devices, we provide field- and

frequency-selectivity in the second harmonic generation.

To address further the relationship between the rf excitation and the magnetization

dynamics in systems with higher complexity, such as multilayered thin films consisting of

nonmagnetic (NM) and FM layers, we employ the powerful time-resolved x-ray magnetic

circular dichroism (TR-XMCD) spectroscopy. Soft x-rays have element-specific absorption,

leading to layer-specific magnetization detection provided the FM layers have distinctive

compositions. We discovered that in contrast to what has been routinely assumed, for layer

thicknesses well below the skin depth of the EM wave, a significant phase difference exists

between the rf magnetic fields Hrf in different FM layers separated by a Cu spacer layer.

We propose an analysis based on the distribution of the EM waves in the film stack and

substrate to interpret this striking observation.

For confined geometries with lateral dimensions in the sub-micron regime, there has

been a critical absence of experimental techniques which can image small-amplitude dynam-

ics of these structures. We extend the TR-XMCD technique to scanning transmission x-ray

microscopy (STXM), to observe directly the local magnetization dynamics in nanoscale FM

thin-film elements, demonstrated at picosecond temporal, 40 nm spatial and < 6◦ angular

resolution. The experimental data are compared with our micromagnetic simulations based

on the finite element analysis of the time-dependent LLG equation. We resolve standing

spin wave modes in nanoscale Ni81Fe19 thin film ellipses (1000 nm × 500 nm × 20 nm)

with clear phase information to distinguish between degenerate eigenmodes with different

symmetries for the first time. With the element-specific imaging capability of soft x-rays,

spatial resolution up to 15 nm with improved optics, we see great potential for this tech-

nique to investigate functional devices with multiple FM layers, and provide insight into

the studies of spin injection, manipulation and detection.
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Chapter 1

Introduction

The field of spintronics (spin-electronics) [1], which combines the charge and spin degree

of freedom of electrons, has thrived in the past two decades. Metallic ferromagnetic (FM)

materials in thin-film form, based on 3d transition metal alloys, are widely used in spin-

tronic devices and are particularly attractive for their compatibility with existing CMOS

processing technology. In this thesis, we look into the static and dynamic properties of

these 3d transition metal alloy thin films, with focus on GHz magnetization dynamics in

FM heterostructures.

The Landau-Lifshitz-Gilbert (LLG) equation governs the fast magnetization dynam-

ics and is the center of this thesis. We treat it in systems with increasing complexitiy. First,

we start with the simplest case of uniform magnetization/macrospin precession in the lin-

ear regime, with homogeneous rf driving magnetic field in a semi-infinite extended FM film,

and investigate the microscopic origins of the Gilbert damping term. Next we introduce the

first-order nonlinearity of the LLG equation, still within the macrospin model under uniform

excitation, and understand the emergence of second harmonic and its device potential in

the small-angle precession limit. Further extending the system to multilayered structures,

we see inhomogeneous excitation field across the film stack, observing the depth-dependent

effective rf field in the film using time-resolved (TR) x-ray magnetic circular dichroism

(XMCD) spectroscopy. Here the magnetization precession amplitude and phase have to be
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analyzed with the combination of the LLG equation and the Maxwell’s equations. Finally

we have FM thin film heterostructures with confined lateral geometries. In these systems,

when we have homogeneous static magnetization under large external bias, standing spin

waves in the film plane occur under uniform excitation, due to the finite film size. For an

element in the remanent state, nonuniform magnetic domain structures introduce inhomo-

geneous effective magnetic fields within the element, which results in extremely localized

dynamic responses. We bring in the numerical calculations, based on the finite-element

analysis of the LLG equation, to interpret the experimental data we obtained employing

the TR-scanning transmission x-ray microscopy (STXM) with spatial resolution of 40 nm.

1.1 Thesis outline

I would group the following chapters of this thesis into three parts.

1. The materials optimization part, which includes Chapters 2 and 3:

• Chapter 2, ’Static magnetic properties: the hysteresis loop and its control via

field-sputtering ’, describes 1) the static magnetic properties that we could read

from a hysteresis loop, and their physical origins; 2) the sputtering process: tun-

ing the parameters and their influence on the microstructure, surface and inter-

face properties, and the relationship with soft magnetic properties; 3) the design

and implementation of the in-situ electromagnet for field sputtering (Publication

list 8).

• Chapter 3, ’Laminated Co91.5Zr4.0Ta4.5 and Ni80Fe20 thin films: implementa-

tion in magnetic-core integrated inductors’, describes the magnetic-core inte-

grated inductor project and the results of materials optimization (Publication

list 6, 5, 10) based on the guidelines in Chapter 2.

2. The magnetization dynamics part, which includes Chapters 4, 5 and 6, where

we introduce the LLG equation, look into the physical origin of the Gilbert damping
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parameter, and explore possibilities in rf processing with the samll-angle nonlinear

effect of the LLG.

• Chapter 4, ’The Landau-Lifshitz-Gilbert equation: equation of motion for mag-

netization dynamics’ describes 1) the LLG eqation, 2) the thin film linearized

case, fundamentals of ferromagnetic resonance (FMR).

• Chapter 5, ’Electron theory of Gilbert damping in fast magnetization dynamics

of itinerant ferromagnets’, discusses the physical origin, the electron scattering

mechanism, of the phenomenological Gilbert damping parameter in metallic fer-

romagnets based on 3d transition elements; it gives a review of the theoretical

approach and presents our experimental data in three commonly used device

ferromagnets (Publication list 1).

• Chapter 6, ’Nonlinear effect of LLG at small angle precession: high-efficiency

GHz frequency doubling without power threshold in thin-film Ni81Fe19’, describes

the nonlinearity of the LLG equation in the small-angle limit, the analytical

form of the second harmonic generation, and demonstrates the experimental

observation of the frequency doubling effect (Publication list 3).

3. The last part is a dedicated section for our synchrotron experiments which have

been a continuous effort over years and perhaps contains some of the most intriguing

results found during my dissertation research.

• Chapter 7, ’X-ray magnetic circular dichroism and pump-probe technique’, de-

scribes the origin of magnetic contrast from soft x-ray, the x-ray magnetic cir-

cular dichroism (XMCD), the working principles of the pump-probe technique,

and desbribes the special sample preparation required by x-ray spectroscopy and

microscopy.

• Chapter 8, ’Detection of microwave phase variation in nanometre-scale mag-

netic heterostructures’, describes the large phase variation in the magnetization

precession over different layers of FM materials in nanoscale heterostructures, ob-
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served by TR-XMCD spectroscopy, and its interpretation by solving Maxwell’s

equations and the LLG equation (Publication list 4).

• Chapter 9, ’Time-resolved scanning transmission x-ray microscopy for resolv-

ing small-angle magnetization dynamics in confined geometries’, describes the

TR-STXM work( Publication list 2, 7, 9, 11), with the initial demonstration of

the technique in a micrometer scale CoZrTa element, and the subsequent work in

nanoscale Permalloy elements showing phase-resolved imaging of standing spin-

wave eigenmodes and corresponding micromagnetic simulations results.
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Chapter 2

Static magnetic properties: the

hysteresis loop and its control via

field-sputtering

2.1 Introduction

The hysteresis loop, the dependence of magnetization M on the auxillary magnetic field H,

contains much information about a ferromagnetic (FM) thin film structure. Fig. 2.1 exhibits

M-H loops for different materials and heterostructures, with the panel (a) representing the

most ’standard’ loops of a single-layer extended FM film with uniaxial anisotropy, the blue

and green loops for the easy- and hard -axes respectively. In this chapter, we will focus on

the single-layer extended FM film case, since it is the building block of any other systems

with higher complexity and reflects mostly the intrinsic properties of the magnetic material.

In the first part of this chapter, we will look into the physical origins of the proper-

ties that we read from the hysteresis loop, i.e. (1) the uniaxial anisotropy Ku induced in soft

FM thin films by atomic pair-ordering, (2) the permeability µr from the major loop and the

initial susceptibilities from the minor loops and (3) the coercivity Hc and its relationship

to the microstructure and morphology of the thin film. Next we review the basic working
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Figure 2.1: Illustration of typical hysteresis (M-H ) loops for various magnetic thin film
systems. (a) the most ’standard’ hysteresis loops, the blue curve for the easy-axis and the
green curve for the hard -axis, of a single-layer extended film; (b) M-H loops measured from
a bilayer film; (c) hysteresis loops in a multilayered system with perpendicular anisotropy
and interlayer exchange coupling [2]; (d) easy-axis hysteresis loop of a sample with magnetic
domain wall pinning [3].
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Figure 2.2: A closer look at the type of loop in Fig. 2.1(a). (a) The remanence state
(zero bias field) of an extended single-layer FM film with uniaxial anisotropy, showing
magnetization along the hard -axis in domain walls; (b) The hysteresis loop illustrating the
anisotropy field Hk, the permeability µ and the coercivity Hc.

principles of magnetron field-sputtering with a focus on the kinetic model of the adatoms

on the surface of the film from the sputtering process, relate the sputtering parameters to

the film quality, then thus build the connection between the soft ferromagnetic properties

and the control of sputtering parameters. The last section of this chapter addresses the

experimental aspects with detailed description of the design and incorporation of our in-

situ electromagnet in the ultra-high vacuum (UHV) sputtering chamber for field-sputtering.

Finally we will conclude with the experimental data from field-sputtered single-layer FM

extended films, demonstrating vector control of the induced anisotropy using this in-situ

electromagnet.

2.2 Looking into the hysteresis loop

For a uniaxially anisotropic film we are interested in, Fig. 2.2 (a) shows the relaxed mag-

netization configuration under zero bias and introduces some basic concepts. There is one

axis in the film plane, the easy-axis, along which the film will be uniformly magnetized

under a minimum external field. The axis perpendicular to the easy-axis in the film plane

is the hard-axis: the free energy of the system reaches its maximum for the magnetization
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to lie along this axis, and the highest external field is required to magnetize the film along

this direction. Taking a closer look at the hard-axis hysteresis loop in Fig 2.2 (b), we notice

three critical parameters, Hk, µ and Hc. The anisotropy field Hk is the external field value at

which the film is uniformly magnetized, i.e. reaches its saturation magnetization. The rela-

tive permeability µr is defined as the slope of the loop, µr = 1+χM = 1+Ms/Hk ≃ Ms/Hk.

The hard-axis loop is strictly linear in the single-domain Stoner-Wohlfarth model because

of the reversible, coherent rotation of the magnetization; however, in realistic thin film sys-

tems, the ideal case of a single magnetic domain is unusual. Due to the existance of domain

walls, there is always a remanent magnetization along the hard-axis when the external field

is reduced to zero, as shown in Fig. 2.2 (a). We define the external field under which the film

exhibits zero net magnetization as the coercive field, or coercivity Hc. The area enclosed by

the hysteresis loop indicates the power dissipated by the magnetization when the material

is cycled under cyclic external magnetic field. Therefore, it is important to pay attention

to the coercivity and to minimize it for reduced power consumption in some applications.

2.2.1 Induced uniaxial anisotropy

In this section, we look into the physical origin of the induced uniaxial anisotropy in poly-

crstalline or amorphous FM films, with detailed derivation for binary and ternary alloys.

The single domain state of a thin film ferromagnetic element with uniaxial anisotropy,

Ea = Ku cos
2 ϕ (2.1)

where Ea is the anisotropy energy, Ku is the uniaxial anisotropy constant, and ϕ is the angle

between the magnetization and the easy-axis, is desirable in many applications. The mag-

netization in the element switches when the external field is applied along the easy-axis, as

in magnetic memory devices, and rotates coherently and reversibly when the applied field is

along the hard-axis, eliminating hysteresis loss when energy dissipation is the prior concern.

For an infinitely large, stress-free, ideally magnetically soft polycrystalline or amorphous

ferromagnetic alloy thin film, the crystal anisotropy and magnetostriction are negligible,
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and the demagnetizing field will force the magnetization M to lie in the film plane. If an

external magnetic field parallel to the film surface is applied during deposition or post-

deposition annealing, a uniaxial anisotropy is induced, as explained by the pair ordering

model [4, chap.17].

The simplest case is binary alloy AxB1−x. The basic assumptions are:

1. For a unit volume, the number of lattice sites is n, and z is the number of nearest

neighbors (n.n.) for each lattice site. The volume density of atomic pairs is then

1

2
nz

The ith direction of atomic pair is determined by the position of the ith n.n., for

i = 1 to 1
2z. In each direction, there are n atomic pairs per unit volume.

2. The alloy is an ideal solid solution, and the probabilities of forming AA, BB, and AB

pairs, PAA, PBB and PAB, are determined solely by the concentrations of A and B

atoms, CA and CB, since there are no differences in the chemical bonding energies.

PAA = C2
A = x2 =⇒ nAA =

1
2
z∑

i=1

nAAi =
1

2
nz x2

PBB = C2
B = (1− x)2 =⇒ nBB =

1
2
z∑

i=1

nBBi =
1

2
nz (1− x)2

PAB = 2CACB = 2x(1− x) =⇒ nAB =

1
2
z∑

i=1

nABi = nz x(1− x)

where nAA is the volume density of the AA pairs and nAAi is the volume density of the

AA pairs in the ith direction. Note: In each direction, nA = nx, nB = n(1− x), but

nAAi, nBBi, nABi are not determined by x only, but direction dependent. However,

they satisfy the relation

nAAi + nBBi + nABi = n

nAAi − nBBi = (2x− 1)n =⇒ nBBi = nAAi − (2x− 1)n

=⇒ nABi = n− nAAi − nAAi + (2x− 1)n = −2nAAi + 2xn
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3. lAA, lBB, lAB are the coefficients of the pseudodipole interaction for different atom

pairs. ϕi is the angle between the system magnetization and the ith direction.

In a unit volume, the anisotropy energy due to the directional distribution of the three

kinds of atom pairs is given by

Ea =

1
2
z∑

i=1

(nAAilAA + nBBilBB + nABilAB)(cos
2 ϕi −

1

3
)

Substitute the expressions for nBBi and nABi obtained in assumption 2, we have

Ea =

1
2
z∑

i=1

{nAAi[lAA + lBB − 2lAB] + const.}(cos2 ϕi −
1

3
)

With the definition

l0 ≡ lAA + lBB − 2lAB

, we have

Ea =

1
2
z∑

i=1

nAAil0(α1γ1i + α2γ2i + α3γ3i)
2 + const. (2.2)

where (α1, α2, α3) and (γ1i, γ2i, γ3i) are the direction cosines of the domain magnetization

and of the ith direction, respectively.

During field-sputtering or field-annealing, the atoms in the film gain a kinetic energy Ek

from either the bombardment of the adatoms or the elevated temperature. The probability

of finding AA pair in the ith direction is proportional to

exp (−l0 cos
2 θi/Ek)

, where θi is the angle between the ith n.n. direction and the applied field direction which

is also the domain magnetization direction provided Happ > Hsat. Therefore, the volume

density of AA pairs in the ith direction is given by

nAAi = nAA
exp (−l0 cos

2 θi/Ek)∑ 1
2
z

i=1 exp (−l0 cos2 θi/Ek)

For l0 << Ek, which means −l0 cos
2 θi/Ek ∼ 0,

exp (−l0 cos
2 θi/Ek) ∼ 1− l0 cos

2 θi/Ek ∼ 1



11

=⇒ nAAi = nAA
1− l0 cos

2 θi/Ek

z/2
=

2nAA

z
(1− l0 cos

2 θi/Ek)

=
2nAA

z
[1− l0(β1γ1i + β2γ2i + β3γ3i)

2/Ek], (2.3)

where (β1, β2, β3) is the direction cosines of the applied field.

From the analysis shown in the previous paragraph, it can be seen that the directional

distribution of atom pairs is determined by the direction of the applied magnetic field.

After the field-sputtering or annealing is completed, nAAi is fixed. Now we can analyze the

anisotropy energy of the system by evaluating equation 2.2, neglecting the constant term

and substituting the directional distribution nAAi given by equation 2.3.

Ea =

1
2
z∑

i=1

2nAA

z
[1− l0(β1γ1i + β2γ2i + β3γ3i)

2/Ek]l0(α1γ1i + α2γ2i + α3γ3i)
2

= −nAAl
2
0

Ek
(k1

3∑
i=1

α2
i β

2
i + k2

∑
i>j

αiαjβiβj)

where [4, chap 17, p.364]

k1 =
2

z
(

z
2∑
i

γ41i −
∑
i

γ21iγ
2
2i)

k2 =
8

z
(

z
2∑
i

γ21iγ
2
2i)

and k1 and k2 are merely determined by the crystal type.

Ni1−xFex

In our polycrystalline films, with Fe substituting in the fcc Ni lattice, the atoms are typi-

cally arranged in a columnar growth along the < 111 > direction, where the {111} planes

are the close-packed planes. However, the in-plane orientation of each columnar grain is

random, resulting in a film which is isotropic in the film plane. The values of k1 and k2 for

isotropic material are 2/15 and 4/15 respectively, which leads to the following form of the

anisotropy energy in the form of Eq. 2.1:

Ea = −
2× 1

2nz x2l20
15Ek

(

z
2∑

i=1

αiβi)
2
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= −nz x2l20
15Ek

cos2 φ

where φ is the angle between the domain magnetization and the direction of the sputtering

field.

Finally, the uniaxial anisotropy constant induced by field-sputtering or annealing is given

by

Ku =
nzl20
15

1

Ek
x2

where x is the atomic percentage of the Fe atoms. Taking z = 12, n = 9.17 × 1028 m−3,

nl0 = 2.7× 106 J m−3, Ek = 9.66× 10−21 J, we have Ku = 2600 erg cm−3 for x = 0.2, i.e.

the composition of Permalloy (Ni80Fe20). Using the equation Hk = 2Ku/Ms, we have an

induced uniaxial anisotropy field Hk ∼ 3 Oe, which is consistent with our hysteresis loop

measurements in the Permalloy thin films.

The induced anisotropy for Ni-rich Fe alloy peaks at a maximum concentration of

the dilute atom species Fe 50%. However, the concentration of Fe is typically fixed at values

around 20% for soft magnetic properties since the crystal anisotropy and magnetostriction

pass through 0 at this composition. In order to increase the anisotropy of the film at this

composition, it is necessary to introduce a third impurity element without varying the ratio

of Ni/Fe atoms. This expression for uniaxial anisotropy also implies that the anisotropy

energy decreases with increasing kinetic energy of the adatoms, provided l0 << Ek. How-

ever, higher kinetic energy gives a more homogeneous film and smoother surface, which

will give a higher quality film with lower coercivity along the hard-axis, if we consider the

ripple issue. Therefore, a balance between these two factors should be reached for actual

deposition conditions optimization.

CoZrTa, CoFeB, NiFeTb

The treatment for ternary alloys uses the same principles as in the binary alloy case, but

with greater complexity [5]. With the addition of a third impurity element, the composition

of the alloy becomes (AxB1−x)1−yCy. Instead of considering only one kind of different-atom
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pair AB in a binary system, three combinations have to be treated: AB, BC and AC. There-

fore, we define

lAB
0 ≡ lAA + lBB − 2lAB

lBC
0 ≡ lBB + lCC − 2lBC

lAC
0 ≡ lAA + lCC − 2lAC

For (AxB1−x)1−yCy, the volume density of atoms and atomic pairs in the ith direction

satisfies the following relations, where n is the volume density of the lattice sites:

nA = n(1− y)x

nB = n(1− y)(1− x)

nC = ny

note that nA, nB and nC are constants for fixed composition.

2nAAi + nABi + nACi = 2nA (2.4)

2nBBi + nABi + nBCi = 2nB (2.5)

2nCCi + nACi + nBCi = 2nC (2.6)

Solving the above equations, we have

nABi = −nAAi − nBBi + nCCi + const.

nACi = −nAAi + nBBi − nCCi + const.

nBCi = nAAi − nBBi − nCCi + const.

Thus the anisotropy energy in a unit volume due to the directional distribution of the six

kinds of atom pairs is given by

Ea =

1
2
z∑

i=1

(nAAilAA + nBBilBB + nCCilCC + nABilAB + nACilAC + nBCilBC)(cos
2 ϕi −

1

3
)

=

1
2
z∑

i=1

1

2
[(nAAi+nBBi−nCCi)(lAA− 2lAB + lBB)+ (nAAi−nBBi+nCCi)(lAA− 2lAC + lCC)
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+(−nAAi + nBBi − nCCi)(lBB − 2lBC + lCC)](cos
2 ϕi −

1

3
)

=

1
2
z∑

i=1

1

2
[(nAAi+nBBi−nCCi)l

0
AB+(nAAi−nBBi+nCCi)l

0
AC+(−nAAi+nBBi+nCCi)l

0
BC ](cos

2 ϕi−
1

3
)

=
1

2

1
2
z∑

i=1

nAAi(l
0
AB + l0AC − l0BC)(cos

2 ϕi −
1

3
)

+
1

2

1
2
z∑

i=1

nBBi(l
0
AB − l0AC + l0BC)(cos

2 ϕi −
1

3
)

+
1

2

1
2
z∑

i=1

nCCi(−l0AB + l0AC + l0BC)(cos
2 ϕi −

1

3
)

which is in the exact mathematical form of Eq. 2.2 but with different l parameters and

dependence on the three same-atom pair densities. Using the same derivation line as in

the case of Ni1−xFex, we arrive at the final expression for Ku in the ternary alloy system

(AxB1−x)1−yCy:

Ea = − 2

15Ek
[nAA(l

0
AB+ l0AC− l0BC)+nBB(l

0
AB− l0AC+ l0BC)+nCCi(−l0AB+ l0AC+ l0BC)] cos

2 ϕ

where

nAA = n2
A = x2(1− y)2

nBB = n2
B = (1− x)2(1− y)2

nCC = n2
C = y2

assuming an ideal solid solution.

If A substitutes the B matrix sites at a fixed ratio and C is added as dilute impurities,

the uniaxial anisotropy energy shows a parabolic dependence on the impurity concentration

Ku ∝ ay2 + by, where the constants a and b are determined by the A/B atom concentra-

tion and the pseudodipolar constants for the different atom pairs. For a dilute impurity

concentration value in the range of 0 to 1% and a, b at the same order of magnitude, the

experimental data might be fitted as a linear dependence because of the small y value, in

which case y2 ≪ y. See Fig. 2.3 [6].
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Figure 2.3: Figure from Ref. [6], Induced and local anisotropies in amorphous CoZr-rare
earth thin films containing Pr, Nb and Tb. Rare earth concentration dependence of the in-
plane uniaxial anisotropy Ku of amorphous (Co93Zr7)100−xREx thin films, showing a linear
trend at low doping levels.

2.2.2 Permeability and initial susceptibility

For high frequency applications, the ferromagnetic film often operates under moderate ex-

ternal fields on the order of Oe (1× 10−4 T). Therefore, besides the permeability, which is

defined by the major loop where the magnetization is cycled between the opposite saturated

magnetization directions, the initial susceptibility is of significant importance. It is defined

as the susceptibility in the vicinity of zero external field:

χinit = (
∂M

∂H
)H=0.

• The Stoner-Wohlfarth Model, Reversible Coherent Rotation

In a single-domain, uniaxially anisotropic ferromagnetic thin film element, the magneti-

zation lies spontaneously along the easy-axis. If an external magnetic field is applied at an

angle θ0 with respect to the easy-axis, the magnetization rotates away from the easy-axis

as the amplitude of the field H increases, to minimize the free energy of the system. The

equilibrium state is illustrated in Fig. 2.4: The unit volume free energy of the system is

E = −Ku cos
2(θ − θ0)−MsH cos θ
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Figure 2.4: Equilibrium orientation of the magnetization under external bias in a system
with uniaxial anisotropy, Stoner-Wohlfarth(single domain) model. θ is the angle between
the magnetization direction and the bias field; θ is the angle between the bias field and the
easy-axis.

and at equilibrium θ,

M = Ms cos θ

∂E

∂θ
= Ku sin 2(θ − θ0) +MsH sin θ = 0 (2.7)

For the small applied field limit, the magnetization lies almost parallel to the easy-axis,

forming a small angle of

δθ = θ0 − θ ∼ 0

sin δθ ∼ δθ

Then equation 2.7 becomes

−2Kuδθ +MsH sin θ0 = 0 ⇒ δθ =
MsH

2Ku
sin θ0

The initial susceptibility is then

χ = (
∂M

∂H
)H=0

= (
Ms∂ cos θ

∂H
)H=0

= −Ms sin θ0
∂θ

∂H
∂θ

∂H
= −∂δθ

∂H
= − Ms

2Ku
sin θ0

Therefore we have χinit = M2
s

2Ku
sin2 θ0, as illustrated in Fig. 2.5. We could see that for

coherent magnetization rotation, the initial susceptibility reaches its maximum along the
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Figure 2.5: The initial susceptibility χinit as a function of the angle θ0 between the easy-axis
and the external field.

hard-axis.

• Reversible 180◦ domain wall motion

If the system is not single-domain, domain walls exist at the boundaries of the multiple

magnetic domains. The domain wall energy varies as a function of the position S of the wall,

due to the inhomogeneity of the system [7, chap.4]. Local impurities or defects introduce

additional energy terms to the wall and cause energy fluctuations, as illustrated in Fig. 2.6

(a). In the vicinity of a local energy minimum, where the small-field limit applies, the

domain wall energy per unit area can be approximated in a parabollic form as illustrated

in Fig. 2.6 (c), ϵw = 1
2αs

2, where s is the displacement from the equilibrium position. In

the case of 180◦ domain walls, the magnetizations adjacent to the wall on either side are

antiparallel along the easy-axis. Under an applied bias field, for a domain wall displacement

s from the equilibrium position, the change in the total magnetic moment is

∆M = 2MsAs

where Ms is the saturation magnetization and A is the domain wall area. This leads to a

reduction in the Zeeman energy of the system,

∆E = MH = 2MsAsH cos θ
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Figure 2.6: (a)Illustration of the fluctuation in the 180◦ domain wall energy as a function of
the wall position, due to local impurities and defects; (b) diagram of the configuration of the
system, where θ is the angle between the applied field and the easy-axis, S0 is the equilibrium
position of the 180◦ domain wall under zero bias, DW’ represents the displacement of DW
when the field H is applied, and Ms across the DW are antiparallel along the easy-axis;
(c) the parabolic approximation of the domain wall energy in vicinity of the equilibrium
position.

We define a pseudo-pressure exerted by the applied field on the domain wall,

p =
∆E/s

A
= MsH2 cos θ

The total energy per unit volume of the system is then

ϵ = ϵw + ϵH = ϵw − pA

with the equilibrium criterion

∂ϵ

∂s
= αs− 2MsH cos θ = 0

which gives the equilibrium domain wall displacement in the small-field limit

s =
2Ms cos θ

α
H

leading to a change in the magnetization of

∆M =
4M2

s cos
2 θ

α
AH.



19

Figure 2.7: The initial susceptibility χinit of the 180
◦ domain wall as a function of the angle

θ between the external field and the easy-axis.

Therefore we have the expression of the initial susceptibility due to the motion of the 180◦

domain wall:

χinit =
2Ms cos θ

α
A

which is plotted in Fig. 2.7 and reaches its maximum when the external field is applied

along the easy-axis.

• Reversible 90◦ domain wall motion

Similar analysis applies to the 90◦ domain wall case, resulting in

p = MsH(cos θ1 − cos θ2)

∂ϵ

∂s
= αs− 2MsH(cos θ1 − cos θ2) = 0

χinit =
4M2

s (cos θ1 − cos θ2)
2

α
A

The system configuration and the initial susceptibility as a function of the external field

orientation are illustrated in Fig. 2.8 (a) and (b), respectively.
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Figure 2.8: (a) diagram of the configuration of the system, where θ is the angle between
the applied field and the easy-axis, θ1 and θ2 are the angles between the applied field and
domain 1 and domain 2, respectively; (b) the initial susceptibility χinit of the 90◦ domain
wall as a function of the angle θ between the external field and the easy-axis.

2.2.3 Coercive field

First we consider the hard-axis coercivity, which is more important in applications requiring

high initial susceptibility. In the Stoner-Wohlfarth model, the magnetization in the system

under investigation is strictly uniform and therefore, the switching of M along the hard-axis

is due to the reversible, coherent rotation of M, which predicts zero coercivity as M lies

along the easy-axis at zero bias. However, in realistic thin film systems, fluctuations in the

local magnetic or microstructural properties are inevitable. As illustrated in Fig. 2.9 [3], if

a film is saturated under an external field along the hard-axis and then the field is reduced

to zero, due to the inhomogeneous distribution of the easy-axis in the extended film area,

the film will be devided into stripe domains along the average easy-axis but with slightly

dispersive orientations. The domain walls between adjacent domains contain magnetization

oriented in the hard-axis and introduce the remanence magnetization. Based on this scenario

of the hard-axis coercivity, we conclude that Hhard
c could be reduced if we eliminate the area

density of the domain walls in the thin film system.

On the other hand, the Stoner-Wohlfarth model predicts the easy-axis coercivity
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Figure 2.9: From Fig. 2 of Ref. [3]. (a) Bitter pattern of partially switched hard-axis
remanent state. (b) Interpretation of the pattern in (a), note the crosstie domain walls.

to be the same value as the anisotropy field Hk, again due to the coherent rotation of

the magnetization M but irreversible. In realistic magnetically soft thin film systems, the

easy-axis coercivity Heasy
c is in most cases significantly lower than the anisotropy field Hk.

As mentioned multiple times before, the single-domain configuration is extremely difficult

to achieve under moderate bias field values and the switching of the magnetization does

not occur as the coherent rotation of M but via the nucleation of reversed domains and

then their propagation through the whole film by domain wall motion. The coercive field

Hc along the easy-axis is thus determined by the reversed domain nucleation field and the

de-pinning field of the domain walls. In a semi-infinite extended thin film with various

inhomogeneities, the reversed domain nucleation is probable. Therefore, the de-pinning

field of the domain walls is the dominant influence on Heasy
c [7, chap.7]. The pinning of

the domain walls occurs both in the bulk and at the surface/interface of the thin film

system. The bulk contribution comes from the intrinsic fluctuations of exchange and local

anisotropy energy, which causes ripple domains in the hard-axis case, as discussed above,

and the internal stress sources originating from dislocations, grain boundaries, impurity

atoms and agglomeration of vacancies. The surface/interface contribution comes from the

irregularities on the surface, i.e. the film roughness, as domain wall energy depends on the
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Figure 2.10: From Fig. 7.10 of Ref. [7]. Domain walls in a ribbon with fluctuating thickness
T (y, z); L2 is the length over which the planar domain wall extends.

wall area which fluctuates with the thickness of the film.

The magnetically soft metallic FM films of the greatest interest for device are either

amorphous or nanocrystalline with near-zero magnetostriction. Therefore, in the systems

considered in this thesis, the surface roughness has the dominant influence on the easy-axis

coercivity. As illustrated in Fig. 2.10, the planar domain wall extending the length L2,

parallel to the y-axis, has a total wall energy

ϵw(z) = γwL2⟨T (z)⟩

where γw is the area energy of the domain wall and ⟨T (z)⟩ is the averaged film thickness in

the y-direction. The force acting on the wall is then given by

Psurf = −γwL2
d⟨T (z)⟩

dz

Using a sinusoidal ansatz

⟨T (z)⟩ = ⟨T ⟩+∆T sin(2πz/λ)

where λ is the wavelength of the thickness fluctuation and ∆T is the amplitude of the

irregularities, we have the expression for the easy-axis coercivity Hsurf
c found in the limit

of dominant surface/interface roughness [7, Chap.7.2, P.163]:

µ0H
surf
c =

π

Ms

∆T

⟨T ⟩
ρ1/2s γw(

L2

2λ
)1/2(ln

L3

2L0
)1/2
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where ρs is the are density of the 2-D distribution of pinning centers, L3 is the domain

width and L0 is the average wavelength of the pinning potential. Thie expression indicates

that Hsurf
c should exhibit a linear dependence on the film roughness ∆T and the inverse of

the film thickness 1/⟨T ⟩.

In conclusion, the coercivity along both the easy- and hard-axes could be reduced if

the film homogeneity is enhanced, both in the bulk and at the surface.

2.3 Kinetics of magnetron sputtering and thin film growth

Sputtering has the advantages of high deposition rate and low substrate temperature com-

pared with other deposition techniques, and is ideal for depositing polycrystalline or amor-

phous films spanning the thickness range of a few nm to several µm, which is dominant in

the magnetic recording industry. We use this technique for all the thin-film samples consid-

ered in this thesis, so it is crucial to understand the relationship between the microstructure

of the thin films and the sputtering process for optimization of magnetic properties.

2.3.1 Magnetron sputtering

Fig. 2.11 illustrates the configuration of our UHV magnetron sputtering system with the

base pressure 2 × 10−9 Torr. The substrate is separated from the targets by about 10 cm

and the Ar pressure is kept at the mTorr range with a minimum of ∼ 1 mTorr, which allows

for a relatively long mean free path (∼ 4 cm) for the sputtered atoms in the Ar working gas.

The right panel illustrates the structure of the plasma and shows the high voltage across

the sputtering gun shield and the target, which acceclerates the Ar+ ions for bombardment

of the target. ’Magnetron’ refers to the ring permanent magnet, embeded in the sputtering

gun, which generates the magnetic field at the surface of the target, illustrated by the red

curves at the lower left of Fig. 2.11. The magnetic field exerts a Lorentz force (ev×B) on

the electrons in the plasma, which traps the electrons in the green trajectory. Because of the

enhanced electron density and consequently the enhanced collision rate between particles
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Figure 2.11: Diagram of the magnetron sputtering system.

in the vicinity of the target surface, the plasma could be maintained at sufficiently low Ar

pressure to avoid thermalization of sputtered atoms in the UHV chamber.

Fig. 2.12 (a) illustrates the sputtering process at the target. The Ar+ ions are accel-

erated by the sputtering voltage Vd between the sputtering gun shield, which is grounded,

and the sputtering gun, which is negatively biased by a high voltage source. During colli-

sions, an electron tunnels from a low-velocity neutral Ar atom to an accelerated Ar+ ion

and thus creates a fast neutral. The fast neutrals and accelerated ions collide with the tar-

get, importing momentum to the atoms in the target; some atoms escape the target surface

provided they gain enough recoil energy from other atoms to overcome the surface energy

barrier, which is in the range of several eV. The average kinetic energy of the sputtered

atoms is given by

E = Us ln(γ
Eion

Us
)− Us (2.8)
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Figure 2.12: Sputtering kinetics at the target: (a) incoming Ar+ ions and sputtered target
atoms; (b) the kinetic energy of the sputtered atoms as a function of the sputtering voltage
for Co under Ar plasma, calculated according to Eq. 2.8.

where Us is the surface energy barrier for the atoms to escape from the target, γ =

(4M1M2)/(M1 + M2)
2 with M1 and M2 being the incident and sputtered particle mass

respectively, and Eion is the incident Ar+ ion energy (proportional to the sputtering volt-

age). This equation gives average sputtered Co atom energies of 4.85 eV and 6.3 eV under

sputtering voltages of 400 V and 600 V, respectively, as illustrated in Fig. 2.12 (b).

Fig. 2.13 (a) describes the deposition of the sputtered target atoms on the substrate

surface. The adatoms arriving at the film surface are first thermally accomodated with the

substrate and then diffuse in the film. Because of the low substrate temperature in mag-

netron sputtering, the diffusion of the adatoms is the consequence of the incoming kinetic

energy and the bombardment of the back-reflected Ar neutrals on the film surface. The

diffusion length after the adatom’s arrival at the film surface is determined by the surface

diffusivity and the time interval of the subsequent adatoms arrival, inversely proportional

to the deposition rate. The adatom is then frozen in the film by subsequent adatoms. In

Fig. 2.13 (b), the dependence of the film roughness is plotted as a function of the bom-
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Figure 2.13: Sputtering kinetics at the substrate: (a) adatoms and back-reflected Ar neutrals
at the sample surface; (b) surface roughness as a function of the impact energy of the
bombarding particles, from ref. [8].

barding ion kinetic energy, calculated in ref. [8]. In Fig. 2.12 (b), we calculated the kinetic

energy of the sputtered Co atoms to be in the range of ∼5 eV, and the neutralized back-

reflected Ar+ to be ∼3.5 eV. Finding these values in the plot for Ar bombarding ions, we

find an approximately linear regime where the surface roughness decreases with increasing

ion impact energy.

Summary: We have found, according to kinetic models of the sputtering process,

that for the range of sputtering parameters considered, 1) adatom energy increases roughly

linearly with sputtering voltage; 2) surface roughness is expected to decrease roughly linearly

with adatom energy. These two observations help us infer a decreasing film roughness with

increasing sputtering bias voltage. This model will be important in the experiments in

Chapter 3.

2.3.2 Film growth, the thickness dependence

As illustrated in Fig. 2.14 (a) and (b), the growth of the film in the sputtering process

is in Zone T with surface difussion and columnar growth. Columnar growth introduces

surface roughness and film inhomogeneity above a critical thickness where the film is par-
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Figure 2.14: Thin film growth: (a) the temperature and thickness dependence of the film
growth, from Ref. [9]; (b) experimental data corresponding to (a), from Ref. [10]; bright-field
XTEM micrograph, TiN film deposited by magnetron sputtering in a pure N2 atmosphere
(20 mTorr) on amorphous SiO2 at 350◦C; (c) appearance of additional Co XRD peak in the
400 nm CoZrTa film indicating crystallization.
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tially crystalized. We observe this crystallization in our thickest (400 nm) CoZrTa film,

which is amorphous in the thin film form. Fig. 2.14 (c) shows that in the 200 nm CoZrTa

sample there is only the Si x-ray diffraction (XRD) peak while in the 400 nm CoZrTa film

an additional Co peak appears.

2.4 Field-sputtering: in-situ quadrupole electromagnet

With some understanding of the physical origins of soft magnetic properties in thin

films, we next look into some experimental aspects of materials processing and charac-

terization. Here we describe the in-situ quadrupole electromagnet specially designed for

field-sputtering and demonstrate its effects on deposited FM thin films. One specific appli-

cation of this technique is depositing the magnetic core for integrated inductors. Inductors

are indispensible components in high-frequency electronics. The inductance hancement of

integrated inductors have long been limited by the inability of flux to close on a high- µ path

in finite structures with magnetization along surface or edge normals. In order to maximize

the inductance density, a toroidal core geometry which closes flux within the structure, as

shown in Fig. 2.15, can be adapted [11], requiring a high-permeability core material with

isotropic magnetic properties. This is a challenge because typical soft magnetic materials

have only a single high-µ axis, as shown in Fig. 2.16. Here we are developing isotropic

high-µ multilayers, consisting of alternating metallic ferromagnetic (FM) layers and ultra-

thin insulators, for use in high inductance density, high Q-factor next-generation integrated

inductors operating at 100-500 MHz. Our unique quadrupole electromagnet in the sput-

tering chamber provides a magnetic field synchronized with sample rotation, inducing a

well-defined uniaxial anisotropy in individual FM layers with designated angle, allowing

the rotation of anisotropy in subsequent FM layers and thus yielding a nearly isotropic

multilayered core.
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Figure 2.15: Toroidal isotropic magnetic core for an integrated inductor, consisting of mul-
tiple FM layers separated by dielectric layers. The uniaxial anisotropy in each FM layer
rotates through the laminated structure, producing an isotropic core.

Figure 2.16: Ac permeability along the hard- and easy-axes in a thin film, showing high
permeability along the hard-axis and zero permeability along the easy-axis.
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2.4.1 Introduction to field-sputtering

Field-sputtering is the most important step for optimizing soft magnetic thin films in var-

ious applications and has severe limitations in its usual configuration. In this section, we

demonstrate the incorporation of a quadrupole electromagnet into our ultra-high vacuum

(UHV) sputtering system, enabling vector control of induced magnetic anisotropy in specific

layers of magnetic thin-film heterostructures [12]. The stationary quadrupole electromagnet

is used to generate a magnetic field which rotates synchronously with the physical axes of

the substrate in-situ during sputtering. An arbitrary anisotropy direction can be set for

successive ferromagnetic layers by adjusting the phase difference between the rotation of

the substrate and the external field. The ability to rotate the substrate during deposition

and change anisotropy without breaking vacuum enables the deposition of magnetically

soft heterostructures with arbitrary in-plane anisotropy axes. These structures have so far

proven useful for the generation of high, isotropic µ toroidal inductor geometries [13,14].

Well-defined magnetic anisotropy is a critical property for soft magnetic materials

used in a wide range of applications, including but not limited to thin-film magnetic record-

ing heads [15], magnetic random access memory [16], on-chip magnetic field sensors [17–19],

and power management devices [20,21]. As these applications continuously seek higher sen-

sitivity, smaller device sizes and lower power dissipation, respectively, the magnetic thin

films included require more nearly-ideal soft magnetic properties. Near-zero coercive field

(HC) and high magnetic permeability (χm) along particular axes of the devices are desir-

able.

To induce uniaxial or unidirectional anisotropy in an alloy ferromagnetic thin film,

either amorphous or polycrystalline, deposition or postannealing in the presence of a mag-

netic field is generally required [22, 23]. Deposition in magnetic field saves a process step

and is advantageous for multilayers or device structures which are temperature-sensitive.

The external magnetic field during sputtering is often applied by a permanent magnet as-

sembly fixed to the sample stage, which rotates to ensure the uniformity of the deposited

(typically sputtered) film [23]. It is then difficult, if not impossible, to change the direction
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of anisotropy in different layers of a laminated structure without breaking vacuum. Raanaei

et al. [24] have rotated anisotropy in-situ manually, with a wobble stick, by repositioning

the sample on a permanent magnet plate. This approach is prohibitively cumbersome for

structures with more than one or two anisotropy rotations [17, 25] and could not easily

be adapted for production. A structure with variable anisotropy axes in successive films

could be interesting for both fundamental and applied sciences; Zohar et al. [26] used or-

thogonal induced anisotropy in ferromagnetic(FM)/non-magnetic(NM)/ferromagnetic(FM)

structures to search for a hallmark of the spin pumping effect; in a device proposed by

Frommberger et al. [11], it functions as the isotropic magnetic core of a toroidal thin-film

inductor in on-chip DC-DC converters.

Here we present a new technique to achieve vector control of magnetic anisotropy

in the layers of magnetic heterostructures. We apply an external magnetic field during

sputtering using a UHV compatible quadrupole electromagnet with two pairs of coils. The

magnitude of the field can be adjusted easily through the amplitude of bipolar, sinusoidal

currents running through the coils; the direction of the field is determined by the phase

of the sinusoid. To ensure that the angle between the sample and the field is fixed for an

individual layer during sputtering, rotation of the field direction is synchronized with the

physical rotation of the sample. This approach enables integration of precise anisotropy

control into automation of the sputtering process, making it possible to sputter complex

multilayered magnetic structrures with engineered anisotropy.

2.4.2 Instrumentation

The layout of our six-target UHVmagnetron sputtering chamber with the in-situ quadrupole

electromagnet installed is illustrated in Fig. 2.17(a). Base pressure of the cryopumped cham-

ber is 2×10−9 Torr without baking. During sputtering, the sample sits at the center point

of the chamber, facing down. The targets are arranged at the bottom of the chamber in

a fourfold symmetric manner, each inclining towards the focal point at a 30◦ angle from
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Figure 2.17: (a) Layout of the field sputtering system; FE: electrical feedthrough for the
coils of the electromagnet, 2 3/4” conflat flange (CF); PS2, PS1: bipolar power supplies
(Kepco BOP 20-20M) for coil pairs 2 and 1, respectively; DAQ: MIO DAQ (NI 6212); (b)
shape and dimensions of the silicon steel core (4% Si, Scientific Alloys); (c) coils arrangement
of the electromagnet and magnetic flux in the core.
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the cylindrical axis, in a confocal ’sputter-up’ geometry. The adatoms flux from an indi-

vidual target will be slightly nonuniform across the surface of the substrate. To ensure the

homogeneity of the sputtered film, physical rotation of the sample stage is necessary. The

rotation is controlled by the combination of a stepper motor and motor contoller. While the

electromagnet is fixed to a top flange of the chamber (using ’groove grabbers’) and remains

stationary, the magnetic field it generates can rotate by phasing sinusoidal currents through

the coils of a quadrupole electromagnet (described in the following paragraphs). We use a

National Instruments multiple IO data acquisition device (NI6212, ’DAQ’ in Fig. 2.17(a)

to communicate between the power supplies to the coils (’PS1’, ’PS2’ in Fig. 2.17(a) and

the stepper motor controller (’SMC’ in Fig. 2.17(a), and synchronize the rotating magnetic

field with the physical rotation of the sample.

We use a Lin Engineering 5718M high torque stepper motor to rotate the sample.

The motor is installed on top of the chamber via a 2 3/4” conflat flange (CF) magnetically-

coupled rotary feedthrough (Thermionics FRMRE-275-38/MS-EDR) which is mounted on

a linear translator with 2” of z travel (Thermionics Z-B275C-T275T-1.53-2). The sample

stage is attached to the end of the motor shaft. The programmable Thermionics TMC

1-C motor controller controls the stepper motor, at 800 steps per cycle with a designated

angular speed. The motor controller has 11 user I/Os (digital or analog), and one of them is

programmed to change the digital output level between high and low every 5 steps, sending

out a square wave with 80 rising edges for each full rotation of the motor. This digital pulse

train is sent to the PFI0 terminal (’clk’ in ’DAQ’, Figure 1 a) on the DAQ NI6212. The

PFI0 terminal is a digital input channel used for the timer input. The clock rate in NI6212

is therefore determined by the rotation speed of the sample stage; and for each rotation of

the motor, 80 clock pulses occur.

To implement field sputtering, we apply the external magnetic field using the elec-

tromagnet with a quadrupole silicon steel core (4% Si Fe, Scientific Alloys) and 2 pairs

of coils (4 coils total), as specified in Fig. 2.17(b) and (c). Each coil has approximately

250 turns of 14 gauge Cu wire coated with polyamideimde (NEMA MW 35-C, class 200).
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The electromagnet assembly is suspended from the top of the chamber and is fixed as an

integrated part of the sputtering system.

The center point O of the electromagnet coincides with the sample stage, to form

a uniform in-plane magnetic field across the sample surface. The two sets of coil pairs

are connected to two identical Kepco bipolar operational power supplies (BOP 20-20M),

respectively, via a 2 3/4” CF electrical feedthrough, as shown in Fig. 2.17(a). See items

FE, PS1, PS2. The power supplies are controlled under voltage programming input mode,

the input signals coming from the two analog output channels AO0 and AO1 of the DAQ

NI6212, for coil pairs 1 and 2 respectively. Fig. 2.17 (c) shows the distribution of magnetic

fluxes in the electromagnet core. Magnetic flux a is generated by the coils in Pair 1, while

flux b is generated by Pair 2. The flux flowing through poles p2, p4 is thus a+ b, and that

through p1, p3 is a − b. At the center point O, the magnetic field is therefore determined

by the vector sum of a + b and a − b, as illustrated in Fig. 2.18(a). If the currents in the

coils alternate at a quasi-static (<1 Hz) rate, we can assume that the fluxes follow the

instantaneous currents. By applying currents in the form of sin(ωt+ϕ)×cos(ωt+ϕ), where

ω is the angular speed and ϕ the initial phase, and separating the currents in the two pairs

of coils by a phase difference of π/4, we achieve a vector sum of constant norm rotating at

the given angular speed, as shown in Fig. 2.18(b).

In terms of instrumentation, we define 80 evenly spaced sampling points on each

of the two ac curves in Fig. 2.18 (b). These two sets of values are then written to the

analog output channels of NI6212, AO0 and AO1, at the clock rate which is determined

by the motor rotation speed. Since there are 80 sampling points for one period of the

magnetic field rotation and 80 digital pulses for one rotation of the motor, the field rotates

synchronously with the sample. To change the angle between the sample reference axis

and the magnetic field, it is sufficient to change the initial phase ϕ of the ac current curve

sin(ωt+ ϕ)× cos(ωt+ ϕ). This can be programmed in a straightforward manner.

To verify that the magnetic field does rotate as programmed, we set the sample

rotation speed to 0.25 RPM and measured the field strength at point O in the x -direction
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Figure 2.18: (a) Schematic: vector sum of the two orthogonal fluxes at the center point of
the electromagnet; (b) the correspondence between the sputtering field and the applied ac
currents; as shown in the middle panel, different choice in the initial phase ϕ would make
the field start rotating at a different angle θ.
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Figure 2.19: Linear relationship between the applied voltage control and measured magni-
tude of the rotating magnetic field.

using a LakeShore 421 Gauss probe, varying the voltage input amplitude to AO channels

of NI6212. The measured field strength showed clear sinusoidal variation with a period of

4 seconds. The amplitude of the measured sinusoidal curves are shown in Fig. 2.19, which

has a linear dependence on the amplitude of the ac voltage output of the power supplies.

2.4.3 Demonstration

To demonstrate the arbitrary vector control of the magnetic anisotropy in thin film samples

using this in-situ electromagnet, we deposited two sets of Ta (3 nm)/Co91.5Zr4.0Ta4.5 (200

nm)/SiO2 (10 nm) films on 1 cm×1 cm Si/thermal SiO2 substrates using the field sput-

tering setup described in the previous section, with the external field strength of 50 Oe,

to study their soft magnetic properties. The 3 nm Ta layer is the seed layer to improve

adhesion and homogeneity of the film. The top SiO2 layer protects the metallic film from

oxidation. The ferromagnetic layer Co91.5Zr4.0Ta4.5 (200nm) was DC magnetron sputtered

at optimized conditions, with power 400 W, Ar pressure 1.2 mTorr, and deposition rate 4.3

Å/sec. The alignment of the sample with the sputtering field is demonstrated in Fig. 2.20
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Figure 2.20: (a) Alignment of the sample and the sputtering field; the field direction is
determined by the initial phase ϕ; the default setting of ϕ = 0 results in a sputtering
field parallel to the sample reference axis; (b) FMR setup configuration: the film side of
the sample faces the coplanar waveguide (CPW); the sputtering field direction is also the
easy-axis of the sample with uniaxial induced anisotropy.

(a). One of the substrate edges is chosen to be the reference axis for the sample. When

mounted on the sample holder, the reference axis is aligned with the alignment pins 2 and 4

in the x-direction, which is the default direction of the magnetic field when the initial phase

is set to zero. The initial phase ϕ can be set to an arbitrary value to change the relative

angle between the sputtering field direction and the sample reference axis.

To first confirm that the sample rotation during field sputtering improves the uni-

fomity of the film and hence the soft magnetic properties, two films, A and B, were deposited

in sample set 1; sample A was stationarily field-sputtered (without sample rotation), and

B was deposited under the magnetic field rotating synchronously with the sample. The

hysteresis loops of the two samples were measured using a BH loop tracer, and are shown in

Fig.2.21 (a) and (b), respectively. While both of the samples have an anisotropy field HK



38

Figure 2.21: (a) B-H loop of sample 1 in set 1; (b) B-H loop of sample 2 in set 1; (c) B-H
loop of sample 1 in set 2; (d) FMR Kittel relation of sample 1 in set 2.

= 20 Oe and comparably low easy-axis coercivities, sample B shows a more linear response

along the hard-axis (HC,H = 0.36 Oe compared with 1.5 Oe for A).

To verify that the induced anisotropy in the sputtered films follows the applied

rotating magnetic field as expected, we deposited a second sample set consisting of 9 films,

all field-sputtered under rotating magnetic field, with the initial phase of the field set to be

ϕ = 0◦, 18◦, 36◦, 45◦, 63◦, 90◦, 108◦, 135◦ and 153◦ respectively. The magnetic properties of

the as-deposited films were studied by B-H loop tracer and parallel-condition ferromagnetic

resonance (FMR) spectra. Fig. 2.20 (b) illustrates the FMR measurement configuration.

As a reference, the B-H loop and Kittel relation of the FMR field and frequency for sample

1 (ϕ = 0◦) are shown in Fig. 2.21 (c) and (d) respectively. The easy-axis of the film was

measured by the B-H loop tracer to be parallel with the sample reference axis, along which

the sputtering field was applied. The anisotropy field HK is 21.5 Oe. The film shows very

low coercivity along both the easy- and the hard-axes, with HC,E = 0.3 Oe and HC,H = 0.5

Oe. Note that the second set of samples were deposited at a different point in the lifetime of

the Co91.5Zr4.0Ta4.5 sputtering target, and a slight change in the sputtered film composition

or target current is possible compared with the first set of samples. This fact is likely to
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Figure 2.22: Change of ferromagnetic resonance field H0 at 4GHz, as the angle α between
the FMR bias field HB and the sample reference axis R varies from 0◦ to 180◦.

lead to a change in the uniaxial anisotropy energy of the material. The FMR measurement

gives the saturation magnetization of 16.2 kG, using the Kittel relation

(
ω

2π
)2 = γ2 × (HB +HK)× (HB +HK + 4πMS)

where ω is the rf circular frequency, γ = e
2mc = 2π × 2.799× geff

2 × MHz
Oe assuming geff =

2.2, and HB is the in-plane bias magnetic field. A rotational FMR measurement at 4 GHz

was also performed to investigate the uniaxial anisotropy of sample 1 in set 2. As shown in

Fig. 2.22, the resonance field values (H0) were recorded as the angle α between the sample

reference axis R and the direction of the bias field HB varied at a step of 10 degrees. Note

that the angle has estimated error of ± 1.5◦. The sinusoidal fit yields HK = 19.6 Oe, which

is in reasonable agreement with the value of 21.5 Oe given by the BH looper. Fig. 2.23 shows

the FMR field values at 4 GHz for samples 2-9, when the sample reference axis is parallel

with the FMR bias field direction. Assuming the alignment during substrate mounting is

perfect, the data points should sit on the identical curve as in Fig. 2.22. The sinusoidal

fit gives Hk = 21.4 Oe, in agreement with the value of 21.5 Oe given by the BH looper,

and comparable with 19.6 Oe given in Fig. 2.22. There is a phase offset of 8.8◦, which is
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Figure 2.23: Change of ferromagnetic resonance field H0 at 4 GHz, as the initial phase of
the rotating magnetic field ϕ varies from 0◦ to 180◦; each data point corresponds to one
sample; FMR setup configuration for samples 2-9: the induced anisotropy of the film is
determined by the sputtering field direction; the sample reference axis is always parallel
with the FMR bias field.

introduced by the error in alignment when loading the samples into the sputtering chamber.

2.4.4 Summary of the field-sputtering using in-situ electromagnet

We have demonstrated the technique to generate magnetic anisotropy at arbitrary angle in

the plane of a sputtered layer, compatible with uniform deposition in UHV. Our experi-

mental data on the Co91.5Zr4.0Ta4.5 films show well-defined induced uniaxial anisotropies,

controlled in-situ, with very soft magnetic properties enabled through deposition uniformity

from the rotating substrate. Further extension of the technique would include orthogonal

anisotropy generation for the pinned and free layers of a magnetic tunnel junction sensor,

allowing for linear response along the free layer hard-axis.
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2.5 Summary

We have understood in this chapter the physical origins of the most essential static magnetic

properties in FM thin films, the uniaxial anisotropy field Hk, the permeability µ and the

coercivity Hc, which are critical parameters for evaluating a material as the candidate for

specific applications. We reviewed the trajectories of the atoms in the sputtering process,

related the film quality to the kinetics of the adatoms and therefore the sputtering param-

eters, and connected the control of sputtering process to the optimization of the magnetic

properties. We demonstrated the incorporation of the specially designed in-situ electro-

magnet in the UHV sputtering chamber and its successful implementation in materials

optimization. With this knowledge of the building blocks of our heterostructures, the FM

thin film single layers, we now proceed to the next step of making device-related structures

out of them.
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Chapter 3

Laminated Co91.5Zr4.0Ta4.5 and

Ni80Fe20 thin films: implementation

in magnetic-core integrated

inductors

With the rapid development of consumer electronics market, higher efficiency of power man-

agement systems for microprocessor and system-on-chip (SoC) applications has become a

pressing need. Integrated voltage regulators (IVRs) offer the potential of scalable power sup-

plies that improve dynamic voltage and frequency scaling for digital integrated circuits [27].

Exploiting package-level air-core inductors, buck-converter IVRs have displayed the most

promise with high current densities and efficiencies with a continuous range of conversion

ratios [27–30]. The use of magnetic-core inductors in these applications promises higher

efficiencies and support of higher converter densities.
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3.1 Introduction: magnetic-core integrated inductors

In this chapter, We show the optimization of magnetic properties of ferromagnetic (FM)/SiO2

/FM trilayer structures as potential candidates for the magnetic core in toroidal integrated

inductors, with FM materials Co91.5Zr4.0Ta4.5 (CZT) and Ni80Fe20 (Py). In the single-layer

parent films we found a monotonic reduction of easy-axis coercivity (Hc down to 0.17 Oe in

CZT, 0.4 Oe in Py) with increasing dc magnetron sputtering voltage. In the trilayer rect-

angular structures, with induced easy-axis in the short lateral dimension, we found proof of

dipolar coupling between the two FM layers from BH loop measurements in the CZT sys-

tem, showing linear response with minimal hysteresis loss when the external field is applied

in the long axis. Py elements did not show this optimized property. Further investigation

of domain configurations using scanning transmission x-ray microscopy (STXM) suggests

an insufficient induced anisotropy in Py compared with the shape anisotropy to realize the

antiparallel-coupled state.

Integrated ferromagnetic (FM)-core inductors have been limited in the enhancement

of inductance density over air-core structures, of a factor ∼30 at best [31], due to magne-

tostatic edge effects. Toroidal, flux-closed structures avoid this problem and can increase

the effective permeability to as high as µr of the core [11]. The challenge lies in two as-

pects. One is engineering an isotropic core, keeping high permeability with low hysteresis

loss throughout the closed path, while FM films typically have uniaxial anisotropy [32].

Another is aligning the magnetization transverse to the flux path for high permeability,

overcoming the demagnetizing effect from the path shape. Ni80Fe20 (Py) (4πMs = 10.75

kG, ρ = 20 Ω·cm) and Co91.5Zr4.0Ta4.5 (CZT) (4πMs = 17 kG, ρ = 100 Ω·cm) are well-

investigated soft magnetic materials with much application in magnetoelectronics [33]. We

choose them as candidates for the toroidal core material and address the above-mentioned

two issues accordingly.

First, to achieve isotropy in magnetic films, we use the concept of isotropic high

permeability multilayers, proposed by Frommberger et al. [25]. In an improvement over this

prior work, we have incorporated the quadrupole electromagnet into the UHV magnetron
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sputtering chamber, which enables an in situ magnetic field rotating synchronously with

the substrate at arbitrary phase difference [12]. Successive laminations of FM material with

anisotropy axes rotating at designated step could be obtained in one deposition, without

breaking vacuum. In addition, very low Ar pressure during dc sputtering is used in our

system, allowing for a mean free path comparable with the target-substrate separation.

We show the control of soft magnetic properties of single-layer extended films by varying

the sputtering voltage and thus the kinetic energy of the incident particles, optimizing the

building blocks for isotropic multi-layered films.

Second, to arrange the high-permeability axis along the flux path, we fabricate elon-

gated structures (rectangles and stripes) and induce the easy axis transverse to the long

lateral dimension. By using FM/nonmagnetic (NM)/FM trilayers, we expect to produce

the easy-axis state in the element originating from the dipolar coupling between the two

FM layers [34]. The elimination of domain walls (DWs) (inevitable in the closure-domain

states in single-layer patterned elements) leads to nearly-pure rotational hard-axis response

when an external field is applied along the elongated direction. We found CZT more suit-

able for this application with its relatively high induced anisotropy overcoming the shape

anisotropy. Negligible hysteresis loss could be achieved in these elements. However we

did not find proof of the easy-axis state in the Py trilayer elements, conflicting with the

calculated phase diagrams in Ref. [34].

3.2 Experiment

3.2.1 Core loss in inductors

The power dissipation in metallic inductor cores comes from two sources of loss: eddy cur-

rents and hysteresis [33]. Laminating the magnetic alloy film with a dielectric, NM material

(SiO2) is thought to inhibit the eddy currents and reduces the coercivity significantly [35,36].

In optimizing the multilayered structure, the first step is to determine the optimal single

FM layer thickness tFM and its deposition conditions. To eliminate the eddy currents, tFM
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should be thinner than the skin depth δ of the FM material, δPy = 159 nm, δCZT = 622

nm at 500 MHz, calculated from parameters given in Ref. [33]. In terms of the hystere-

sis, we attribute the easy-axis (EA) coercivity HEA
c dominantly to the interaction of 180◦

DWs with surface irregularities, since Py (polycrystalline) and CZT (amorphous) both have

zero magnetostriction [37]. The coercive field can be estimated proportional to ∆tFM/tFM ,

where ∆tFM is the fluctuation in film thickness. Hard-axis (HA) coercivity comes from

the small local fluctuation of induced anisotropy which leads to ripple domains [3]. The

magnetization orienting in the HA in the DWs contributes to the remanent magnetization

in the HA loop. HHA
c is thus not associated with DW motion. However, longer wavelength

of anisotropy dispersion or better film homogeneity will reduce the DW density in the HA

remanent state, leading to a reduction in HHA
c .

3.2.2 Single-layer FM film optimization

Fig. 3.1 shows the thickness dependence of the EA and HA coercivities in extended single-

layer films. The uniaxial anisotropy (HPy
k = 3.5 Oe, HCZT

k = 20 Oe measured with B-H

loop tracer) is induced during deposition, by a field of ∼75 Oe imposed by the quadrupole

electromagnet. The dc sputtering voltage and Ar pressure for Py and CZT were 480 V, 1.3

mTorr and 420V, 1.2 mTorr, respectively (we see voltage as a critical parameter determining

the film surface quality, explained in the next section). While thicker amorphous CZT

films, up to 500 nm, might have given much lower coercivity (0.015 Oe) [38], we found

crystallization in our 400 nm film, confirmed by XRD, leading to an abrupt increase in Hc.

Elevated substrate temperature during long deposition may contribute to this result since

the sample stage is not water-cooled in our system. 100 nm Py film is in the vicinity of

transition from cross-tie walls to asymmetric Bloch walls [39], showing an increase in HEA
c

while HHA
c remained at the same level. If we plot the EA coercivity as a function of 1/tFM

in the region where no DW-type transition or crystallization occurs, the data show linearity,

which is expected from HEA
c ∝ ∆tFM/tFM . The offset might reflect the instrinsic Hc not
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Figure 3.1: Thickness (tFM ) dependence of coercivity (Hc) in uniaxial anisotropy extended
single-layer films, Py(left) and CZT(right). Lower panel demonstrates the linear dependence
of HEA

c on the inverse of tFM , 1/tFM , while ∆tFM remains at the same level at a specific
sputtering voltage.

associated with the surface property.

Next, we chose the film thicknesses with the lowest coercivity, i.e. 80 nm for Py and

200 nm for CZT, for further optimization in the deposition conditions. We keep the lowest

possible Ar pressure (∼1.2 mTorr) during sputtering for all depositions, with an estimated

mean free path of 4 cm which is comparable with the target-substrate separation of 10

cm. Sufficient presputtering ensures the target composition in the deposited films [40]. The

average sputtered atom energy is dependent on the dc sputtering voltage, given by

E = Us ln(γ
Eion

Us
)− Us,
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Figure 3.2: Sputtering voltage dependence of coercivity (Hc) in uniaxial anisotropy extended
single-layer films with the optimized thickness, Py 80 nm (left) and CZT 200 nm (right).

where Us is the surface energy barrier for the atoms to escape from the target, γ =

(4M1M2)/(M1 + M2)
2 with M1 and M1 being the incident and sputtered particle weight

respectively, and Eion is the incident Ar ion energy (proportional to the sputtering volt-

age). This equation gives sputtered Co atom energy at 4.85 eV and 6.3 eV under sputtering

voltage of 400 V and 600 V, respectively. Similar conclusion could be drawn about the

fast neutrals, which are back-reflected Ar ions combined with electrons. These energetic

particles, especially the high-energy fast neutrals, bombard the sample surface and improve

the diffusivity of the adatoms, leading to enhanced film homogeneity and lower surface

roughness [8]. Fig. 3.2 demonstrates the reduction of coercivity with increasing sputtering

voltage, noticeably with CZT showing a monotonic trend.

3.2.3 Bilayer patterned FM films: magnetic flux closure between the

layers and rotational response

After determining the individual FM layer thickness and the deposition conditions, we

examine the shape anisotropy and the interaction between the FM layers in elongated, mul-

tilayer structures. For applications in integrated inductors, lateral dimensions of several
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hundred microns are of the most interest [33]. One of our potential implementations of

the magnetic core structures is described in Ref. [14]. To immitate the device operation

conditions in a physically tangible manner for materials engineering, we make films with

the lowest number of laminations, namely an FM/SiO2(tSiO2 nm)/FM sandwich trilayer

with the optimized individual FM layer thickness. We selected the dielectric layer thickness

tSiO2 to be 4, 6, 10, 20 and 40, to explore the coupling effects between the FM layers. We

then pattern the parent films, using photolithography and liftoff process, into stripes (1

cm× 150 µm) and rectangles (400 µm × 100 µm), with the induced EA parallel to the

short axis of the patterned elements. The classic work of Slonczewski [34] examined the

domain configurations in infinitely long FM/NM/FM stripes thoroughly, and demonstrated

the flux-closure between the two FM layers, leading to single-domain easy-axis state in the

individual FM layer. We find our elongated sandwich structures within the dimension range

of this desirable configuration, and hope to realize a linear hard-axis response along the long

axis in quasi-static (16 Hz) B-H loop tracer measurements.

The antiparallel alignment of magnetization in the two FM layers along the short

axis in elongated FM/NM/FM sandwich structures could be inferred from the specific shape

of the BH loop measured along the short axis, with a plateau at low applied field, centered

at zero [41]. This feature is observed in all the CZT samples we explored for various tSiO2

(hysteresis loops not shown). We choose the lowest tSiO2 value 4 nm, to minimize the loss

of effective permeability in the final multilayer magnetic core, as the dielectric layers do

not contribute to the saturation magnetization. We demonstrate in Fig. 3.3 the hysteresis

loops for CZT(200 nm)/SiO2(4 nm)/CZT(200 nm) stripes and rectangles. We estimated

a permeability of ∼1380 for these structures, from the saturation magnetization of 17.15

kG measured by FMR and Hk of 12 Oe from both the FMR and BH loop measurements.

This result is comparable with the highest value we found in the literature for CoZrTa

patterned films [42], while our films exhibit lower Hc. Note, however, that the plateau is

much more accentuated in the long stripes (Fig. 3.3(a)) than in the rectangles (Fig. 3.3 (b)).

A possible explanation for the weakening of this antiparallel flux-closure between the FM
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Figure 3.3: M-H loops for Co91.5Zr4.0Ta4.5(200 nm)/SiO2(4 nm)/Co91.5Zr4.0Ta4.5(200 nm)
structures. The inset at the lower right minor loops on induced hard axis showing linear
response with negligible hysteresis loss, at 0 and 10 Oe bias fields. The permeability is
slightly reduced in minor loops. (a) 1 cm× 150 µm (b) 400 µm × 100 µm
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Figure 3.4: Domain imaging using STXM, with the x-ray photon energy set to Ni L3 edge
for the top Py layer (left panel, showing diamond structure) and Co L3 edge for the bottom
CoFeB layer (right panel, magnetization along the induced easy axis); the dark and bright
contrast refer to magnetization pointing to the right and left respectively.

layers is the extra demagnetizing effect introduced by the sharp corners of the rectangular

shape, preventing the local formation of edge curling wall [34]. In the theoretical models

of Slonczewski, the FM/NM/FM stripes are infinitely long, and the effects at the ends are

eliminated. In our case, the stripes 1 cm× 150 µm are better suited to the theoretical model.

Further more, we did not observe any plateau in the Py(80 nm)/SiO2(tSiO2 nm)/Py(80

nm) systems (loops not shown). An estimation of the shape anisotropy in the Py elements,

Hshape = Ms(2t/π)(1/w−1/l) where t is the thickness, w is the width and l is the length of

the FM slab, respectively, gives 4.5 Oe, which is at least equivalent to, if not dominating over

the induced anisotropy Hk = 3.5 Oe. A further investigation on the domain configuration in

a rectangular (30 µm ×7.5 µm) heterostructure Ni80Fe20(23 nm)/Ta(4 nm)/Co40Fe40B20(15

nm) was carried out using STXM at the Canadian Light Source (CLS) SM beamline. Fig. 3.4

demonstrates the alignment of domains in the induced easy axis in the CoFeB element (hav-

ing similar 4πMs and Hk to CZT), while the Py element forms classic diamond structures.
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3.3 Conclusion and outlook

We have shown in this chapter, together with our previous work [12] on the in-situ electro-

magnet described in Chap.2.4, the control of well-defined high-permeability axis in micron-

patterned, multilayered structures. We demonstrated in the CZT system the ability to

align the magnetization transverse to the long axis in finite elongated structures, with op-

timized 3d dimensions for the interest of integrated inductors, leading to extremely low

hysteresis loss and high-permeability along the net magnetic flux path. These structures

make up the segments in a toroidal magnetic core. With rotating induced anisotropy in

adjacent sandwich trilayers in a multilayered film (with tens of laminations), isotropic high-

permeability flux-closed core could be achieved. Since these multilayered structures are

intended for inductors operating in the GHz range, we are now prepared for the exploration

of high-frequency magnetization dynamics, governed by the Landau-Lifshitz-Gilbert (LLG)

equation which we will discuss in the next chapter.
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Chapter 4

The Landau-Lifshitz-Gilbert

equation: equation of motion for

magnetization dynamics

The equation of motion for magnetization dynamics is the Landau-Lifshitz-Gilbert (LLG)

equation, which has the form

ṁ = −γm×Heff + αm× ṁ (4.1)

where m = M/Ms is the normalized magnetization, γ is the gyromagnetic ratio defined

as the ratio of the magnetic dipole moment to the angular momentum, γ = (geff/2)2π ×

2.799 MHz/Oe where geff is the effective g-factor, Heff is the effective magnetic field

with contributions from the DC bias field, anisotropy field, demagnetizing field, exchange

interaction, etc., and α is the dimensionless, phenomenological Gilbert damping parameter,

typically in the range of 0.002 - 0.10 in ferromagnetic (FM) metals. The first term is the

driving torque and represents the Larmor precession, which causes the magnetization M to

precess about the effective field Heff ; the second term is the phenomenological damping

term following the Gilbert form, which exerts a torque perpendicular to the precessional

motion of M, reducing the precession cone angle between M and Heff if an external driving

rf field is not applied continuously. In this chapter, we will look into solutions of the LLG
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Figure 4.1: Left panel: cartoon illustrating the precession of M around the DC bias field
HB; the blue arrow indicates the motion of M and the red arrow at the tip of m represents
the damping torque which cause the cone angle to decrease. Right panel shows the circular
pression of the M, with the trajectory of the tip of m forming a circle and mz remains
constant.

equation in the small-angle limit, under the two most typical circumstances, 1) circular and

2) elliptical precession, which could be applied in the out-of-plane ferromagnetic resonance

(FMR) and the in-plane FMR, respectively, and discuss the power absorption in the FMR

spectra. We will leave the discussion of the physical origin of the phenomenological Gilbert

damping parameter in itinerant ferromagnets to Chap. 5, where we will introduce the

theoretical model of electron scattering mechanism as well as our experimental results which

apply the model to ultrathin films and verify certain aspects for the first time.

4.1 Circular precession

If we have an isotropic, bulk material, the LLG equation can be solved in the simplest case,

yielding the circular precession of the magnetization M. Fig. 4.1 illustrates the geometry of

this most basic circular pressesional case. Here, we have four basic assumptions for treating

the problem:
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1. The macrospin model: perfectly uniform magnetization in the material; exchange

interaction as Hex = A
M∇2M, where A is the exchange stiffness constant, does not

contribute to the effective field Heff .

2. Isotropic bulk material: zero magnetocrystalline anisotropy and zero demagnetizing

field from the geometry of the system, therefore we need concern only the DC bias

field in the z -axis Heff
z = HB.

3. Small excitation rf field hrfy along the y-axis, in the form of Heff
y = Hye

−iωt

4. Small angle precession where mz could be approximated by 1, and mx, my ≪ 1.

First we calculate the driving torque, starting from evaluating the term m×Heff , where

m = mxî+my ĵ+mzk̂,

Heff = Heff
x î+Heff

y ĵ+Heff
z k̂.

m×Heff is calculated as∣∣∣∣∣∣∣∣∣∣∣∣

î ĵ k̂

mx my mz

Heff
x Heff

y Heff
y

∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣

î ĵ k̂

mx my 1

0 Hye
−iωt HB

∣∣∣∣∣∣∣∣∣∣∣∣
which yields

−γm×Heff = −γ

(
myHB −Hye

−iωt, −mxHB, 0

)


î

ĵ

k̂

 (4.2)

neglecting the second order term mxHye
−iωt. Next, we calculate the term m× ṁ as∣∣∣∣∣∣∣∣∣∣∣∣

î ĵ k̂

mx my 1

−γ(myHB −Hye
−iωt), −γ(−mxHB), 0

∣∣∣∣∣∣∣∣∣∣∣∣
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which yields

αm× ṁ = −αγ

(
mxHB, myHB −Hye

−iωt, 0

)


î

ĵ

k̂

 (4.3)

neglecting the second order terms.

Inserting Eq. 4.2 and Eq. 4.3 into Eq. 4.1 we have the linearized form of Eq. 4.1 in the small

angle limit: ṁx

ṁy

 = γHB

−α −1

1 −α


mx

my

 + γ

Hye
−iωt

0

 (4.4)

neglecting the second order terms. Using the second row of Eq. 4.4, we have

mx = αmy +
1

γHB
ṁy. (4.5)

Inserting this expression of mx into the first row of Eq. 4.4, we arrive at the equation of

motion for my,

m̈y + 2α(γHB)ṁy + (γHB)
2my = (γHB)(γHy)e

−iωt (4.6)

which takes the form of the classical equation of motion for a driven damped harmonic

oscillator,

ẍ+ 2ηω0ẋ+ ω2
0x = f0e

−iωt (4.7)

where η is the damping factor, ω0 is the resonance frequency of the harmonic oscillator and

the termf0e
−iωt is the sinusoidal driving force. Comparing Eq. 4.6 to this forced damped

harmonic oscillator case, we can easily see that the resonance frequency of the M precession

is

ω0 = γHB,

determined by the bias field HB and the gyromagnetic ratio, γ = (geff/2)2π × 2.799

MHz/Oe, of the FM material. Assuming the form of solution to Eq. 4.6 as

my = Ãe−iωt (4.8)
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where Ã is the complex amplitude of my and inserting this expression into Eq. 4.5, we have

mx = (α− i
ω

γHB
)Ãe−iωt

which states that for α ≪ 1, which is the typical case, on resonance at ω = ω0 = γHB, mx

and my oscillate at the same amplitude with mx lagging my by 90◦, as illustrated in the

right panel of Fig. 4.1. Again use the solution form Eq. 4.8 and insert it into Eq. 4.6, we

can calculate the complex amplitude Ã of oscillating my:

Ã =
γHy

[ω0 − ( ω
ω0
)ω]− (2αω)i

(4.9)

where ω0 = γHB. On resonance at ω = ω0, we have

Ã =
γHy

−(2αω0)i
= i

γ

2αω0
Hy (4.10)

The parallel susceptibility χ∥ is defined as My/Hy and reflects the cone angle. We can see

from Eq. 4.10 that on resonance,

χ∥ = i
1

2αH0
.

where H0 is the resonance field. This treatment of circular precession could be implemented

for the out-of-plane ferromagnetic resonance (FMR) case with the effective field in the z -

axis HB replaced by (HB − 4πMs), taking into account the demagnetizing field in a thin

film.

4.2 Elliptical precession: in-plane FMR for a thin film

In this section we look into the in-plane ferromagnetic resonance (FMR) case for a thin

film, which is widely encountered in applications due to the fact that the demagnetizing

field forces the magnetization to lie in the sample plane in absence of a large (on the order

of T, the saturation magnetization of typical itinerant FM materials) perpendicular bias

field. The system geometry is illustrated in Fig. 4.2. We have used in-plane FMR in all

experiments described in this thesis.
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Figure 4.2: Upper panel: cartoon illustrating the precession of M around the DC bias field
HB with the in-plane driving rf field hrfy and out-of-plane demagnetizing field Hdemag due
to the oscillating out-of-plane M component mx. The cone angles along the x -axis and the
y-axis differ due to the demagnetizing effect. Lower panel shows the elliptical pression of
the M.
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Similar to the treatment of the circular case, still in the small-angle limit, we first

calculate m×Heff :∣∣∣∣∣∣∣∣∣∣∣∣

î ĵ k̂

mx my mz

Heff
x Heff

y Heff
y

∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣

î ĵ k̂

mx my 1

−mx(4πMs) Hye
−iωt HB

∣∣∣∣∣∣∣∣∣∣∣∣
Note that the difference comes in the x -component of the effective field Heff , which is the

demagnetizing field due to the oscillating mx. This yields

−γm×Heff = −γ

(
myHB −Hye

−iωt, (−4πMs −HB)mx, 0

)


î

ĵ

k̂

 (4.11)

Then we calculate the term m× ṁ as∣∣∣∣∣∣∣∣∣∣∣∣

î ĵ k̂

mx my 1

−γ(myHB −Hye
−iωt), −γ(−4πMs −HB)mx, 0

∣∣∣∣∣∣∣∣∣∣∣∣
which yields

αm× ṁ = −αγ

(
mx(4πMs +HB), myHB −Hye

−iωt, 0

)


î

ĵ

k̂

 (4.12)

neglecting the second order terms.

We can see from Eq. 4.11 and Eq. 4.12 that they are in complete analogy with Eq. 4.2 and

Eq. 4.3 with the additional term of −4πMs in front of mx representing the demagnetizing

effect. Inserting Eq. 4.11 and Eq. 4.12 into Eq. 4.1 we have the linearized form of Eq. 4.1

in the small angle limit for in-plane FMR:ṁx

ṁy

 =

−αγ(4πMs +HB) −γHB

γ(4πMs +HB) −αγHB


mx

my

 + γ

Hye
−iωt

0

 (4.13)
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neglecting the second order terms. We have already learned from the circular precession

that the resonance frequency is determined by the effective field and the gyromagnetic ratio

as ωcirc
0 = γHB, therefore it makes the physical picture clearer if we define the following:

ωH ≡ γHB

ωM ≡ γ4πMs

for the elliptical case and make the expression of Eq. 4.13 more compact, asṁx

ṁy

 =

−α(ωM + ωH) −ωH

(ωM + ωH) −αωH


mx

my

 + γ

Hye
−iωt

0

 (4.14)

Using the second row of Eq. 4.14, we have

mx =
αωHmy + ṁy

ωM + ωH
. (4.15)

Inserting this expression of mx into the first row of Eq. 4.14, we arrive at the equation of

motion for my,

m̈y + α(2ωH + ωM )ṁy + ωH(ωM + ωH)my = (ωM + ωH)(γHy)e
−iωt (4.16)

neglecting the second-order terms. Again comparing with the forced damped harmonic

oscillator Eq. 4.7, we have the resonance frequency of the in-plane thin film FMR case

ωin−plane
0 =

√
ωH(ωM + ωH) (4.17)

Assuming the form of solution to Eq. 4.16 as

my = Ãe−iωt (4.18)

where Ã is the complex amplitude of my and inserting this expression into Eq. 4.15, we

have

mx =
−iω + αωH

ωM + ωH
my (4.19)

On resonance, with α ≪ 1, we could approximate the ellipticity, mx/my as

ε = −i

√
ωH

ωM + ωH
= −i

√
H0

4πMs +H0
(4.20)
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Figure 4.3: Parallel susceptibility χ∥ as a function of the bias field HB: Permalloy at 2
GHz.

from which we can see that the cone angle along the x -axis is considerably smaller than

along the y-axis, and the effect is more obvious at low frequencies, where H0 is much lower

than the saturation magnetization 4πMs. Again using the solution form Eq. 4.18 and

substituting it into Eq. 4.16, we can calculate the complex amplitude Ã of oscillating my:

Ã =
γ(ωM + ωH)

[ωH(ωM + ωH)− ω2]− i2ωα(2ωH + ωM )
Hy (4.21)

For in-plane FMR experiments where the frequency ω is fixed and the external bias field

HB is swept, the effect of the bias field is reflected in the term ωH in Eq. 4.21, and the

parallel susceptibility χ∥ takes the form of MsÃ/Hy. Fig. 4.3 shows the real (blue) and

imaginary (green) parts of the parallel susceptibility χ∥ as a function of the bias field HB,

at the driving frequency of 2 GHz for Permalloy.
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4.3 Power absorption in FMR

Instantaneous power absorbed per unit volume by precessing M under driving transverse

field HT is

P (t) = −∂U

∂t
= 2MT

∂HT

∂t
(4.22)

Power absorption averaged over one period of the oscillation is

⟨P ⟩ =
∫ 2π

ω
0 P (t)dt

2π/ω
(4.23)

For the in-plane FMR case at frequency ω,

M̃T (t) = H0e
iωt(χ′

∥ + iχ′′
∥) = H0[cos(ωt) + i sin(ωt)](χ′

∥ + iχ′′
∥) (4.24)

Take the real part of the complex expression,

MT (t) = H0[cos(ωt)χ
′
∥ − sin(ωt)χ′′

∥] (4.25)

HT (t) = H0 cos(ωt)

∂HT

∂t
= −H0ω sin(ωt) (4.26)

Thus the instantaneous absorbed power is

P (t) = 2MT
∂HT

∂t

P (t) = −2H0[cos(ωt)χ
′
∥ − sin(ωt)χ′′

∥]H0ω sin(ωt)

= −2H2
0ω[cos(ωt) sin(ωt)χ

′
∥ − sin2(ωt)χ′′

∥] (4.27)

The time integral of cos(ωt) sin(ωt) is 0.∫ 2π
ω

0
P (t)dt = 2H2

0ωχ
′′
∥

∫ 2π
ω

0

1

2
[1− cos(2ωt)]dt

= 2H2
0ωχ

′′
∥
1

2
t|

2π
ω
0

= 2πH2
0χ

′′
∥ (4.28)

⟨P ⟩ = 2πH2
0χ

′′
∥ω/(2π) = H2

0χ(ω)
′′
∥ω (4.29)

Eq. 4.29 is the expression of the peak shape in FMR absorption spectra, which is indicated

by the red arrow in Fig. 4.3.
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Chapter 5

Electron theory of Gilbert

damping in fast magnetization

dynamics of itinerant ferromagnets

As we discussed in Chap. 4, the second term of the Landau-Lifshitz-Gilbert (LLG) equation,

ṁ = −γm×Heff + αm× ṁ (5.1)

represents the damping torque, parameterized by the value α, which tends to reduce the

cone angle of the magnetization precession. The energy and the angular momentum are

thus transferred via this term from the precessing spin system to other degrees of freedom.

However, the Gilbert damping parameter is phenomenological; there have long been debates

on the origin of the Gilbert damping and whether it could describe the general cases of

fast magnetization dynamics adequately ( [43] and references therein). Various theoretical

approaches have been proposed and first-principles calculations [44–51] have been carried

out for different types of magnetic systems. However, experimental studies are extremely

limited to verify these theories, especially in modern thin-film alloys which are most relevant

to the applications in spintronics. In this chapter, we will look into the electron theory of

fast dissipative magnetization dynamics in the 3d transition metals which are the subject

of interest for this thesis, and then present our experimental results, corresponding to the
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theory, in three commonly used thin-film metallic ferromagnets for modern applications,

Co, Co60Fe20B20 and Ni81Fe19. We present the first cryogenic measurements of Gilbert

damping for these materials in thin-film form, and compare with cryogenic measurements

of electrical resistivity. We find good agreement with the electronic model, explaining the

thickness and temperature dependence of α.

5.1 The electronic theory of Gilbert damping

The phenomenological damping can be devided into two types: (1) direct damping, energy

and angular momentum transfer from the precessing spin system to non-magnetic degrees

of freedom (and ultimately to heat); (2) indirect damping, energy and angular momentum

transfer from a specific mode M(r, t) under consideration to other magnetic degrees of

freedom; e.g. from the uniform precession mode, the spinwave/magnon with (q = 0, ω0)

to other spinwave modes M (q, ω) with different wavevector q and frequency ω. The

indirect damping originates from the first term of the LLG equation 5.1, which is generally

nonlinear since Heff (r, t) depends on M(r, t) [43]. Nevertheless, at low power and for

weak inhomogeneities in the film, indirect damping could be neglected and direct damping

is most significant. In this thesis we focus on the direct damping and try to derive the

Gilbert damping term, using the effective field theory [52], in the simplest case of macrospin

model/uniform magnetization precession.

5.1.1 Building up the effective field model

First of all, we introduce the observable for the magnetization M on a mesoscopic scale,

M(r, t) =
1

V (r)

∑
R∈V (r)

MR(t) (5.2)

where

MR(t) = MR(t)eR(t) (5.3)

is the atomic magnetic moment with magnitude MR(t) and orientation eR(t) at site R,

and V(r) is the volume of a mesoscopic part of the sample around r. In the case of uniform
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precession, Eq. 5.2 could be reduced to

M(t) = M(t)e(t) (5.4)

In our case of the 3d transition metals, the atomic magnetic moment has the major contri-

bution from the itinerant electron spins; the localized orbital moment is negligible.

The effective field theory [52] starts with a quantum-mechanical equation of motion

for the expectation value of the operator M̂R(t) under strict adiabatic situations, which

yields

deR(t)

dt
= −γeR(t)×Heff,R(t) (5.5)

where

Heff,R(t) = − 1

MR(t)

δE

δeR(t)
(5.6)

is the effective field. The energy E is the total electronic energy, since the magnetic moment

is mainly electron spin moment. In spin-density-functional theory, the variational eR(t)

dependent part of E is given by

E =
∑
jk

fjk({eR(t)})εjk({eR(t)}) (5.7)

where j is the electron band index, k is the wavevector of the electron, f is the probability

of the occupation of the electron state jk, and ε is the energy of the state. From Eq. 5.7 we

could see that the electron band strucure and energy are dependent on the orientation of

the magnetization, which arises from the spin-orbit coupling (SOC). The effective field 5.6

could therefore be calculated from the electronic structure of the material and does not

introduce damping into the equation of motion 5.5 under strict adiabatic conditions.

In non-adiabatic situations, we replace the occupation probability fjk with non-

equilibrium occupation number njk ̸= fjk. Inserting njk into Eq. 5.7 and Eq. 5.6, we

have

H̃eff,R(t) = − 1

MR(t)

∑
jk

(njk
∂εjk

∂eR(t)
+

∂njk

∂eR(t)
εjk) (5.8)

The first term corresponds to the ’breathing Fermi surface’ model. In this scenario, the

energies of the electron states jk in band j change with time, depending on the orientation
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Figure 5.1: Breathing and bubbling Fermi surface models for the electron theory of fast
dissipative magnetization dynamics, from Ref. [47]. (a) Illustration of the time-dependent
Fermi surface due to the precessing magnetization and spin-orbit coupling (SOC): the yellow
and blue electron states are below the Fermi surface at time t − dt; the red and blue
electron states are below the Fermi surface at time t. (b) electron-band diagram showing
the generation of electron-hole pairs within one band (lower panel, breathing Fermi surface
model) and between the bands (upper panel, bubbling Fermi surface model).
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of the magnetization eR(t) due to spin-orbit coupling (SOC). Therefore certain electron

states fluctuates with time above and below the Fermi surface. As illustrated in Fig. 5.1

(a), the yellow electron states are below the Fermi surface at time t − dt while the red

states are below the Fermi surface at time t. The blue states are occupied at all times. The

redistribution of the electrons within the band always lags behind the change of the band

structure. Therefore, at time t, the yellow states are still occupied, even though they are

above the Fermi energy; the red states are vacant, even though they are below the Fermi

energy. Electron-hole pairs are thus generated within the electron band j at time t, as

illustrated in the lower panel of Fig. 5.1 (b). The electron-hole excitons are subsequently

annihilated by scattering events (with phonons, crystal defects, impurities, etc.) on the time

scale of τ , transferring energy and angular momentum from the precessing spin system to

the crystal lattice. The second term in Eq. 5.8 states the change in the electron state

occupation probablity caused by the magnetization orientation and is referred to as the

’bubbling Fermi surface’ model, as the electron-hole pairs are generated between electron

bands, which is illustrated in the upper panel of Fig. 5.1 (b).

5.1.2 Breathing Fermi surface

Here we take a closer look at the first term of Eq. 5.8. Kambersky [53] used a relaxation

time ansatz for the non-equilibrium occupation number njk,

dnjk

dt
= − 1

τjk
[njk(t)− fjk(t)] (5.9)

where the relaxation time τjk is approximated by the electron momentum scattering time

τ . Since for fast dynamics in the range of GHz, the time scale of the period of eR(t)

is ∼ 10−9 − 10−10 s while the momentum scattering time of electrons is in the range of

∼ 10−13 − 10−14 s, we could take the approximation

dnjk(t)

dt
=

dfjk(t)

dt
(5.10)
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Inserting Eq. 5.10 into Eq. 5.9 and taking τjk to be the electron momentum scatting time

τ , we have the solution

njk(t) = fjk(t)− τ
dfjk(t)

dt
(5.11)

Using the chain rule, we have

dfjk(t)

dt
=

∂fjk
∂εjk

∑
R

∂εjk
∂eR

deR
dt

(5.12)

Inserting Eq. 5.12, 5.11 into the first term of Eq. 5.8, we have the equation of motion for

eR(t) with a damping term having the Gilbert form,

deR
dt

= −γeR ×Heff,R({eR”}) + eR × (
∑
R′

α
=R,R′ ({eR”}) ·

deR’

dt
) (5.13)

where in the first, the driving torque, term, we have

Heff,R({eR”}) = − 1

MR

∑
jk

fjk
∂εjk
∂eR

(5.14)

and in the second, the damping torque, term, we have

α
=R,R′ ({eR”}) = −γ

τ

MR

∑
jk

∂fjk
∂εjk

∂εjk
∂eR”

∂εjk
∂eR′

(5.15)

From Eq. 5.15 we could see clearly that in the ’breathing Fermi surface’ case, the damping

parameter is (1) proportional to the electron momentum scattering time τ , thus is called

the conductivity-like damping; (2) generally not a scalar but a matrix and anisotropic for

anisotropic systems; (3) nonlocal. If we simplify the system to the macrospin/uniform

precession model, which reduces eR(t) to e(t), we have a scalar Gilbert damping parameter

α = −γ
τ

Ms

∑
jk

∂fjk
∂εjk

(
∂εjk
∂e

)2 (5.16)

5.1.3 Bubbling Fermi surface

The second term of Eq. 5.8 represents the interband electron-hole pairs generation. The

hopping probability between the bands j and j′ is proportional to the bandwidth of the

excited state j′, which is predicted by the lifetime broadening of band j′. According to the

uncertainty principle ∆ε∆t ≥ ℏ/2, the bandwidth broadening is inversely proportional to
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the scattering time τ of the electron-hole pairs. In contrast to the breathing Fermi surface

model, there is no general derivation for the bubbling Fermi surface case. Ref. [54] gives

the derivation for a small-angle circular magnetization precession. The damping parame-

ter α from the contribution of this interband electron-hole pair generation-annihilation is

resistivity-like, roughly proportional to τ−1 at not too large τ , as the lifetime broadening of

the j′ bandwidth decreases with increasing τ , which results in the decrease of the number

of the accessible excited states.

5.2 Experimental approach: Gilbert damping and the elec-

tron scattering time

In the previous section, we have established the connection between the Gilbert damping

paramter α and the electron momentum scattering time τ in itinerant ferromagnets, through

the analysis of the effective field theory. Energy and angular momentum are transferred

from the precessing spin system to the crystal lattice via the mediation of spin-orbit coupling

(SOC). In this effective field model, a scalar α could be expressed in the simplest form as

α = c1τ + c2τ
−1 (5.17)

where the first term is the conductivity-like term and the second is the resistivity-like term.

The coefficients c1 and c2 reflect the strength of spin-orbit coupling (SOC), as could be

implied from Eq. 5.8 and Eq. 5.16. Now we would like to take an experimental approach

and verify Eq. 5.17. While various first-principles calculations [44–51] have been carried

out in recent years based on the theories, extremely limited experimental data [55, 56]

exist. Ref. [55] measured only bulk samples, therefore the resistivity size effects are not

relevant; the authors also measured only the FMR linewidth at one frequency, from which

the estimation of the damping paramter α was very inaccurate. Ref. [56] measured only

Permalloy samples in a very small frequency range (< 2 GHz), insufficient to separate α

from ∆H0. For itinerant ferromagnets, we estimate the electron momentum scattering time
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τ using the simple Drude model,

σ = ρ−1 =
ne2τ

me
(5.18)

where σ is the electrical conductivity, ρ is the resistivity, τ is the electron scattering time, n

is the electron volume density, and me is the effective electron mass. Since σ is proportional

to τ and ρ is proportional to τ−1, we could write Eq. 5.17 in the following form with

observables directly accessible by experiments:

α = cσσ + cρρ+ α0 (5.19)

We introduced the offset α0 as a fitting parameter. To observe the damping parameter α

as a function of the resistivity ρ, we have to vary the resistivity ρ as a control parameter

by altering the electron mean free path λ in the material. We took two approaches in

our thin film samples: (1) to change the thickness tFM of the ferromagnetic (FM) layer;

the averaged electron mean free path λ is reduced compared with the bulk value λ0 when

tFM decreases, due to the enhanced surface scattering and could be estimated according to

the Fuchs model [57]; (2) to decrease the temperature of the sample, which increases the

electron mean free path λ0 in the bulk. Therein we measure α(T, tFM ) and ρ(T, tFM ), and

try to fit α as a function of ρ.

5.2.1 Instrumentation: temperature-dependent α and ρ

In this part we review briefly the techniques for measuring the resistivity ρ and the Gilbert

damping parameter α in thin film samples.

• The van der Pauw technique

First we introduce the temperature-dependent van der Pauw technique for measur-

ing ρtFM (T ). The experimental setup is outlined in Fig. 5.2. We use a one-stage cold head

enclosed in a vacuum chamber (represented by the yellow rectangular frame in Fig. 5.2),

cooled by the Helium compressor, to reach the cryogenic temperature of 25 K. The sample

mount, which is a block of copper, is attached to the top of the cold head with sufficient
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Figure 5.2: Temperature-dependent measurement of resistivity using the Van der Pauw
technique. A, B, C, D are the four BNC ports on the vacuum chamber (represented by
the yellow rectangular frame) for the 4-wire sheet resistance measurement. The 4 wires are
soldered on the film by Indium. The sample mount is a copper block attached to the cold
head. The film is mounted using thermal paste.
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thermal contact. We use a programmable temperature controller with heater and temper-

ature sensor to control the sample temeprature T over the range of 25 K - 300 K. The

resistive heater and Pt temperature sensor wires are sent to the sample mount via the elec-

trical feedthrough on the vacuum chamber. The sample FM thin film is mounted on the

copper block with thermal paste on the back side of the Si substrate, to ensure thermal

conductance between the sample mount the FM film. At the four corners of the rectangular

thin film sample, we solder fine gauge Cu wires using In to make the electrical contacts. In

has a low melting point and thus moderate temeprature of the soldering pen is required,

which helps to reduce the influence of heat on the FM layer.

The van der Pauw technique [58] is a modification of the conventional four-probe

method for measuring the resistivity of a bar-shaped sample, which allows the measurement

of sheet resistance RS = ρ/t on arbitrary-shaped thin film samples. There are, however,

some restrictions:

1. The contacts are on the edge of the sample. If the thickness t of the sample is not

negligible, the contacts should be very thin vertical lines across t.

2. The contacts are point-like or have negligible area compared with the film surface.

3. The film is homogeneous in thickness and continuous.

It is shown in Ref. [58] that

exp(−π
RAB,CD

RS
) + exp(−π

RBC,AD

RS
) = 1

where

RAB,CD =
VD − VC

iAB
.

From the above equations, we have

RS =
π

ln 2
f(

RAB,CD

RBC,DA
)
RAB,CD +RBC,DA

2
(5.20)

where f is the correction function and could be calculated from the relation:

RAB,CD −RBC,DA

RAB,CD +RBC,DA
=

f

ln 2
arccosh(

exp(ln 2/f)

2
) (5.21)
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It is advisable to take as many permutations as possible (up to eight) of the four con-

tacts during the measurement to improve the accuracy of the measured sheet resistance,

since in general VAB and VBA are not necessarily equal due to various factors, such as the

thermoelectric effects, and averaging the two values can eliminate the extrinsic influences.

Therefore, we take the RAB,CD value as 1
2(

VD−VC
iAB

+ VC−VD
iAB

). Keeping this in mind, we have

RS1 =
π
ln 2f(

RAB,CD

RBC,DA
)
RAB,CD+RBC,DA

2

RS2 =
π
ln 2f(

RCD,AB

RAD,BC
)
RCD,AB+RAD,BC

2

(5.22)

and finally we have the sheet resistance

RS =
RS1 +RS2

2
(5.23)

Instead of having the direct relationship between the sheet resistance and the resistivity

RS = ρ/t for a single-layer film, when we have a multilayered film with the heterostructure

of nonmagnetic(NM)/FM/NM, additional efforts have to be made to extract the resistivity

ρ of the FM layer. The analysis is based on the Fuchs model [57] and is briefly sum-

marized as follows. If we have a series of thin film samples with the layer structure of

NM1(t1)/FM(tFM )/NM2(t2), where we keep t1 and t2 constant but vary the thickness of

the FM layer tFM , the sheet conductance, GS(tFM ) = 1/RS(tFM ), of the sample could be

fitted with

GS(tFM ) = GS,FM (tFM ) +G0 (5.24)

where G0 is the constant contribution from the NM1 and NM2 layers with the fixed thick-

nesses, and GS,FM (tFM ) = tFM/ρFM (tFM ). The Fuchs model states that for a single-layer

metallic thin film, the resistivity differs from the bulk material if the film thickness is

comparable with the electron mean free path λ0 in the bulk, due to the enhanced surface

scattering. The detailed derivation is neatly given in Ref. [57] and here we present only the

final result for the reduced conductivity σ compared with the bulk value σ0 due to random

scattering at the film surface (no specularity):

σ

σ0
= 1− 3

8κ
+

3

4κ

∫ π

0
sin3 θ| cos θ| exp(−κ/| cos θ|)dθ (5.25)
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with θ denoting the angle between the electron trajectory and the film normal, and

κ ≡ t/λ0 (5.26)

where t is the thickness of the metallic single-layer film and λ0 is the electron mean free

path in the bulk material. To estimate λ0, we need to know the Fermi velocity vF of the

electrons in a given material and calculate according to the simple Drude model

λ0 = vF τ =
vFm

∗

ρ0ne2
(5.27)

from which we see a term that is often tabulated for individual materials in the bulk.

λ0ρ0 =
vFm

∗

ne2
(5.28)

Based on Eq. 5.24, Eq. 5.25 and Eq. 5.28, we could then fit the experimental data GS(tFM )

and extract ρFM (tFM ). See Fig. 5.3 for example.

For the temperature-dependent case where we have one sample with fixed tFM , the

analysis is still based on the Fuchs model, with the essential equations:

GS(T ) = GS,FM (T ) +G0(T ) (5.29)

and

κ = t/λ0(T ) (5.30)

λ0(T )ρ0(T ) =
vFm

∗

ne2
(5.31)

for both the FM and NM layers. The Fuchs function Eq. 5.25 still applies with the vari-

able κ, where the thickness t is fixed but the mean free path in the bulk λ0 changes with

temperature T . Since the Fermi velocity vF does not have a strong dependence on T , the

tabulated value of vFm
∗/(ne2) applies to both the tFM and the T cases.

• Measurement of the Gilbert damping parameter α using broadband FMR

The analytical solution of in-plane ferromagnetic resonance (FMR) to the Landau-

Lifshitz-Gilbert (LLG) equation has been discussed in detail in Chap. 4. Here we establish
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Figure 5.3: Sheet conductance as a function of the FM layer thickness tFM for Co, Ni81Fe19
and Co60Fe20B20. The parameters show the fitted bulk resistivities which are in reasonable
agreement with tabulated values.
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the relationship between the FMR spectrum linewidth with the damping parameter α.

Eq. 4.21 expresses the complex amplitude of my, from which we could measure the parallel

susceptibility by χ∥ = My/Hy = MSÃ/Hy:

χ∥ =
1

4π

ωM (ωM + ωH)

−ω2 + ωH(ωM + ωH)− i2αω(ωM + 2ωH)
(5.32)

where ωM ≡ γ4πMS and ωH ≡ γHB. To look into the linewidth of the imaginary part of

χ∥, which is the shape of the FMR spectrum as we pointed out in Fig. 4.3, we first simplify

Eq. 5.32 by introducing the reduced variables: (1) the reduced field h ≡ ωH/ωM ; and (2)

the reduced frequency Ω ≡ ω/ωM . Deviding both the top and bottom parts of Eq. 5.32 by

ω2
M and inserting the reduced variables, we have

χ∥ =
1

4π

1 + h

−Ω2 + h(1 + h)− i2αΩ(1 + 2h)
(5.33)

If we drive the FM thin film at the fixed frequency ω (reduced frequency Ω) and sweep the

field HB, we would see a peak in the imaginary part of Eq. 5.33 at the resonance field H0

(reduced field hr, and the fixed frequency Ω2 = hr(1 + hr)). Near the resonance we could

expand the reduced field as h = hr+∆h. Inserting into Eq. 5.33 we have the approximation

χ∥ ≃
1

4π

1 + hr
∆h(2hr + 1)− i2αΩ(1 + 2hr)

=
1

4π

hr + 1

2hr + 1

∆h− iαΩ

(∆h)2 + α2Ω2
(5.34)

Therefore we have the imaginary part of the parallel susceptibility

χ∥” =
1

4π

hr + 1

2hr + 1

−iαΩ

(∆h)2 + α2Ω2
(5.35)

We could see immediately from Eq. 5.35 that the full-width-half-maximum (FWHM) of χ∥”

is

∆h1/2 = 2αΩ (5.36)

Therefore we have the full-width-half-maximum (FWHM) of the field-swept in-plane FMR,

∆H1/2 = 2αω/γ (5.37)
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Figure 5.4: The setup for temperature-dependent measurement of the Gilbert damping
parameter α. The yellow rectangular frame represents the vacuum chamber. 1 and 2 are
the copper blocks as parts of the sample mount. The blue circles are the modulation field
coils which are controlled by the lock-in amplifier, indicated by the blue arrow.

and the peak-peak linewidth is 1√
3
∆H1/2. According to Eq. 5.37, the FMR linewidth is a

linear function of the frequency ω with the coeffient of 2αγ. For a certain material, the

gyromagnetic ratio γ is a constant which is often tabulated. Therefore we could fit the FMR

linewidth as a linear function of the driving frequency, then extract the damping parameter

α from the slope.

Fig. 5.4 illustrates the experimental setup of the T-dependent broadband FMR

measurement for extracting the damping parameter α. The α measurements are taken

separately after the resistivity measurements. The temperature control part is explained in

the T-dependent resistivity measurements. The only difference is that we use an additional

copper block (2 in Fig. 5.4) to press the sample/coplanar waveguide (CPW) assembly against
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the sample mount (1 in Fig. 5.4) for better thermal contact. For the FMR part, we use

the rf source to generate input rf signal in the frequency range of 2-18 GHz. The input

rf signal is sent to one port of the power divider which is connected to the SMA port on

the vacuum chamber. Inside the chamber, an SMA cable connects the SMA port and the

CPW. The sample sits on top of the CPW with the film side down. The center conductor

of the CPW is parallel with the DC bias field HB which is applied by the electromagnet,

and exerts an rf magnetic field on the sample, transverse to HB. The configuration of the

sample and the magnetic fields is then the in-plane FMR case. The rf signal is reflected

from the sample to the same SMA cable, transmits through the SMA port and the power

divider and finally detected by the crystal detector. The detected signal is then sent to the

lock-in amplifier (LIA). Using the low frequency (∼160 Hz) modulation field superimposed

on HB, the LIA detects only the ac signal with the modulation frequency and therefore the

signal-noise ratio is significantly enhanced [59]. Instead of giving directly the reflected rf

signal power P (as calculated in Eq. 4.29), the LIA takes the field derivative of P , which

gives the FMR lineshape as shown in Fig. 5.5(a). The lineshape could be fitted using the

Lorentzian function

ℜ( 1

(x− x0) + i∆x
eiθ) (5.38)

where x is the variable, x0 is the peak center, ∆x is the half-width-half-maximum (HWHM),

and θ is the phase. By plotting ∆x as a function of the input frequency f , we could extract

the damping parameter α, as shown in Fig. 5.5(b).

5.2.2 The samples

The sample structure is illustrated in Fig. 5.6, which is Ta (5 nm)/ Cu (5 nm)/FM (tFM

nm)/ Cu (3 nm)/ Al (3 nm). tFM spans the range of 2.5 nm to 30 nm, as listed in the

right panel of Fig. 5.6. The films are magnetron sputtered on thermally oxidized silicon

substrates. These films were deposited at SPINTEC, by S. Auffret, as reference layers for

a separate study on spin pumping [60]. The seed layer Ta (5 nm)/ Cu (5 nm) improves the

homogeneity of the film and its adhesion to the substrate, and the cap layer Cu (3 nm)/
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Figure 5.5: (a) FMR spectrum, Ni81Fe19 30 nm at 6 GHz, room temperature. (b) Ni81Fe19
30 nm, room temperature, α from the slope of ∆H1/2(f).

Figure 5.6: Samples for α(ρ). Left panel: the layers structure; the films are magnetron
sputtered on thermally oxidized silicon substrates. Right panel: three materials for the FM
layer, at various thicknesses tFM ; (T) indicates the thickness at which the temperature-
dependent experiments are done.
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Al (3 nm) protects the film from oxidation. We use the light element Al as the capping

layer to exlude any enhanced damping from the spin pumping effect. The top and bottom

interfaces of the FM layer are both Cu interfaces. We choose three different FM materials

which are most representative for the applications in spintronics and have distinctive micro-

/crystal structures. Co is a pure 3d transition metal which has the hcp crystal structure

in its bulk form; in the sputtered polycrystalline films, it exhibits a transition from the

fcc {111} growth texture to the hcp {0001} texture at a few nm. Co is widely used in

perpendicular anisotropy applications due to its strong magnetocrystalline anisotropy along

the ⟨0001⟩ directions. Ni81Fe19 is the classical soft magnetic binary alloy, with near-zero

magnetostriction and anisotropy. The sputtered films have very fine grain size, in the

range of several nm, which borders on amorphous material. Co60Fe20B20 is amorphous and

has high resistivity because of the Boron atoms. Due to the significantly different crystal

structures, the spin-orbit coupling (SOC) strength in these three materials are different,

with Co having the highest SOC as could be implied from the high magnetocrystalline

anisotropy. At room temperature (∼300 K), all the samples are measured for their resistivity

ρFM and the damping parameter α, using the van der Pauw technique and the broadband

FMR respectively, as explained in the previous ’instrumentation’ section. The films with

the lowest and the highest thicknesses for each material are selected for the temperature-

dependent ρFM and α measurements, since they are expected to demonstrate the most

distinguishable behavior at the two limits of the thickness series.

5.2.3 Results and discussion

In this section we present our experimental results of the damping α as a function of the

resistivity ρFM , based on the measurements at various FM layer thickness tFM and tem-

perature T , for the material systems of Co, Ni81Fe19 and Co60Fe20B20.

• Room temeprature ∼ 300 K, tFM series
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Figure 5.7: α and ρFM dependence on FM layer thickness tFM at room temperature 300
K, for Co, Ni81Fe19 and Co60Fe20B20.

Fig. 5.7 shows the dependence of the damping parameter α (upper panel) and the

FM layer resistivity ρFM (lower panel) on the thickness tFM of the FM layer. For all

the three materials, we see very similar trends in both the damping parameter α and the

resistivity ρFM , with high values at low tFM and low values at larger film thicknesses, which

converge as the FM layer thickness approaches the bulk limit. The only exception is the

damping α of Co, which shows a slight increasing trend above tFM = 15 nm. However if

we plot α as a function of ρ as demonstrated in Fig. 5.8, distinctive characteristics emerge

among the three material systems.

In Co, we see a clear cross-over from the conductivity-like damping to resistivity-

like damping; Ni81Fe19 exhibits resistivity-like damping at high resistivity values with a

broad minimum of α at low resistivities; Co60Fe20B20 shows an almost linear dependence,

i.e. the resistivity-like damping dominates at all available resistivity values for this high-

resistivity material. Connecting these results with the theoretical models in the first section
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Figure 5.8: α as a function of ρ at 300 K for tFM series: (a) Co; (b) Ni81Fe19; (c)Co60Fe20B20.
The red dots are experimental data and the green curve is the fitted curve from Eq. 5.19.
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of this chapter, we could attribute the resistivity-like damping to the interband electron-

hole pairs generation and the conductivity-like damping to the intraband electron-hole pairs

generation. In the case of Co, we see a conductivity-like damping at high tFM (low ρFM )

which indicates strong SOC and intraband contribution. This is consistent with the rel-

atively strong perpendicular anisotropy in Co, possibly due to the hcp {0001} texture in

the thick film, via the Bruno model which relates the SOC with the anisotropy energy

by [61, Chap.7.9]

∆ESO = ζ[⟨L · S⟩hard − ⟨L · S⟩easy] =
ζ

4µB
(measy

O −mhard
O ) (5.39)

where ∆ESO is the difference in the spin-orbit energy for the magnetization to lie in the

easy- and hard -axes, i.e. the anisotropy energy, and ζ is the spin-orbit coupling strength.

µB is the Bohr magneton eℏ/(2me) and mO is the orbital moment. On the other hand,

the resistivity is low in the thick Co film, which corresponds to a relatively long electron

scattering time τ . In the ’bubbling’ Fermi surface model which contributes to the resistiv-

ity-like damping, the probability of interband electron-hole pairs generation is proportional

to the lifetime broadening of the excited electron state, ∝ τ−1. In the case of large τ ,

the resistivity-like damping is thus supressed. For Ni81Fe19 and Co60Fe20B20 it is rec-

ognized that significant band mixing occurs, from first-principles electron band structure

calculations [49, 51], which implies a dominant contribution to the direct Gilbert damping

from the interband electron-hole pairs generation. In the meantime, the lack of magnetic

anisotropy in these two materials indicates that SOC is weak, i.e. the direction of the

magnetization has minimal influence on the electron band energy. Therefore, the ’breath-

ing’ Fermi surface would fluctuate with time only at a negligible amplitude and thus the

conductivity-like damping is diminished. Furthermore, in the case of Co60Fe20B20, the re-

sistivity is so high that the short electron scattering time would introduce large lifetime

broadening of the excited states of the electrons, which further increases the contribution

from the interband electron-hole pairs generation and therefore the resistivity-like damping.

• T series for the thinnest and the thickest films
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Before we proceed to the discussion of T -dependent damping α(T ) and resistivity

ρFM (T ), some background should be introduced on the T -dependent effective saturation

magnetization 4πM eff
s (T ) measured by the in-plane FMR and the analysis of T -dependent

anisotropy. This step is important since we have already seen the influence of the SOC

on the Gilbert damping behavior; and the anisotropy reflects the SOC, as pointed out by

Eq. 5.39.

First we introduce the temperature dependence of anisotropy. At zero temperature

in a ferromagnetic meterial, the spins at various locations are perfectly parallel due to the

strong exchange interaction between the electrons. However at finite temperatures, the

direction cosines of a local spin cluster, (β1, β2, β3), deviate from the average spontaneous

magnetization, and the deviations increase with increasing temperature. We could express

the anisotropy at temperature T as

Ea(T ) =
∑
n

K(n)(0)⟨nth power angular function⟩ (5.40)

where Ea is the anisotropy energy, K(n)(0) is the anisotropy constant at 0 K for the nth

power angular function, and ⟨⟩ is the average of the angular function for all the spin clusters.

To give examples of the angular function, we list the two most typical magnetocrystalline

anisotropies as follows:

uniaxial anisotropy:

Ea = Ku1 sin
2 θ +Ku2 sin

4 θ +Ku3 sin
6 θ + . . . (5.41)

where θ is the angle between the easy-axis and the magnetization direction;

cubic anisotropy:

Ea = K1(α
2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) +K2α

2
1α

2
2α

2
3 +K3(α

2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1)

2 + . . . (5.42)

where (α1, α2, α3) are the direction cosines of the magnetization with respect to the three

cube edges.

In both cases, only the leading two terms have nonnegligible contribution to Ea, usually
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with the dominant contribution from the first term. We could see from these expressions

that in the uniaxial anisotropy case, Kum corresponds to the 2mth power angular function

and in the cubic anisotropy case, Km corresponds to the (2+2m)th power angular function.

Another special case worth mentioning is the anisotropy energy in the {111} plane of a close-

packed structure, when the magnetization is confined to the {111} plane. This is the case for

most of our sputtered soft magnetic thin films. The derivation is given in Ref. [4, Chap.12.1,

P.252] and here we present the final form of the anisotropy energy:

Ea =
K1

4
+

K2

108
(1− cos 6θ) +

K3

16
+ . . . (5.43)

in which only theK2 (n = 6) term has angular dependence and contributes to the anisotropy

energy.

According to an accurate calculation for the nth power function, based on the random

walk function of a unit vector on a spherical surface about a symmetry axis [62], we have [4,

Chap.12.3, P.273]

⟨K(n)(T )⟩ ∝ Ms(T )
n(n+1)/2 (5.44)

Therefore for n = 2 (uniaxial anisotropy), we have

Ku(T )

Ku(0)
= [

Ms(T )

Ms(0)
]3 (5.45)

for n = 4 (K1 in cubic anisotropy), we have

K1(T )

K1(0)
= [

Ms(T )

Ms(0)
]10 (5.46)

and for n = 6 (K2 in cubic anisotropy), we have

K2(T )

K2(0)
= [

Ms(T )

Ms(0)
]21 (5.47)

According to Eq. 5.44, by finding out the power law dependence of the temperature-

dependent anisotropy constant on the temperature-dependent saturation magnetization,

logK(n)(T ) =
1

2
n(n+ 1) log

Ms(T )

Ms(0)
+ logK(n)(0)(const.) (5.48)

we could obtain the symmetry of the anisotropy in the FM system.
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Figure 5.9: T -dependent 4πMs in bulk Co, calculated from tabulated data points.

Next we look into the measurement of the anisotropy and saturation magnetization

by in-plane FMR. According to the analysis carried out in Chap.4.2, we have the following

Kittel relation:

ωin−plane
0 =

√
ωH(ωM + ωH) (5.49)

where ωM ≡ γ4πMS and ωH ≡ γHB. In Chap.4.2, we treated a system consisting of

isotropic material, therefore the ωM term comes from the out-of-plane demagnetizting field

and the ωH term is attributed to the DC bias field only. However if we have in the film out-of-

plane anisotropies (from the film growth texture or the surface anisotropy), this adds extra

terms to the out-of-plane effective field Heff
x , and in the Kittel relation we have ωH [ωM +

ωHk
+ωH ] instead of ωH(ωM +ωH). Therefore the effective saturation magnetization of the

thin film 4πM eff
s = 4πMs − 2K/Ms, where Ms is the saturation magnetization of the bulk

material and K is the anisotropy constant. By measuring 4πM eff
s (T ) using T-dependent

in-plane FMR and taking 4πMs(T ) from tabulated values, we have

K(T ) =
1

2
[4πMs(T )− 4πM eff

s (T )]×Ms(T ) (5.50)

Further analyzing the power law dependence of K(T ) using Eq. 5.48, we could infer the

symmetry or origin of the anisotropy in the film. Fig. 5.10 gives such an example.

In Fig. 5.10 (a) and (b) we plot the effective saturation magnetization 4πM eff
S as
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Figure 5.10: T -dependent perpendicular anisotropy in Co thin films. (a) Effective satu-

ration magnetization 4πM eff
S of Co 3.5 nm thin film measured by in-plane FMR over the

temperature range of 27 K - 300 K; (b) Effective saturation magnetization 4πM eff
S of Co

30 nm thin film measured by in-plane FMR over the temperature range of 27 K - 300 K;
(c) T Power law of the out-of-plane anisotropy in the 3.5 nm and 30 nm Co films. 30 nm
Co: slope = 22, n ∼ 6; 3.5 nm Co: slope = 12, n ∼ 4
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Table 5.1: Temperature-dependent 4πMs for bulk hcp Co.

T (K) 4πMs (kG)

0.0 18.17

0.15 18.17

300 17.6

1404.15 0

a function of T for the 3.5 nm and 30 nm Co films, respectively. Fig. 5.9 shows the T -

dependent saturation magnetization in bulk Co, calculated using tabulated data points in

Table 5.1 with the temperature dependence model Ms(T )/Ms(0) = 1 − β1T
3/2 − β2T

2,

where β1 = −4.94× 10−6 K−3/2 and β2 = 6.39× 10−7 K−2. The fitting parameters are in

reasonable agreement with Ref. [63] (β1 = −1.5 × 10−6 K−3/2). According to the analysis

in the previous paragraph, we infer from Fig. 5.10 (a) and (b) that both the Co films have

a strongly T -dependent perpendicular anisotropy, possibly from the crystalline anisotropy

due to the growth texture in the thin film. The Co 3.5 nm film sees a decrease of 2.4

kG in 4πM eff
S over the complete temperature range while the 30 nm film sees a decrease

of 0.4 kG. Comparing these two figures, we would expect a stronger SOC in the 3.5 nm

Co film. Fig. 5.10 (c) plots the change in 4πM eff
S using the T dependent power law for

both the 3.5 nm and the 3 nm films, based on Eq. 5.48. We found n = 6 for K(n) in the

Co 30 nm film, which is consistent Eq. 5.43. For the 3.5 nm film, n ∼ 4, which could

be explained by a mixture of n = 2 (uniaxial out-of-plane anisotropy, probably due to

the surface anisotropy Ks) and n = 6 (from the {111} texture). We conclude from this

discussion of T -dependent 4πM eff
s in Co films that the SOC increases significantly with

decreasing temperature, especially in the 3.5 nm Co film. Similar 4πM eff
s (T ) and K(n)(T )

analysis were carried out for Ni81Fe19 and Co60Fe20B20; no significant T dependence of K

were found for these two materials, except in the Co60Fe20B20 3 nm sample, where n = 2

indicating a uniaxial surface anisotropy.

Fig. 5.11 summarizes the relationship between the damping parameter α and the

resistivity ρFM by varying the sample temperature, for the thinnest and the thickest films in
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Figure 5.11: α as a function of ρ at various T in the range of 27 K - 300K, for (a) Co,
(b) Ni81Fe19 and (c) Co60Fe20B20, measuring the thinnest and the thickest films in each
material series. The red dots are experimental data and the green curve is the fitted curve
from Eq. 5.19.
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Table 5.2: Fitting parameters for Co.

Sample cρ(µΩ
−1·cm−1) cσ(µΩ·cm) α0

3.5 nm (T) ∼ 0 0.470 ∼ 0

30 nm (T) ∼ 0 0.135 ∼ 0

tFM (300 K) 5.97× 10−5 0.031 0.0061

Table 5.3: Fitting parameters for Ni81Fe19.

Sample cρ(µΩ
−1·cm−1) cσ(µΩ·cm) α0

3 nm (T) 15.0× 10−5 ∼ 0 ∼ 0

30 nm (T) 28.5× 10−5 36.9× 10−5 ∼ 0

tFM (300 K) 5.97× 10−5 47.7× 10−5 0.0026

each material series. While the Ni81Fe19 and Co60Fe20B20 samples show mostly a resistivity-

like damping, consistent with the observations in the room temperature tFM dependent

measurements, the Co samples show a conductivity-like trend for both the thin and the thick

films. If we plot these T -dependent data together with the tFM series as in Fig. 5.12, striking

discrepancy occurs for the 3.5 nm Co film. We attribute this to the strong SOC in the thin

Co film as discussed in the 4πM eff
s (T ) andK(n)(T ) study. Because of this strongly increased

SOC with reduced T , the ’breathing’ Fermi surface shows higher fluctuation amplitude and

therefore more intraband electron-hole pairs are generated and annihilated, leading to a

conductivity-like damping behavior. Meanwhile, the band gap between bands j and j′

increases due to the increased SOC. The probability of generating interband electron-hole

pairs is thus limited.

We summarize the fitting parameters cσ, cρ and α0 in Eq. 5.19 for the tFM and T

series of the three materials in Tables 5.2, 5.3 and 5.4 respectively. According to Table 5.4,

the experimental results for Co60Fe20B20 agree with the simple resistivity-like theoretical

model well, with no artificially introduced α0 and reasonable consistency among the fitting

parameters obtained from the T and tFM series. We also conclude that the SOC does not

play a significant role in the Gilbert damping of the Co60Fe20B20. The interpretation is
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Figure 5.12: α as a function of ρ, combining the T and tFM series. (a) Co; (b) Ni81Fe19;
(c)Co60Fe20B20. The green fitted curve is for the tFM series only.
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Table 5.4: Fitting parameters for Co60Fe20B20.

Sample cρ(µΩ
−1·cm−1) cσ(µΩ·cm) α0

3 nm (T) 5.45× 10−5 ∼ 0 ∼ 0

30 nm (T) 5.03× 10−5 ∼ 0 ∼ 0

tFM (300 K) 5.61× 10−5 ∼ 0 ∼ 0

more complicated in the cases of Co and Ni81Fe19, as we could see from Tables 5.2 and 5.3.

First we notice a non-zero α0 for the tFM series, which does not exist in the theoretical

model. Second, the fitting parameters do not agree well in the different series. We also

observe from Fig. 5.11 that the fitted line does ot reflect the trends in the experimental

data adequately. This might arise from the T and tFM dependence of the coefficients c1

and c2 in Eq. 5.17, mostly due to the T dependence of anisotropy and SOC, which needs

more careful experiments and analysis to interpretate quantitatively. Another aspect is the

artifacts introduced by the experimental details, such as the elevated temperature during

soldering which might have annealed the soft magnetic materials, and the finite size of the

electrical contacts for the T -dependent measurements.

5.3 Summary and outlook

We have discussed in this chapter the electron-scattering mechanism of the direct Gilbert

damping in itinerant ferromagnets, demonstrated our experimental techniques for measuring

the resistivity and the damping paramter in thin film samples in the temperature range of

25 K - 300 K, and presented the data of the damping α as a function of resistivity ρ in three

most representative modern thin-film metallic ferromagnetic materials, Co, Ni81Fe19 and

Co60Fe20B20, to verify the theoretical models. This is the first temperature-dependent study

of Gilbert damping in these materials in thin-film form. Reasonable agreement between the

model and the experimental results was found in Co60Fe20B20, and we observed for the first

time a clear cross-over from conductivity-like damping to resistivity-like damping in Co.

The interpretation of the discrepancies between the T series data and the tFM series
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data remains an open issue. It might be resolved through a more complete set of cryogenic

measurements on the thickness series, in addition to the six samples at extremes of thickness.

Ideally the measurements should include the tFM series at each T point, or equivalently

the T series at each tFM . More insightful discussions could be carried out if we could plot

the fitting parameters, extracted from the tFM series at each T point, as a function of T ,

or vice versa. Connections could then be established between the surface anisotropy (either

T -dependent or T -independent), the SOC and the damping, and more detailed calculations

could be carried out to find the relationship between the fitting parameters cρ and cσ and

the coefficients in the model, c1 and c2, according to the intrinsic properties of the FM

material.
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Chapter 6

Nonlinear effect of LLG at small

angle precession: high-efficiency

GHz frequency doubling without

power threshold in thin-film

Ni81Fe19

With the discussions carried out the in the previous two chapters, we established the under-

standing of the linearized LLG equatation under in-plane ferromagnetic resonance (FMR)

with linearly polarized, transverse driving field hrfy . We now proceed to the more compli-

cated case based on in-plane FMR, adding to the system a longitudinal rf field component

hrfz , where nonlinear effects could be observed in the small-angle limit. We demonstrate

efficient second-harmonic generation at moderate input powers for thin film Ni81Fe19 under

FMR. Powers of the generated second-harmonic are shown to be quadratic in input power,

with an upconversion ratio three orders of magnitude higher than that demonstrated in

ferrites [64], defined as ∆P 2ω/∆Pω ∼ 4 × 10−5/W · Pω, where ∆P is the change in the

transmitted rf power and P is the input rf power. The second harmonic signal generated
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exhibits a significantly lower linewidth than that predicted by low-power Gilbert damp-

ing, and is excited without threshold. Results are in good agreement with an analytic,

approximate expansion of the Landau-Lifshitz-Gilbert (LLG) equation.

6.1 Introduction: nonlinearity in LLG equation

Nonlinear effects in magnetization dynamics, apart from being of fundamental interest

[64–67], have provided important tools for microwave signal processing, especially in terms

of frequency doubling and mixing [68, 69]. Extensive experimental work exists on fer-

rites [64, 67, 69], traditionally used in low-loss devices due to their insulating nature and

narrow ferromagnetic resonance (FMR) linewidth. Metallic thin-film ferromagnets are of

interest for use in these and related devices due to their high moments, integrability with

CMOS processes, and potential for enhanced functionality from spin transport; though hav-

ing higher damping than ferrites, low FMR linewidth has been demonstrated recently in

metals through compensation by the spin Hall effect [70]. While some recent work has ad-

dressed nonlinear effects [71–73] and harmonic generation [74–76] in metallic ferromagnets

and related devices [77–79], these studies have generally used very high power or rf fields,

and have not distinguished between effects above and below the Suhl instability threshold.

In this chapter, we demonstrate frequency doubling below threshold in a metallic system

(Ni81Fe19) which is three orders of magnitude more efficient than that demonstrated pre-

viously in ferrite materials [64]. The results are in good quantitative agreement with an

analytical expansion of the Landau-Lifshitz-Gilbert (LLG) equation.
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6.2 Experiment: detecting FMR and second harmonic gen-

eration using spectrum analyzer

6.2.1 Experimental setup

For all measurements shown, we used a metallic ferromagnetic (FM) thin film structure,

Ta(5 nm)/Cu(5 nm)/Ni81Fe19 (30 nm)/Cu(3 nm)/Al(3 nm). The film was deposited on an

oxidized silicon substrate using magnetron sputtering at a base pressure of 2.0×10−7 Torr

by S. Auffret at SPINTEC; it has no special features compared with those deposited in

our UHV sputtering chamber, except its ready availability with photoresist already spun

on, for another study. The bottom Ta(5 nm)/Cu(5 nm) layer is a seed layer to improve

adhesion and homogeneity of the film and the top Cu(3 nm)/Al(3 nm) layer protects the

Ni81Fe19 layer from oxidation. A diagram of the measurement configuration, adapted from

a basic broadband FMR setup, is shown in Fig. 6.1. The microwave signal is conveyed

to and from the sample through a coplanar waveguide (CPW) with a 400 µm wide center

conductor and 50 Ω characteristic impedance, which gives an estimated rf field of 2.25 Oe

rms with the input power of +30 dBm. We examined the second harmonic generation with

fundamental frequencies at 6.1 GHz and 2.0 GHz. The cw signal from the rf source is first

amplified by a solid state amplifier, then the signal power is tuned to the desirable level by

an adjustable attenuator. Harmonics of the designated input frequency are attenuated by

the bandpass filter to less than the noise floor of the spectrum analyzer (SA). The isolator

limits back-reflection of the filtered signal from the sample into the rf source. From our

analysis detailed in a later section of this chapter, we found the second harmonic magnitude

to be proportional to the product of the longitudinal and transverse rf field strengths, and

thus place the center conductor of CPW at 45◦ from HB to maximize the Hrf
y Hrf

z product.

The rf signal finally reaches the SA for measurements of the power of both the fundamental

frequency and its second harmonic.



96

Figure 6.1: Experimental setup and the coordinate system, θ = 45◦. EM: electromagnet;
SA: spectrum analyzer. Arrows indicate the transmission of rf signal.

6.2.2 Experimental data: power absoprtion at FMR and emission at the

second harmonic

Fig. 6.2 (a) demonstrates representative field-swept FMR absorption and the second har-

monic emission spectra measured by the SA as 6.1 GHz and 12.2 GHz peak intensities as

a function of the bias field HB. We vary the input rf power over a moderate range of +4

- +18 dBm, and fit the peaks with a Lorentzian function to extract the amplitude and

the linewidth of the absorbed (∆Pω) and generated (∆P 2ω) power. Noticeably, the second

harmonic emission peaks have a much smaller linewidth, ∆H1/2 ∼ 10 Oe over the whole

power range, than those of the FMR peaks, with ∆H1/2 ∼ 21 Oe. Though a linewidth of

∼10 Oe at 12.2 GHz is one order of magnitude larger than the measured X-band linewidth

(∼ 1 Oe) in bulk single-crystal YIG [80], it is about 1/5 of the 12.2 GHz FMR linewidth (∼

60 Oe) in the 30 nm Ni81Fe19 film. Plots of the absorption and emission peak amplitudes

as a function of the input 6.1 GHz power, shown in Fig. 6.2 (b), clearly indicate a linear
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Figure 6.2: Second harmonic generation with ω/2π = 6.1 GHz. (a) left panel : 6.1 GHz
input power +17.3 dBm; right panel : 6.1 GHz input power +8.35 dBm. (b) amplitudes of
the ω (FMR) and generated 2ω peaks as a function of input power Pω; right and top axes
represent the data set in log-log plot (green), extracting the power index; (c) ratio of the
peak amplitudes of FMR and second harmonic generation as a function of the input 6.1
GHz power; green: log scale.
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dependence of the FMR absorption and a quadratic dependence of the second harmonic

generation on the input rf power. Taking the ratio of the radiated second harmonic power

to the absorbed power, we have a conversion rate of 3.7×10−5/W, as shown in Fig. 6.2(c).

6.3 Analysis: first-order expansion of LLG with longitudinal

rf field

6.3.1 The equation of motion for perturbation terms

Since the phenomenon summarized in Fig. 6.2 is clearly not a threshold effect, we look into

the second-harmonic analysis of the LLG equation with small rf fields, and found that the

second harmonic generation is determined by the longitudinal rf field in addition to the

transverse rf field. The method for the expansion of LLG equation with small rf fields is

readily described in Gurevich and Melkov’s text for circular precession relevant in the past

for low-Ms ferrites [81]. For metallic thin films, we treat the elliptical case as follows. As

illustrated in Fig. 6.1, the thin film is magnetized in the yz plane along ẑ by the bias field HB,

with film-normal direction along x̂. The CPW exerts both a longitudinal rf field hrfz and a

transverse rf field hrfy of equal strength. First consider only the transverse field hrfy . In this

well established case described in Chap. 4, the LLG equation ṁ = −γm×Heff +αm× ṁ

is linearized and takes the form ˙̃mx

˙̃my

 =

−α(ωH + ωM ) −ωH

ωH + ωM −αωH


m̃x

m̃y

+

γh̃
rf
y

0

 (6.1)

, where γ is the gyromagnetic ratio, α is the Gilbert damping parameter, ωM ≡ γ4πMs,

and ωH ≡ γHz. Introducing first order perturbation to mx,y under additional longitudinal

hrfz and neglecting the second order terms, we have ˙̃mx +
˙̃

∆mx

˙̃my +
˙̃

∆my

 =

−α(ωH + ωM ) −ωH

ωH + ωM −αωH


m̃x + ∆̃mx

m̃y + ∆̃my

+

 γh̃rfz m̃y

−γh̃rfz m̃x

+

γh̃
rf
y

0

 (6.2)
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Subtracting Eq. 6.1 from Eq. 6.2 and taking

h̃rf y,z = Hrf
y,ze

−iωt,

m̃x,y = (Hrf
y /Ms)e

−iωtχ̃⊥,∥(ω) (6.3)

the equation for the perturbation terms is
˙̃

∆mx

˙̃
∆my

 =

−α(ωH + ωM ) −ωH

ωH + ωM −αωH


∆̃mx

∆̃my

+Hrf
z

Hrf
y

Ms
e−i2ωt

 γχ̃∥(ω)

−γχ̃⊥(ω)

 (6.4)

Since χ⊥ is one order of magnitude smaller than χ∥, we neglect the term −γχ̃⊥(ω). In

complete analogy to Eq. 6.1, the driving term could be viewed as an effective transverse

field of

Hrf
z (Hrf

y /Ms)χ̃∥(ω)e
−i2ωt, (6.5)

and the solutions to Eq. 6.4 would be

∆̃mx = (Hrf
z Hrf

y /M2
s )χ̃∥(ω)χ̃⊥(2ω)e

−i2ωt,

∆̃my = (Hrf
z Hrf

y /M2
s )χ̃∥(ω)χ̃∥(2ω)e

−i2ωt.

(6.6)

We can compare the power at frequency f and 2f now that we have the expressions for

both the fundamental (Eq.6.3) and second harmonic components (Eq.6.6) of the precessing

M. The time-averaged power per unit volume could be calculated as

⟨P ⟩ = [

∫ 2π
ω

0
P (t)dt]/(2π/ω),

where

P (t) = −∂U/∂t = 2M∂H/∂t.

as mentioned in the last section of Chap. 4. Only the transverse components of M and H

contribute to P(t). Using the expression for ⟨P ⟩, M and H, we have

Pω = ωH2
y,rfχ(ω)

′′
∥ (6.7)

which is derived in the last section of Chap. 4. Next we look into the power in the second

harmonic generation case in detail.
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6.3.2 Power of the second harmonic generation

In this section we are going to derive the power of the second harmonic generation, which

is done the first time for the highly elliptical precession relevant for a metallic FM film. We

start with the expression of the transverse magnetization

M̃T (t) = Hye
iωtχ̃(ω)∥hze

iωtχ̃(2ω)∥

= Hyhze
i2ωt[χ(ω)′∥ + iχ(ω)′′∥][χ(2ω)

′
∥ + iχ(2ω)′′∥]

= Hyhze
i2ωt{[χ(ω)′∥χ(2ω)

′
∥ − χ(ω)′′∥χ(2ω)

′′
∥] + i[χ(ω)′′∥χ(2ω)

′
∥ + χ(ω)′∥χ(2ω)

′′
∥]}

= Hyhz[cos(2ωt)+i sin(2ωt)]{[χ(ω)′∥χ(2ω)
′
∥−χ(ω)′′∥χ(2ω)

′′
∥]+i[χ(ω)′′∥χ(2ω)

′
∥+χ(ω)′∥χ(2ω)

′′
∥]}

Take the real part,

MT (t) = Hyhz[χ(ω)
′
∥χ(2ω)

′
∥ − χ(ω)′′∥χ(2ω)

′′
∥] cos(2ωt)

−Hyhz[χ(ω)
′′
∥χ(2ω)

′
∥ + χ(ω)′∥χ(2ω)

′′
∥] sin(2ωt) (6.8)

The driving force is not Hω
rf (if we calculate the time integral of 2MT

∂Hω
T

∂t it is 0).

According to Eq.6.5 the effective driving field is

H̃T (t) = Hyhzχ̃(ω)∥e
i2ωt

= Hyhz[χ(ω)
′
∥ + iχ(ω)′′∥][cos(2ωt) + i sin(2ωt)]

where hz = Hz/Ms. Take the real part of the complex expression,

HT (t) = Hyhz[χ(ω)
′
∥ cos(2ωt)− χ(ω)′′∥ sin(2ωt)] (6.9)

∂HT (t)

∂t
= Hyhz[−2ωχ(ω)′∥ sin(2ωt)− 2ωχ(ω)′′∥ cos(2ωt)]

= −2ωHyhz[χ(ω)
′
∥ sin(2ωt) + χ(ω)′′∥ cos(2ωt)] (6.10)

Now the instantaneous power is 2MT
∂HT
∂t , putting eq.(9) and (11) together, and remember

the time integral of sin(2ωt) cos(2ωt) goes to 0, and the averaged time integral of sin2(2ωt)

and cos2(2ωt) is 1
2 .

P (t)′ = −4ωH2
yh

2
z[A cos2(2ωt)−B sin2(2ωt)],
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where P(t)’ is the part of P(t) which yields non-zero time integral,

A = χ(ω)′∥χ(ω)
′′
∥χ(2ω)

′
∥ − [χ(ω)′′∥]

2χ(2ω)′′∥

B = χ(ω)′∥χ(ω)
′′
∥χ(2ω)

′
∥ + [χ(ω)′∥]

2χ(2ω)′′∥

The first term in A and B cancel out, because of the equal averaged time integral of sin2(2ωt)

and cos2(2ωt).

Finally,

⟨P ⟩ = −4ωH2
yh

2
z

1

2
{−[χ(ω)′′∥]

2χ(2ω)′′∥ − [χ(ω)′∥]
2χ(2ω)′′∥}

= 2ωH2
yh

2
z{[χ(ω)′′∥]

2 + [χ(ω)′∥]
2}χ(2ω)′′∥

= 2ωH2
yh

2
z|χ̃(ω)∥|2χ(2ω)′′∥, (6.11)

or

P 2ω = 2ωH2
z,rf (H

rf
y /Ms)

2|χ̃(ω)∥|2χ(2ω)′′∥ (6.12)

Since H2
y,rf and H2

z,rf are proportional to the rf power, the Pω and P 2ω terms should be

linearly and quadratically dependent on the input rf power, respectively, which explains the

data presented in Fig. 6.2 (b).

Examining Eq. 6.12, we notice that there should be two peaks in the field-swept 2f

emission spectrum: the first coincides with the FMR but with a narrower linewidth due to

the term |χ̃(ω)∥|2, and the second positioned at the HB for the FMR with a 2f input signal

due to the term χ(2ω)′′∥. The second peak should have a much smaller amplitude. Due to

the field limit of our electromagnet, we could not reach the bias field required for FMR at

12.2 GHz under this particular configuration and continued to verify Eq. 6.12 at a lower

frequency of 2.0 GHz. Fig. 6.3 demonstrates the typical line shape of the 4 GHz spectrum,

in which the input 2 GHz power being +18.9 dBm. A second peak at the HB for 4 GHz

FMR is clearly visible with a much smaller amplitude and larger linewidth than the first

peak, qualitatively consistent with Eq. 6.12. A theoretical line (dashed green) from Eq. 6.12

with fixed damping parameter α = 0.007 is drawn to compare with the experimental data.
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Figure 6.3: 4 GHz generation with input signal at 2 GHz, +18.9 dBm. A second peak at
the bias field for 4 GHz FMR is clearly present; red dots: experimental data; dashed green:
theoretical; blue: adjusted theoretical with input rf impurity.

The observed second peak at the 2f resonance HB shows a much lower amplitude than

expected. We contribute this difference to the possible 2f component in the rf source which

causes the 2f FMR absorption. The blue line shows the adjusted theoretical line with

consideration of this input signal impurity.

6.3.3 Power ratio between FMR and the second harmonic

From the Pω (Eq. 6.7) and P 2ω (Eq. 6.12) expressions, we conclude that under HB for FMR

at frequency f = ω/(2π), we should see a power ratio

P 2ω/Pω = 2(Hrf
z /Ms)

2χ(ω)′′∥χ(2ω)
′′
∥ (6.13)
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With Ms = 844 Oe, α = 0.007 as measured by FMR for our Ni81Fe19 30 nm sample and

2.25 Oe rf field amplitude at input power of 1 W for the CPW, we have a calculated 2f/f

power ratio of 1.72×10−5/W, which is in reasonable agreement with the experimental data

3.70×10−5/W as shown in Fig. 6.2(c). To compare this result with the ferrite experiment in

Ref. [64], we further add the factor representing the ratio of FMR absorption to the input

rf power, which is 3.9 × 10−2 in our setup. This leads to an experimental upconversion

ratio of 1.44×10−6/W in Ref. [64]’s definition (∆P 2ω/Pω
in

2), compared with 7.1×10−10/W

observed in Mg70Mn8Fe22O (Ferramic R-1 ferrite). We carried out an identical experiment

and analysis at 2.0 GHz input, and observed an upconversion efficiency of 0.39×10−3/W

for the 4.0 GHz signal generation, again in reasonable agreement with the theoretical pre-

diction 1.17×10−3/W and shows even higher efficiency. Since χ decreases with increasing

frequency, this enhanced upconversion efficiency at low input frequencies is expected.

6.4 Summary

We have demonstrated a highly efficient frequency doubling effect in thin-film Ni81Fe19 for

input powers well below the Suhl instability threshold [66]. An analysis of the intrinsically

nonlinear LLG equation interprets the observed phenomena quantitatively. The results ex-

plore opportunities in the field of rf signal manipulation with CMOS compatible thin film

structures.
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Chapter 7

X-ray magnetic circular dichroism

and pump-probe technique

The time-resolved detection of element-specific magnetization in a thin-film sample under

ferromagnetic resonance (FMR) is a powerful tool for understanding the relationship be-

tween the rf excitation and the magnetization dynamics. Soft x-rays (0.1 nm ≲ λ ≲ 10 nm,

or 10 keV ≳ ℏν ≳ 100 eV) can be absorbed with element-specificity by L2,3 edges of 3d

transition metals. Because these absorption edges are well-separated (∼ 70 eV) compared

with their spectral width (∼ 2 eV), x-ray absorption spectroscopy (XAS) can be used to

quantify composition in alloys. In magnetically ordered solids, the XAS can exhibit a circu-

lar dichroism (x-ray photon helicity dependence) which yields different absorption rates for

left-hand circularly polarized light and right-hand circularly polarized light. This leads to

element-specific magnetic contrast with spatial resolution up to less than 15 nm, depending

on the x-ray optics. The stroboscopic technique could be applied to the ferromagnetic (FM)

system for time-resolved recording of the x-ray magnetic contrast. In this chapter, we will

look into x-ray mangetic circular dichroism (XMCD), the origin of magnetic contrast, the

principles of the pump-probe technique, and the sample preparation for x-ray spectroscopy

and microscopy.
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Figure 7.1: from Ref. [61, chap.9.6]. The XMCD effect illustrated for the L-edge absorption
in Fe metal.

7.1 X-ray mangeitc circular dichroism (XMCD)

Fig. 7.1 illustrates the XMCD effect in Fe at the L-edge. The experimental data in the

right panel are from Ref. [82]. k is the wavevector of the circularly polarized x-ray. For

right-hand circularly polarized (RCP) x-rays, the photon has angular momentum σ pointing

to the right, parallel to the beam propagation direction k in the figure; for left-hand circular

polarization (LCP), the photon angular momentum points to the left, antiparallel with k. In

the blue, gray and yellow squares, the arrow indicates the orientation of the magnetization

in the sample. From the blue and the yellow x-ray absorption curves, we observe that for

the x-ray photons with angular momentum pointing to the right, the absorption rate at

the L3 edge is the highest if the magnetization also points to the right. In the case of

antiparallel alignment of the photon angular momentum and the magnetic moment, the

absorption rate is the lowest. We could explain this phenomenon as illustrated in the left

panel of Fig. 7.1. For absorption at the L3 edge, the electron in the 2p3/2 shell absorbs the

x-ray photon and is excited, into the empty d-states above the Fermi level. The L3 (2p3/2)
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Figure 7.2: from Ref. [61, chap.9.6] Illustration of the differential XMCD spectrum; I−(I−):
absorbed x-ray intensity under antiparallel (parallel) alignment of the magnetization and
the photon helicity

absorption is most efficient if the angular momentum of the photon is parallel with the

spin of the electron. The excitation rate is also determined by the density of the available

electron states near the Fermi level. For the minority spin-up (blue) electrons in the figure,

the density of states near the Fermi level is larger than that of the majority spin-down

(yellow) electrons. Therefore, the excitation rate for the spin-up electrons is higher than for

the spin-down electrons at L3 edge, enhancing the absorption for σ = +1 (RCP) aligned

with M at L3. If magnetization M reverses, absorption for σ = +1 (RCP) is reduced at L3.

This is the origin of the magnetic circular dichroism (MCD) effect. The effect is reversed at

L2 because absorption here is most efficient for helicity σ antiparallel with the spin. The

MCD effect explains the difference in the x-ray absorption rates represented by the blue

and the yellow curves. We express the magnetic contrast, the x-ray absorption rate A as

A ∝ M · σ

where M is the magnetization and σ is the helicity of the circurlarly polarized x-ray.

Taking the difference between the transmitted x-ray intensities for the cases where the
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magnetization and the x-ray helicity are antiparallel(↑↓) and parallel (↑↑),

∆I = I↑↓ − I↑↑

we have the XMCD spectrum as shown in Fig. 7.2.

7.2 The pump-probe technique

At synchrotron facitilies, operating modes often exist in which orbiting electrons fill the

storage ring at regular intervals, grouped together into evenly spaced ”bunches”. If the

bunches are highly packed in space, the light they generate when traversing an insertion

device (magnet array) has a short pulse duration. These light flashes, ∼ 30 ps RMS at

modern synchrotrons, are used as the stroboscopic ”probe” in a pump-probe experiment.

Their closest spacing in time is given by the inverse bunch-clock frequency, dependent on

the fill pattern. This is 88 MHz for special mode four (SOM-4) at the Advanced Photon

Source (APS) and 500 MHz for normal operation at the Canadian Light Source (CLS).

The bunch-clock signal can be used as a seed for a phase-locked rf excitation to

the FM system for FMR. Since the bunch clock and the x-ray bunches are phase-locked,

by introducing a picosecond-resolution delay line in the rf circuit, we can vary the delay

between rf pump and x-ray probe. Thus we place the x-ray pulse at a fixed time point within

the rf excitation period. At the instant when the x-ray pulse illuminates the sample with

the magnetization precessing, the magnetic contrast at that specific time point is recorded.

Fig. 7.3 presents the typical rf excitation and timing electronics of the pump-probe

time-resolved (TR) XMCD technique [59]. We generate harmonics from the delayed x-

ray bunch-clock signal, and amplify them to form the pump which excites the FMR in the

sample. The phase-locked x-ray is the probe. For the work presented here, the x-ray bunches

are given by the special operating mode-4 (SOM-4) at the Advanced Photon Source (APS)

in Argonne, IL, which repeats at the frequency of 88 MHz. A delay line with minimum

resolution of 2 ps introduces the delay between the pump and the probe, which defines the

time point in the precession period at which we record the magnetization. The RF switch is



108

Figure 7.3: from Ref. [59]Rf excitation and timing electronics for the pump-probe tech-
nique in the special operating mode-4(SOM-4) at the Advanced Photon Source (APS). The
generation of the phase-locked rf excitation follows the heavy solid lines while the detection
of the x-ray signal proceeds along the light dashed lines.
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controlled by the TTL output of the lock-in amplifier (LIA) which switches the rf power on

and off at the reference frequency of the LIA, typically 1 kHz. The f0 = 88 MHz bunch clock

goes through a low phase noise (LPN) comb generator and its harmonics (fn = nf0) are

generated, with intensities extending into high harmonics (n = 20 - 40). A band pass filter

(BPF) selects the designated frequency fN = Nf0 from the harmonics of 88 MHz. After

amplification, the rf signal at frequency fN is sent to the sample via an SMA end launcher

and a coplanar waveguide (CPW). For comparison with conventional FMR measurements,

the rf signal is reflected back from the sample/CPW assembly using a directional coupler,

synchronously with the rf power modulation at the LIA. For the x-ray measurements, the

x-ray photons transmit through the sample on the CPW, which has a small hole drilled into

the center conductor, under FMR and the intensity of the transmitted x-ray is recorded by

a photo-diode, and then the signal from the photo-diode is sent to the LIA to improve the

signal-noise ratio.

Fig. 7.4 demonstrates our sample mount assembly for the pump-probe XMCD

experiments. There are two electromagnets on the assembly, one vertical coils pair to

apply the bias field HB for the FMR, and one transverse electromagnet to switch the

magnetization in the horizontal direction for detecting static XMCD signals. The inset at

the upper right corner shows the custom designed CPW for our x-ray spectroscopy and

microscopy experiments. The hole (∼ 125 µm diameter) in the center conductor is for the

transmission of the x-ray, and is small enough not to disturb the overall distribution of the

hrf from the CPW. Details about the design could be found in Ref. [59].

7.3 Sample preparation

7.3.1 The substrate

Since the x-ray magnetic contrast requires the transmission of the soft x-ray through the

magnetic thin film, we have to fabricate the sample on a substrate which is transparent to

the x-ray with photon energies in the range of several hundred eV. The most commonly
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Figure 7.4: from Ref. [59] View of vector magnet and sample environment. Right panel:
perspective with coordinate axes and indicating beam direction. Left panel: cross section
through the sample plane: 1. support tube; 2. high frequency coaxial cable with SMA
termination; 3. top and bottom vertical pole pieces; 4. top and bottom electromagnet coils;
5. end launcher; 6. sample; 7. yoke for horizontal magnetic field; and 8. electromagnet coil
for horizontal field.
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used substrates for this purpose are the Si3N4 membranes, commercially available with var-

ious Si3N4 thicknesses (∼ 50 - 200 nm) and membrane window sizes (several hundred µm

square). Although a thinner and wider membrane window can enhance the incident x-ray

flux on the FM layer for imperfect alignment at larger x-ray spot sizes, it is much more

fragile. Nominal x-ray spot sizes at beamline 4-ID-C at APS, after the refocusing mirror

before the end chamber, are ∼ 100 µm.

For extended thin films intended for time-resolved FMR-XMCD measurements, com-

mercial Si3N4 grids do not impose extra difficulty for sample preparation since only one

step of magnetron sputtering is required. However, if the sample is intended for scanning

transmission x-ray microscopy (STXM), with nanoscale elements on the membrane, it is

advisable to fabricate the Si3N4 grids from whole Si3N4/Si/Si3N4 wafers. The commercially

available Si3N4 grids have a small frame size, typically 5 mm × 5 mm. A smaller substrate

area introduces a severe edge-bead problem during the spin-coating of photoresist (for pho-

tolithography) or PMMA (for ebeam lithography). Also, the narrow frame is difficult to

handle during the multistep nanofabrication process, which requires constant transferring

of the sample from one environment to another. Maintaining sample yield is much more

difficult with a relatively large Si3N4 window in the center.

For the STXM experiments, to fabricate the Si3N4 membrane with arbitrary frame

and window sizes, we start with a low-stress Si3N4/Si/Si3N4 wafer which is polished on

both sides. On one side of the wafer, we define an area where the Si3N4 membrane window

would appear, by either photolithography and subsequently plasma etching the Si3N4 layer,

or simply scratching away the Si3N4 coating with a scriber. Next we prepare a warm (∼

65-70◦C) solution of KOH and soak the wafer in the solution. Without the protection of

the Si3N4 layer, in the area that we defined in the previous step, the Si layer would be

attacked by the KOH and etched away. The etching of the Si would occur both vertically

and horizontally; after the vertical etching stops at the Si3N4 layer on the other side of the

wafer, the horizontal etching still progresses. It is necessary to pay attention to the soaking

time of the wafer in the KOH solution to control the ultimate size of the Si3N4 membrane
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Figure 7.5: E-beam sample on Si3N4 membrane. The Si3N4 membrane window is fabricated
by etching away the Si layer by KOH from a Si3N4/Si/Si3N4 wafer; the pattern is defined
by e-beam lithography; the film is deposited by UHV sputtering; the elements emerge after
the liftoff.

window. A relatively large frame with small membrane window is often desirable for a

robust substrate which would survive the nanofabrication process with regular handling of

the sample.

7.3.2 The FM thin film

The preparation of the FM thin film samples is identical to samples on a regular Si substrate,

i.e. UHV magnetron sputtering for extended films, photolithography-sputtering-liftoff for

thin film elements with the lateral dimensions in the µm regime, and e-beam lithography-

sputtering-liftoff for elements in the nm regime. An example is given in Fig. 7.5.
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Chapter 8

Detection of microwave phase

variation in nanometer-scale

magnetic heterostructures

In this section, we present time-resolved (TR) x-ray magnetic circular dichroism (XMCD)

measurements of extened films which reveal a surprising gradient of the rf phase through

a ferromagnetic (FM) heterostructure. The internal phase profile of electromagnetic (EM)

radiation determines many functional properties of metal, oxide, or semiconductor het-

erostructures. In magnetic heterostructures, emerging spin electronic phenomena depend

strongly upon the phase profile of the magnetic field H̃ at gigahertz frequencies. In this

chapter, we will demonstrate nanometer-scale, layer-resolved detection of EM phase through

the rf magnetic field H̃rf in magnetic heterostructures. Time-resolved x-ray magnetic cir-

cular dichroism (XMCD) reveals the local phase of H̃rf acting on individual magnetizations

M̃i through the susceptibility as M̃ = χ̃H̃rf. An unexpectedly large phase variation, ∼ 40◦,

is detected across spin-valve trilayers driven at 3 GHz. The results have implications for the

identification of novel effects in spintronics and suggest general possibilities for EM phase

profile measurement in heterostructures.
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8.1 Introduction

Many functional properties of heterostructures require a known phase relationship be-

tween electromagnetic fields throughout the structure. Lasing [83–85], superconducting

microwave properties [86, 87], negative refraction [88, 89], and stimulated phonon emis-

sion (”sasing”) [90,91] all require some degree of coherence in the EM phases across layers.

Phase-sensitive electric fields have been measured for short light pulses in ionized gases [92];

interferometric (wave mixing) techniques have been used to resolve the complex polarization

P̃ of near band-edge absorption in single semiconductor quantum wells or thick films [93].

Nevertheless, these techniques have not been and perhaps cannot easily be applied to local-

ize the phase of EM radiation in heterogeneous media. Layer- and interface-specific optical

measurements, such as optical second harmonic generation [94] and photoluminescence [95],

have been limited to measurements of intensity (∝ |E|2), losing information on the phase.

Just as complex polarization P̃ can be used to investigate the complex electric field

Ẽ through dielectric susceptibility χ̃e, magnetization M̃ can be used as a probe of complex

magnetic fields H̃ through the magnetic susceptibility χ̃M. Measurement of the complex

rf magnetic field profile H̃rf(z) is essential for interpretation of GHz phenomena in ferro-

magnetic heterostructures [96–99]. Asymmetric ferromagnetic resonance (FMR) lineshapes,

which mix real and imaginary susceptibilities as χ̃ = χ
′
+iχ”, have been interpreted in terms

of imaginary effective field terms in the Landau-Lifshitz Gilbert (LLG) equation, attributed

to novel spin transport mechanisms in heterostructures [97–99]. These interpretations typi-

cally rely on the assumption that there is no variation in the phase of H̃rf reaching different

F layers in a heterostructure. The use of ”ultrathin” ferromagnetic (F or FM) and normal

metal (N) films, much thinner than the metal skin depths as tF,N ≪ δ, is widely believed to

make propagation effects negligible, creating a constant, real-valued magnetic field profile

H̃rf(z) = H0. Recent analysis has called this assumption into question [100].

In this chapter, we resolve the rf signal phase to 15 nm layers in a F1/N/F2 het-

erostructure, demonstrating phase resolution of electromagnetic radiation inside a layered

system. Time-resolved x-ray magnetic circular dichroism (TR-XMCD) [59, 101] provides



115

Figure 8.1: Experimental method: (a) Illustration of the time-resolved x-ray magnetic
circular dichroism (TR-XMCD) technique. Stroboscopic x-rays, flashing at 40 ps, cap-
ture the precessional dynamics of individual magnetic layers in a heterostructure, through
the Ni and Co circular dichroism signals at 854 and 779 eV, respectively, under contin-
uous excitation at ∼ 3 GHz. Variable delay time for rf excitation maps the temporal
dependence (t = −tdel). (b) Dynamics in a [Ni81Fe19/Co60Fe20B20]×5 multilayer, show-
ing negligible phase difference between Ni81Fe19 (Py) and Co60Fe20B20 (CoFeB) layers.
Red circles: Ni, Blue quares: Co, Green stars: Fe. Solid lines are sinusoidal fits. (c)
Py(15nm)/Cu(10nm)/CoFeB(15nm) sample, showing the bottom Py precession lagging,
with higher phase ϕ as m0

z cosϕ− ωt, that of the top CoFeB layer: ϕPy − ϕCo > 0. Magne-
tization precession amplitude m0

z for Py is estimated ∼ 10−3 rad.
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a phase- and layer-specific measurement of magnetization M for structures excited near

ferromagnetic resonance. Based on M̃ , for known χ̃ of a single ferromagnetic layer, we

determine the depth-dependent magnetic field H̃rf(z). Even for thin N layers, for which

kNtN < 0.01, we find that the rf phase reaching ferromagnetic films F1, F2 differs by as

much as ∼ 0.7 rad (40◦). Comparison with a classical transfer-matrix model shows that

moderate conductivity loss in the substrate, present in typical device structures, is enough

to generate the observed layer-dependent phase.

8.2 Experiment

8.2.1 The samples

We present data on three heterostructures deposited by UHV sputtering. Two F1/N/F2

trilayers were deposited as F1(15)/ Cu(10)/ F2(15nm), with F1 on the bottom, closer to the

substrate, and F2 on the top, closer to the rf source. In the first sample (”Py/Cu/CoFeB”)

F1 =Ni81Fe19, F2 =Co60Fe20B20. In the second sample (”CoFeB/Cu/Py”), the deposition

order was reversed: F1 =Co60Fe20B20, F2 =Ni81Fe19. Reversal of deposition order reverses

any rf propagation delay experienced by a given layer. A third multilayer sample was de-

posited as a control, with a directly-exchange coupled [Ni81Fe19(5nm)/Co60Fe20B20(5nm)]×5

multilayer substituted for the trilayer. For this sample, we expect all F layers, strongly cou-

pled through direct exchange, to precess in phase. All layers were deposited on the flat side

of Si3N4 membrane windows, seeded by Ta(5nm)/Cu(3nm), and capped with Al(3nm) to

protect the layers beneath from oxidation. The AlOx side is placed closest to the copla-

nar waveguide (CPW) center conductor (rf source) during TR-XMCD measurement. The

commercial Si3N4 membranes used doped Si 200 µm thick frames, rated at 1-30 Ω · cm

resistivity. The Si3N4 membrane thickness, transparent to soft x-rays in transmission, is

100 nm. A small (100 µm) hole has been drilled in the CPW center conductor where the

membrane is mounted during measurement; see Ref. [59], Figure 1.
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8.2.2 TR-XMCD measurements

TR-XMCD measurements were performed at Beamline 4-ID-C of the Advanced Photon

Source, Argonne IL. XMCD enables measurement of element-specific magnetic moments

through the circular dichroism of absorption at transition metal L2,3 edges [102], taking

the projection of moments along the beam helicity direction σph as M · σph. For elements

which are not common between layers in a heterostructure, true for Ni and Co here, XMCD

is a probe of layer-specific magnetization, able to characterize buried layers as pictured

in Figure 8.1, (a).TR-XMCD adds temporal resolution as a rf-pump / synchrotron-probe

measurement of magnetization dynamics, taking advantage of the < 50 ps FWHM bunch

length of the synchrotron. For continuous-wave (cw)-rf magnetic field excitation deliv-

ered through a coplanar waveguide (CPW), synchronous with the photon bunch clock, we

determine the layer-specific phase and amplitude response of the magnetization m̃0, as

m(t) = m̃0 exp−iωt.

The measurements were carried out at fixed helicity σph from the APS-4ID-C cir-

cularly polarizing undulator (”CPU”; see Figure 8.1a). Samples were aligned to normal

incidence by minimizing the XMCD signal in field-swept measurements (H = Hŷ). The

out-of-plane magnetization amplitude during precession was not calibrated directly. In prior

measurements at comparable input powers, slightly lower frequencies (2.2 GHz), and with

∼ 30◦ incidence from normal, we measured an in-plane precessional angle 0.8◦ [101], or

m0
y ∼ 0.01 rad. For improved signal recovery, here we use lock-in detection of the XMCD

signal, synchronous with rf power modulation at 5 kHz, as in Ref [59]. Given the expected

ellipticity η of the Py precession, η ≡ |m0
y/m

0
z| =

√
4πM eff

s /HB, we estimate the Py preces-

sion (units of ∼ 1 in Fig 8.1c) at 0.07◦, or 1.2×10−3 rad.

In the measurements presented, unlike those in ref. [59], we record only the (smaller)

XMCD signal due to out-of-plane magnetization Mz by measuring with incident x-rays (and

helicity σph) normal to the xy film plane, as pictured in Fig. 8.1a), inset. Normal-incidence



118

measurements exclude effects of ellipticity (differing m0
y/m

0
z ratio) on the phase of the TR-

XMCD signal.

In Figure 8.1(b), we show validation and an estimate of uncertainty for the mea-

surement of magnetization phase. In the [Ni81Fe19(5nm)/Co60Fe20B20(5nm)]x5 multilayer

sample, because the thicknesses are close to the exchange lengths (δex ∼ 5 nm) [103] and

FMR properties are not very different for the layers, we expect mostly in-phase precession.

In-phase precession is verified here to a resolution of 0.02 rad. (6 ps). To calibrate the

XMCD scale, we assume that the film-normal magnetization component mz is the same

across interfaces during precession, inferring a Ni:Co XMCD signal ratio of 2:1 for equal

mz = Mz/Ms. This relative calibration has been applied to the data presented in Figures

8.1(c), 8.2, and 8.3a).

Layer-dependent magnetization dynamics for the Py/Cu/CoFeB sample, measured

at 2.694 GHz, are shown in Figure 8.1(c). The precession of the Ni81Fe19 (Py) layer (at

the bottom of the trilayer, closer to the substrate) is shown to lag the precession of the

Co60Fe20B20 (CoFeB) layer (on the top, closer to the rf source). Taking the temporal de-

pendence as mz = m0
z cos (ϕ− ωt), with ϕ = +|k|z for a single propagating wave incident

from the CPW, we see that the magnetization phase lag ϕ for the Py layer, further away

from the rf source, is greater than that for the CoFeB layer, closer to the rf source. Ad-

ditionally, the precessional amplitude for the Py layer is larger, roughly twice that of the

CoFeB layer. Figure 8.2 shows the layer-resolved dynamics as a function of applied mag-

netic field HB. The bottom layer lags the top for all fields swept across resonance. The

sweep goes from high field (driving frequency less than the resonant frequency, ω < ω0) to

resonance, with a maximum amplitude response, to low field (ω > ω0). In the downward

field sweep, the phase (lag) of each layer advances by ∼ π, as expected, each maintaining

an offset with respect the other.
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Figure 8.2: Magnetic field bias dependence of layer-specific precession: Time-
resolved x-ray magnetic circular dichroism (TR-XMCD) data, continuously driven preces-
sion at 2.694 GHz, for substrate/Py(15)/Cu(10)/CoFeB(15nm)[top] trilayer sample. Vari-
able magnetic field bias HB as indicated; data are offset for clarity. Blue squares: Co
XMCD. Red circles: Ni XMCD. Lines: cosine fits with variable phase ϕ and amplitude m0

z.
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Figure 8.3: Phase and amplitude of magnetization precession in the
two layers (a) Experimental magnetization phase ϕ and amplitude m0

z for sub-
strate/Py(15)/Cu(10)/CoFeB(15nm)[top] heterostructure, driven at 2.694 GHz, after sinu-
soidal fits in Figure 8.2, (b) for reversed-order substrate/CoFeB(15)/Cu(10)/Py(15nm)[top]
heterostructure, driven at 2.961 GHz (fits not shown), indicating phase offset ∆ϕ. Red: Ni
(Py) resonance, blue: Co (CoFeB) resonance. Dashed lines: single-domain Landau-Lifshitz-
(Gilbert) (LLG) fit, parameters after ref. [60]. c): Calculated rf magnetic field H̃rf phase
profile ϕ(z) from transfer-matrix model, indicating phase offset ∆ϕ (green line, projected
on left of Figure). Field amplitude (Hrf, grey line) is normalized to the incident wave field
Hi; magnetization motion is indicated (not to scale). Solid lines in (a), (b): magnetization
response calculated self-consistently from fields as shown in (c).
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8.3 Results

Extracted values of the layer-dependent magnetization phase ϕ and amplitude m0
z, as a

function of applied field HB, are shown in Figure 8.3 (a). The variation of phase and ampli-

tude, fitted according to the single-domain model in ref. [104] with layer-specific parameters

constrained from ref. [60], is shown in dashed lines. There is a rigid positive offset in preces-

sional phase lag ∆ϕ = ϕPy−ϕCoFeB ∼ 0.7 rad, and roughly twice the precessional amplitude

m0,Py
z ∼ 2m0,CoFeB

z for the bottom Py layer compared with that of the top CoFeB layer.

We compare the behavior of Py(15nm)/Cu(10nm)/CoFeB(15nm) with that of a re-

versed deposition-order CoFeB(15nm)/Cu(10nm)/Py(15nm) structure in Figure 8.3 (b).

The roles of the two layers reverse: the bottom CoFeB layer is now phase-lagged compared

with the top Py layer, as ∆ϕ = ϕPy − ϕCoFeB = -0.62 rad, and its precessional amplitude

is increased, as m0,CoFeB
z ∼ 2 m0,Py

z . In this sample, we have measured TR-XMCD delay

scans at five field values on the low-field side of resonance, compared with eleven field val-

ues on either side of resonance for the Py/Cu/CoFeB sample. The rf field amplitudes in

CoFeB/Cu/Py are thus determined with lower precision than in Py/Cu/CoFeB, reflected

in the somewhat poorer fit to the model. We fitted a 5 Oe shift in resonance position for

the CoFeB layer using a reduced surface anisotropy for the CoFeB/Cu interface. Again,

however, the bottom ferromagnetic layer, further away from the rf source and closer to the

substrate, has both a higher phase lag ϕ and a higher precessional amplitude, by compara-

ble magnitudes.

The phase offset of rf magnetization response, primarily dependent upon depth z in

the heterostructure, is most plausibly interpreted as an offset in the phase ϕ(z) of the driv-

ing field, H̃rf(z, t) = |Hrf(z)| exp i (ϕ(z)− ωt). Similarly, the depth-dependent amplitude of

the magnetization response suggests a depth-dependent rf field amplitude |Hrf(z)|. Both

features are reproduced through electromagnetic simulation of the rf field profile, illustrated

in Figure 8.3 (c). The rf field profile, showing both phase ϕ(z) (green, top axis) and am-

plitude Hrf(z) (grey, bottom axis), is projected to the left grid, as calculated for an applied

field HB above the ferromagnetic resonance fields for the two layers. Time-dependent rf
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magnetic fields at the midpoint of each layer, FM1(15nm), Cu(10nm), FM2(15nm), are

illustrated with red, yellow, and blue arrows, respectively; elliptical magnetization motion

is indicated, exaggerated in scale by two orders of magnitude for visibility. Calculations

at fields below or between the layer resonances differ only slightly, by less than 15% in

amplitude or phase. The magnetization response calculated self-consistently with the field

profile H̃rf(z) shown in Figure 8.3c) is shown with solid lines in Figure 8.3 (a), (b). Good

agreement is found: the simulation reproduces the salient rigid phase offset ∆ϕ and larger

rf magnetic field amplitude nearer the substrate.

8.4 Calculations: response of magnetization to incident rf

fields

The response of magnetization to incident rf fields has been calculated using a transfer-

matrix approach, suggested in Ref. [104]. Kostylev [105] has investigated freestanding, con-

ductive ferromagnetic bilayers excited by a single-sided stripline. The calculations shown

in Figure 8.3 are summarized here briefly.

We assume plane-wave microwaves, linearly polarized with E parallel to static mag-

netization M ∼ Msx̂, incident normal to the ”top” film side only. For the incident wave,

electric field E = Eix̂, magnetic field Hi = Eiŷ (Ei = Hi for free-space propagation), and

wavevector k = kẑ. For the reflected wave, Hr = −Er. In Figure 8.3 (c), left (H− z plane),

Hrf/Hi = Hrf/Ei ∼ 2 since Er/Ei ∼ −1 for the highly reflective film stack. At the opposite

side (not film-side) of the substrate, we assume a single transmitted wave propagating away

from the surface into free space (Et = Ht, Et/Ei = t), where t is the calculated (order 10−3

or less) transmission coefficient t = Et/Ei of the full heterostructure with substrate. The

assumption of plane-wave rf radiation, incident from a single (conductor) side and decaying

to near zero intensity on the opposite side, is compatible with microstrip excitation and an

approximation to excitation by a coplanar waveguide, as discussed in Ref. [105].

Transfer matrices Mi for layers i link E and H fields at the top (z = 0) and bottom
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(z = di) surfaces, where the individual film is bounded by 0 ≤ z ≤ di, as (cgs units) E(di)

H(di)

 ≡ Mi

 E(0)

H(0)

 Mi =

 cos kdi (j/p) sin kdi

jp sin kdi cos kdi

 (8.1)

where the given, single wavenumber k form for Mi is valid for diamagnetic or paramagnetic

(not ferromagnetic) layers. In this formula, j =
√
−1 and the propagation constant p =

H/E = k/k0 is given in terms of the free-space wavenumber k0 = ω/c. For the normal-

metal Cu layers, the wavenumber k is given by the skin depth δ0, k = (j + 1) /δ0, δ0 =

c/
√
2πσω, where σ is the material conductivity in s−1. For the Si substrate, we include

the full Drude form with frequency-dependent effective dielectric constant ϵeff, k =
√
ϵeffk0,

ϵeff = ϵr +4πjσ0/ω (1− jωτ)−1. We took ϵr = 11.7 and τ = 100 fs, after (higher-frequency,

W-band) experimental investigation of doped Si microwave properties. Both these matrices

M have been validated against experimental data from the literature.

For the conductive ferromagnetic layer, the determination of of the transfer matrix

Mi is more involved and not easily written in closed form. The Rado-Ament analysis [106]

requires that the fields in the conductive ferromagnet satisfy both microwave screening

through the susceptibility-reduced skin depth,

k2 =
2j

δ20

(
1 + 4πχ∥

)
(8.2)

and the in-plane susceptibility χ∥ according to the LLG equation,

4πχ∥ =
4πMy

Hy
=

heff + 1

heff (heff + 1)− Ω2
(8.3)

heff = h− jαΩ+K2 (8.4)

where the normalized field, frequency, and (spin-wave) wavenumber units are given in terms

of the magnetization, gyromagnetic ratio γ, and exchange length δex, as h = H/4πMs,

Ω = ω/γ4πMs, and K = kδex. Generally, the skin depth expression, Eq. 8.2, favors the

buildup of shorter-wavelength spin waves in the ferromagnet and the LLG expression, Eq.

8.3, favors longer wavelengths near the (uniform-mode) FMR frequency, tending to reduce

the susceptibility near resonance for finite k. The Gilbert damping is represented as α.
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Equating χ∥ in Eqs. 8.2 and 8.3 and substituting for heff in terms of K2 from Eq.

8.4 leads to a bicubic expression for wavenumber k. There are then three combined spin-

wave / microwave modes which can propagate in either direction (or form odd and even

combinations) through the film thickness.

Assuming that no boundary conditions are given, the six mode amplitudes, with the

four top and bottom electric and magnetic fields E(0),H(0), E(d),H(d), as in Eq 8.1, to-

gether pose ten unknowns. Four constraints are given by continuity of electric and magnetic

fields at the top and bottom surfaces; four additional constraints are given by torques on

magnetization due to surface anisotropies (here taken as zero). The foregoing gives a system

of ten (10) linear, homogeneous equations in eight (8) unknowns. Using LU decomposition,

we reduce the system to the M matrix form in Eq. 8.1, two equations in four unknowns.

The full transfer matrix of the stack, relating the electric and magnetic fields at the

far side of the substrate to those at the top surface of the film, is given by the reverse-order

product of the individual layer transfer matrices, M = MN−1MN−2...M1M0, where i = 0 is

the first layer adjacent to the CPW (top side) and layer i = N − 1 is the substrate, in this

case Si, with substrate thickness tS = 200 µm. The far-side boundary-condition is given by

E/Ei = H/Eii = t, where t = Et/Ei is the transmissivity of the full stack.

For the calculations, we used the following parameters. The values of 4πMs,γ =

(geff/2)2π · 2.799 MHz/Oe, and surface anisotropy Ks (used in 4πM eff
s = 4πMs − 2Ks/Ms)

for the Py and CoFeB layers, deposited as Py/Cu/CoFeB, were constrained to the values

given in Ref [60], in which the layers were deposited identically. For 15 nm layers, these val-

ues yield 4πM eff
s = 9.604 kG (10.81 kG) for Py (CoFeB) and geff = 2.09 (2.07). Variations

in effective damping α are allowed in the simulation for best fit, obtained for α = 0.0095 for

Py and 0.0125 for CoFeB. For the CoFeB/Cu/Py structure, deposited with reverse order,

the surface anisotropy for the CoFeB layer was taken to be roughly half that in the reversed

configuration.

Electrical resistivites are also important for the EM simulation. We have taken

representative values, not fitted, for ferromagnetic metal layers: ρ = 20µΩ · cm for Py,
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ρ = 100µΩ · cm for (amorphous) CoFeB. For Cu, we take ρ = 10-12µΩ · cm; the lower

bound of Cu resistivity was used for the CoFeB/Cu/Py structure, the upper bound for

Py/Cu/CoFeB, possibly reflective of growth variation. Any influence of boundary scatter-

ing / resistivity size effect has been lumped into these parameters. The resistivity of the

Si substrate was an important fit parameter; the phase offset is responsive to the substrate

resistivity. This value was specified only as a range by the manufacturer of the x-ray trans-

parent membrane, 1-30 Ω · cm; we have taken 0.1 Ω · cm, slightly out of the specified range,

for a fit to the experimental data. The effects of the seed, cap, and nitride layers have

been excluded from the simulation for simplicity; these were not found to make important

differences.

Simulated results for the phase offset ∆ϕ as a function of substrate resistivity ρSi

are shown in Figure 8.4. For fixed substrate thickness tS , the largest deviations of phase

shift from 0 and π are found for two regions of resistivity: one narrow region at higher ρSi

and one broader region at low ρSi. Note that as the substrate becomes perfectly insulating,

the phase offset predicted by the simulation tends towards zero.

The conductive substrate (Si, or Si+other conductor) creates a magnetic-field mini-

mum at the incident surface for a specific ratio of thickness tS to skin depth δ0. Application

of the transfer matrix, Eq. 8.1, predicts that H̃(0) is minimized for m21 = m22 (row-major)

for unit transmission. Top-surface magnetic fields, nearer the rf source, are then minimized

for substrate thickness tS ∼ δ0 (k0δ0/2). Note that this magnetic field minimum does not

occur for a substrate thickness equal to the skin depth, but rather for substrate thicknesses

substantially thinner, in this case ∼ 0.08δ0, corresponding to ρS =7.4Ωcm. Near this mini-

mum, the phase of H̃(0) varies rapidly as a function of conductivity for fixed thickness tS.

If a more conductive layer is introduced in contact with the substrate, on the same

side as the rf source, the substrate resistivity ρS for which the magnetic field is minimized

shifts to lower values. The high-ρS region of large ∆ϕ occurs where the field at this surface

is minimized, as the real part of H changes sign. Note that the position is sensitive to the

bottom (F1) layer resistivity, here Py, and shifts to lower ρS for lower ρPy. The phase vari-
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Figure 8.4: Calculated phase offset: Calculated phase offset ∆ϕ as a function of the
Si substrate resistivity ρSi. Solid line, with fitted ρSi =0.1Ωcm (vertical line), shows the
configuration treated in Figure 8.3 (a); calculations for decreased Cu layer resistivity (ρCu =
2.0µΩ · cm) and increased bottom Py layer resistivity (F1), (ρPy = 40.0µΩ · cm) are shown
in blue dashed and green dot-dashed lines, respectively.

ation in the top layer (F2) is shifted to even lower values of ρS, due to the larger thickness

of conductive metal beneath it; we show that the breadth of this region is controlled by

the Cu resistivity in the simulation, much broader for 2 µΩcm (near the lower bound for

Cu) than for 15 µΩcm. The fields can thus become out of phase at different positions in

the heterostructure, as found through the TR-XMCD measurements and reproduced in the

simulations.
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8.5 Discussion

The physical content of the simulations consists solely of Maxwell’s equations for the con-

ductors and the Landau-Lifshitz-Gilbert (LLG) equation for the ferromagnets, as outlined

in classic work by Rado and Ament [106]. The layer-specific magnetization response is in-

terpreted as a local measurement of complex, thickness-averaged magnetic fields H̃ in the

layers.

In the experiment, the layer magnetizations respond to time-dependent effective

magnetic fields, not simply the rf auxillary fields sourced by the waveguides. Known sources

of time-dependent effective fields include interlayer coupling: either magnetostatic / Neel,

or dynamical / spin pumping [107]. Neither type of coupling will reproduce the phase offset

observed and coupling has been neglected in the simulation. For effective fields from cou-

pling alone, the influence on dynamics of layer i will be maximized near the ferromagnetic

resonance of layer j and become negligible at much higher or lower fields. While we cannot

exclude the possibility that the phase offset arises in part from yet-unidentified terms to

the LLG, propagation effects alone provide a sufficient and plausible interpretation of the

results.

Conductivity of the moderately doped Si substrate, supplied as a support for the

membrane used in the experiment, plays the most important role in generating the inho-

mogeneous fields and phase offset ∆ϕ, according to the simulation. The simulation (see

Calculations) shows that maintaining F , N , and substrate layers much thinner than the

skin depth, ti ≪ δ0, does not ensure a homogeneous rf magnetic field through the film

thickness, consistent with the results presented here.

It is not clear to what extent the measured ∆ϕ ∼0.6-0.7 rad is typical for spin-

valve-type structures at frequencies near 3 Ghz. We may comment that we have observed

similar phase offsets 0.4< ∆ϕ <1.0 rad, never less, in a larger and less well-controlled set of

spin-valve samples than those presented here. These structures have had thinner F layers

(to 5 nm), thicker Cu layers (to 20 nm), different compositions of Co-rich layers, mem-

brane supports used from two different manufacturers, film depositions carried out in three
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separate systems by three separate groups, and rf frequencies varying from 1.8-4.1 Ghz.

Nevertheless, our simulations predict (see Calculations), though our experiments have not

tested, that an appreciable phase offset, up to π, would be expected for a specific range

substrate resistivity, amounting to one or two decades, for a given substrate thickness. Only

a negligible phase offset is predicted for an insulating, lossless substrate.

8.6 Conclusions

The experimental results demonstrate that time-resolved, core-level x-ray spectroscopy can

be used as a layer-specific, phase-resolved probe of EM radiation in a nanometer-scale

heterostructure. We comment finally on perspectives of the technique. The full range of

magnetoelectronic heterostructures, including magnetic tunnel junction stacks [108] and

layers down to several nm thicknesses, are accessible at sheet level. Phase-resolved H̃ fields

might also be probed with layer specificity in sub-micron patterned structures, using anal-

ogous focused x-ray techniques such as scanning transmission x-ray microscopy (STXM),

applied recently to the study of smaller-angle precessional dynamics [109]. Finally, outside

the domain of thin-film magnetism, depth-dependent Ẽ−fields might be probed in dielectric

or ferroelectric heterostructures using x-ray linear dichroism measurements of layer-specific

polarization order [110], particularly as novel light sources begin to probe THz and higher

frequencies.
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Chapter 9

Time-resolved scanning

transmission x-ray microscopy for

resolving small-angle

magnetization dynamics in

confined geometries

In this chapter, we look at the magnetization dynamics in ferromagnetic (FM) thin film

heterostructures with confined geometries, carried out by time-resolved scanning transmis-

sion x-ray microscopy (TR-STXM) at the 10ID-1 SM (soft x-ray microscopy) beamline of

the Canadian Light Source (CLS). The origin of the magnetic contrast and the pump-probe

technique are identical as discussed in Chapters 7 and 8. The advantage of the STXM is

that instead of using a micrometer sized x-ray beam as in XMCD spectroscopy, the x-ray

beam is focused to a spot size of ∼ 35 nm with a Fresnel zone plate (illustrated in Fig. 9.1);

higher resolution up to less than 15 nm [111] is available based on better x-ray optics.

Therefore, in contrast to the XMCD spectroscopy which could only access the M averaged

over the beam cross-section area, localized magnetization dynamics could be detected. In
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Figure 9.1: STXM at CLS. Upper panel: photograph of the STXM end station; lower panel:
diagram showing the components corresponding to the photograph.

addition, x-ray microscopy techniques, with their enormous resolving power and ability to

access buried layer magnetization, have never before been used to probe small-angle GHz

dynamics in FM structures. Here we present the first experiments imaging ferromagnetic

resonance (FMR) in confined geometries using x-rays.

I will devide this chapter on the TR-STXM work into three parts. The first section

concerns the slow (< 2 kHz) dynamics in micron-size Ni81Fe19 thin-film elements, showing

the magnetization switching behavior and domain wall propagation with the synchronous

(lock-in) technique utilizing a dual-gate photon counter, and discusses the limitation of this

technique. The second part demonstrates the first x-ray experiment of detecting small-angle

(< 20◦) magnetization dynamics with submicron spatial resolution and ps time resolution,

establishing the prototype for the experiment and data analysis of FMR-STXM. The final

section is the central result of this chapter, in which we demonstrate the first phase-resolved
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imaging of spin-wave eigenmodes in submicron FM thin film ellipses, with ∼ 40 nm res-

olution and the ability to distinguish degenerate modes with different symmetries, long

predicted by micromagnetic simulations.

9.1 Stochastic limits in synchronous imaging of sub-micron

magnetization dynamics

In this section, we demonstrate a synchronous (lock-in) technique for imaging thin-film

magnetization dynamics using STXM. Gated photon counting synchronized with magnetic

field modulation allows image acquisition with differential contrast for high and low mag-

netization. We have applied this technique to 5×12 µm2 Ni81Fe19 ellipses with well defined

closure domains at remanence. The stochastic nature of domain wall motion and nucleation

is apparent in images recorded during cycling along successive major hysteresis loops. Syn-

chronous imaging shows the clearest enhancement of contrast for small-amplitude domain

wall motion, with less obvious benefit at higher fields/displacements. While this technique

shows promise for contrast enhancement of magnetization in dynamics in STXM, we did

not use it in subsequent experiments due to its instrumental complexity as will be discussed

below.

9.1.1 Introduction

Magnetization dynamics of soft FM thin-film patterned structures play a fundamental role

in a wide range of applications, including but not limited to magnetic recording devices and

emerging spintronic technology [112–114]. Recent research has focused on high frequency

dynamics into the GHz range, driven by the demand for faster-operating devices [115–117].

However, low-frequency dynamics are also of interest for other devices such as integrated

inductors, which operate at rates below 500 MHz [118, 119]. Low-frequency dynamics are

critical for analyzing magnetic reversal and domain wall propagation processes. Time-

resolved magnetic microscopy offers the potential to image the domain dynamics, studied
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to date through other means [120,121].

We have developed a technique to provide and ultimately enhance dynamic mag-

netic contrast in STXM. The simple application of ’pump-probe’ techniques [122], where

the pump signal is synchronized with the x-ray bunch clock and its higher harmonics, pro-

vides a lower limit of several hundred MHz at most synchrotron facilities. Techniques have

been developed to characterize pulsed dynamics at repetition rates less than the bunch

frequency. Acremann et al. implemented a sophisticated software-defined photon counting

system to this end [123]. Due to the typically low incident photon flux (108ph/s), photon

counting is the preferred acquisition mode in current STXM’s.

We present a simpler differential photon counting approach for a moderate frequency

regime. Using a commercial dual-gate photon counter for image acquisition, we take as the

image basis the difference between transmitted photon counts at high and low points on a

modulating field cycle. Because the minimum gate width is 2 ns, low-frequency dynamics

over a frequency range of 200 MHz to dc can be probed straightforwardly. Here we demon-

strate this technique in domain imaging of micron-size Ni81Fe19 ellipses with well defined

closure domain states. Different domain configurations were observed for identical sweep

cycles during the static study. The stochastic nature of domain dynamics in these structures

gives an explaination for varied constrast observed in the differential images obtained at ≤2

kHz frequencies, with best imaging found for small domain displacements.

9.1.2 Experimental Technique

Two patterned structures, a single layer element and a bilayer element, were investigated.

The preparation conditions were chosen to yield materials of optimal soft magnetic prop-

erties. Coercive field Hc < 1 Oe was seen in identically deposited unpatterned films at 16

Hz. For the first sample, a 15 nm layer of Ni81Fe19(Permalloy) was deposited on a 200nm

Si3N4 membrane using UHV magnetron sputtering, with DC power 200 W and Ar pressure

1.2 mTorr, at a deposition rate of 3.2 Å/sec. 3 nm Ru was sputtered prior to Permalloy

as a seed layer to give better soft magnetic properties, and 10 nm MgO serves as a cap to
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protect Permalloy from oxidation. Arrays of elliptical elements (5 µm×12 µm) were fabri-

cated using photolithography and a lift-off process. For the bilayer sample, the dimensions

of ellipse were changed to 5 µm×24 µm, and a sandwich structure of 15nm Permalloy/

5nm Ru/15nm Permalloy replaced the sigle 15 nm Permalloy layer, while other conditions

remained the same.

The scanning transmission x-ray microscopy (STXM) measurements were carried

out at the Canadian Light Source (CLS), soft x-ray spectromicroscopy beamline 10ID-1

(SM), with x-ray photon energy set to the Fe L3 edge at 707eV for maximal x-ray magnetic

circular dicroism (XMCD) signal [124]. The circular polarization of incident x-rays is fixed

during each image acquisition. Figure 9.2 shows the configuration of the experiment for

dynamic measurements. As illustrated in 1 a), the thin film element lies in the xz plane,

with its normal pointing in the y-direction. X-ray is propagating in the xy plane, 30◦ away

from sample plane normal. The projection of the element’s in-plane magnetization onto

x-ray propagation direction contributes to the contrast at each pixel. The x-ray spot (40

nm at optimal focus) is scanned over the element to form an image [125,126].

We used a commercial dual-gate photon counter with minimum gate width of 2ns

to detect transmitted x-ray intensity. During operation of the dual-gate photon counter,

the number of photons detected over a time interval set by a gate width is counted, then

integrated over a specified number of counting periods to give adequate signal intensity.

The starting point of the counting period is determined by a delay with respect to the trig-

ger signal. To apply magnetic fields, we used wound Cu coils of turn density ∼1-10 mm−1

with ferrite cores. The core material was tapered and positioned as close as possible to the

sample stage of the STXM. The ferrite cores are rated for a flat frequency response to >1

MHz; ac fields were driven in constant voltage mode (square wave) and calibrated by ac

gauss probe as a function of frequency. Field values cited have a high (∼50%) uncertainty

between Fig. 9.5 (a), (b), (c) because the core was repositioned in each case and could not

be calibrated in-situ.

Figure 9.2 (b) explains the temporal resolution. A function generator applies a
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Figure 9.2: Experimental setup at CLS 10ID-1. (a) Configuration of incident x-ray beam,
sample plane and photo detector; Equipments setup for photon counter and function gen-
erator; (b) The wave function, trigger signal and configurations for the 2 counting gates.
See text for details.

square wave voltage to the coils of the ferrite-core electromagnet, exerting alternating in-

plane magnetic field to the element. The rising edge of TTL output from function generator

triggers the photon counting gates. The widths of the 2 photon counting gates A and B

were both set to 1/5 of the square wave period T (ms). The delay of gate A was set to

1/20 T while gate B lagged gate A by a half period. We took the images with 100 pixels

in the x-direction and 25 pixels in the z-direction, respectively. The microscope dwelled at

each pixel for 120 ms. The number of counting periods N for signal integration was thus

set accordingly for each aqcuisition frequency, N = 60/T , to allow for 2 data points at each

pixel. The differential signal A-B is then converted to an analog voltage and sent through

a voltage-to-frequency converter before being recorded by the microscope.

For static hysteresis loop measurements, we cycled the static field between -15 and

+15 Oe along both axes of the single-layer ellipse. STXM images with both x-ray helicities

at each static field point were taken. Subtracting the 2 images in software gives the differ-

ential contrast. The normalized magnetizations were obtained from the area ratio of the
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Figure 9.3: The 5µm×12µm element, static domain structure at zero field, in the horizontal
configuration. Here, CL denotes circular-left polarization, and CR denotes circular-right
polarization; the XMCD image is on the right.

domains with the opposite contrasts (dark and bright).

9.1.3 Results and discussion

The static hysteresis loop was measured for the single-layer element in the horizontal con-

figuration, with its short axis lying in the z-direction and the applied field in the x-axis.

Figure 9.3 shows the remanent state. At zero applied field, the element appeared to be in a

well-defined 2-domain state with equal areas. Note that closure magnetization at the ends,

if tangent to the boundary as expected, will show no contrast in this geometry. We cycled

the sweeping field twice, starting from saturation at -12 Oe, increased the field to +12 Oe,

and looped back to -12 Oe again to complete the cycle. Domain patterns at different field

points during the first cycle are displayed in Fig. 9.4 (a), showing the area change in the

2 domains. The overall hysteresis loop for the first cycle is shown in Fig. 9.4 (b) as dots.

During the second cycle, represented on the loop by triangles, the element showed a different

domain pattern as the applied field decreased from 12 Oe to 0 Oe. This behavior is shown

in the upper panel of Fig. 9.4 (c). In the lower panel, the element took a diamond pattern

for zero net magnetization, instead of the 2-domain state.

The observed domain images, taken on the major loop, clearly show a stochastic

component to the reversal behavior. The different states can be understood through the

simulation results obtained by Hong et al. [127]; the domain configuration initiated in the

c-state from saturation in the first cycle, and took the s-state in the second cycle. Due to
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Figure 9.4: 15 nm Permalloy ellipse static hysteresis loops, horizontal configuration. The
bar equals 1 µm. a). Field strengths from left to right 3, 5.4, 7.2, 7.8, 8.4 Oe; Opposite
direction in upper and lower panels. b) Hysteresis loops by converting relative areas into
normalized magnetization; red curve (dots) the first cycle, blue curve (triangles) the second
cycle. c) Different domain structures (diamond pattern) in the second cycle. Upper panel
0 Oe, lower panel -5.4 Oe.

the near-degeneracy in lowest energy domain configurations, the same spot in the sample is

likely to have opposite magnetization directions during different magnetization cycles from

saturation. In dynamic measurements where the transmitted photon counts are integrated

over multiple cycles, inconsistency between cycles will lead to reduction in contrast, com-

pared with static imaging.

Figure 9.5 demonstrates the dynamic images. In Fig. 9.5 (a), the bilayer element

is fully switched in a 500 Hz square wave external field, reversing at 7 Oe amplitude. The

enhanced contrast is compared with the corresponding static XMCD images, acquired by

subtracting two images taken at opposite bias field directions with the same x-ray polar-

ization. When the element is not fully switched by the alternating external field during

dynamic acquisitions, the area through which the domain wall moves during the cycle will
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Figure 9.5: Dynamic images, fields are estimated to 50% precision: a) Bilayer 5µm× 24µm
element, applied field 7 Oe along the long axis, fully switched. Upper panel dynamic images,
taken at 500 Hz, lower panel static. b) Horizontal configuration for 15nm × 5µm × 12µm
element, applied field frequency 500 Hz. As the field amplitude goes from 2 Oe to 4 Oe,
the switched area in the element grows. c) Horizontal configuration for single layer element
at 2 kHz. First column (field amplitude 3.5 Oe) shows an example of no contrast due to
stochastic domain motion; second column (field amplitude 21 Oe) shows the contrast for
fully switched element.

show contrast. This area is expected to be roughly proportional to the applied field strength.

The images in Fig. 9.5 (b), taken at 500 Hz for the single layer element, show such a trend

as the field is increased from left to right. In Fig. 9.5 (c), the images were taken at 2 kHz.

At field amplitude 3.5 Oe, the picture shows no detectable contrast. We do not expect the

dynamic coercivity to play a role at these sweep rates (dH/dt <∼ 1× 104 Oe/s); threshold

rates have been measured in the range 106−107 Oe/s [120]. We attribute the relatively low

contrast in Fig. 9.5 (c) to stochastic effects along the major loop. When the field amplitude

is 21 Oe, the fully switched element shows contrast.
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9.1.4 Summary

In conclusion, we have demonstrated a new approach to time-resolved measurements in

x-ray microscopy, not constrained by the bunch clock at synchrotron facilities. Implement-

ing the concept of lock-in detection, the differential signal allows contrast enhancement

provided that the process under investigation is reproducible over multiple cycles which

are necessary for signal integration. The scope of this technique can also be extended to

contrast enhancement in precessional magnetization dynamics of nanostructures. Lock-in

amplification of transmitted diode intensity under RF field modulation has provided a 1-2

order of magnitude improvement in signal detector in time-resolved XMCD in [59]. When

a differential signal is not required, any of the two gates can perform the regular photon

counting at flexible rates and delays.

We note here that in the experiments presented in the remaining sections of this

chapter, we did not make use of the synchronous photon counting technique; time was

too limited in the typical allocation of ∼ five shifts (40 hours) to set it up with the other

instrumentation, and contrast was found to be adequate. The synchronous photon counting

technique will become more feasible if TR-STXM instrumentation becomes more permanent

at a beamline in the future.
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9.2 Submicron mapping of GHz magnetic susceptibility

In this section we report submicron imaging (∼0.75 µm resolution) of complex magnetic

susceptibility in a micron-size ferromagnetic heterostructure using TR-STXM. The real

and imaginary parts of the susceptibility are extracted from the phase and amplitude of

the small-angle (< 20◦) rotational response of the local magnetization under microwave

excitation. The experimental technique and the method for data analysis presented here

deserve special attention, since they are the standard routine for further FMR-STXM ex-

periments with higher spatial resolution and for probing smaller magnetization precession

angles, which will be described in Chap.9.3. In the experiment presented here, frequency-

dependent response patterns were observed in an incompletely saturated bilayer element.

As we show in Chap. 9.3, this technique is extensible to better spatial resolution (∼ 40

nm), and to higher frequencies (to ∼10 GHz) and layer-specific measurement.

9.2.1 Introduction

High frequency (> 1 Ghz) magnetization dynamics of patterned magnetic heterostructures

are of interest for a wide variety of applications, including high data-rate magnetic infor-

mation storage [128, 129], on-chip power conversion [14, 118], and emerging applications

in microwave signal processing [130, 131]. The dynamic response can be described com-

pletely by the complex, frequency-dependent susceptibility χ̃(ω), for arbitrary applied field

pulses, if the magnetization response is linear. Pump-probe magneto-optical imaging tech-

niques [132] have been used to image χ̃(ω) in symmetric [133, 134] and nearly uniformly

magnetized [135] micron-size structures, with a best resolution of ∼ 300 nm.

Soft x-ray microscopies have compelling advantages for imaging the magnetization

response in device-relevant structures [136]: superior spatial resolution (to 15 nm) [111], rel-

evant temporal resolution (< 30 ps), and the capability to image individual magnetic layers

buried ∼ 1 µm below electrical leads. However, dynamic imaging through x-ray techniques

had been limited before to the characterization of gyrotropic vortex motion [137,138], behav-

ior which generates high contrast in XMCD. It had not been clear that the phase-sensitive
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small-angle dynamics characterized in time-resolved XMCD [139], from which χ̃(ω) can be

inferred [59], could be imaged in x-ray microscopy. This would be useful to characterize the

majority of devices, or device-relevant structures, which are biased close to a uniform mag-

netization state. PEEM measurements have succeeded in characterizing the phase-resolved

response, but only at a few discrete points, at the expense of large spatial averages (> 4

µm) [140], in a flux-closed square element.

In this section, we show that scanning transmission x-ray microscopy can be used

to image phase-sensitive small-angle dynamics with submicron resolution. We have imaged

the susceptibility χ̃(ω) at frequencies of 0.5-4.0 GHz in an incompletely saturated 7.5 µm×

30 µm ellipsoidal CoZrTa(20 nm)/SiO2(7 nm)/CoZrTa(20 nm) bilayer element, with a sen-

sitivity of ∼ 10◦ at a spatial resolution of 0.75 µm. The phase and amplitude of the response

are consistent with diversity of local resonance fields, but with a greater fraction being in

resonance near 2 GHz. The technique, which is extensible to much finer spatial resolution as

shown in Chap. 9.3, will enable imaging of susceptibility in submicron structures, making it

possible to characterize layer-resolved magnetic eigenmodes in individual nanometer-scale

structures.

9.2.2 The sample

A ferromagnetic(FM)/nonmagnetic(NM)/ferromagnetic(FM) sandwich structure, Ta (3 nm)

/ Co91.5Zr4.0Ta4.5 (15 nm) / SiO2 (2 nm) / Ta (3 nm) / Co91.5Zr4.0Ta4.5 (15 nm) / SiO2

(10 nm), was sputtered on a 200 nm Si3N4 membrane, and patterned into 7.5 µm× 30 µm

elliptical elements with photolithography and lift-off process. The bottom 3 nm Ta layer is

a seed layer to improve adhesion and homogeneity of the film. The top SiO2 layer protects

the metallic film from oxidation. The SiO2(2 nm)/Ta(3 nm) bilayer in the middle serves

as a 5 nm NM spacer layer. The FM layers Co91.5Zr4.0Ta4.5(15 nm) were DC magnetron

sputtered at optimized conditions to achieve soft magnetic properties (coercive field Hc < 1

Oe), with power 250 W, Ar pressure 1.2 mTorr, and deposition rate 3.8 Å/sec. An external
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magnetic field of 50 Oe was applied along the long axis of the elliptical element during

deposition. The induced anisotropy field HK was measured to be 20 Oe in unpatterned

films. For further details on the deposition system, see ref. [12].

9.2.3 Experimental technique: FMR-STXM

As in sections 9.1 and 9.3, we carried out the STXM measurements at the Canadian Light

Source (CLS), soft x-ray spectromicroscopy beamline 10ID-1 (SM, minimum x-ray spot

size 25 nm), with x-ray photon energy set to the Co L3 edge at 779 eV for maximal x-ray

magnetic circular dicroism (XMCD) signal [124]. To enhance the final contrast, we take

two images under the same conditions, with x-rays of left- and right-circular polarization

(CL and CR) respectively, subtract the two images(CR-CL) and convert the difference into

optical density(OD),

OD = log10(I0/I1),

where I0 is the intensity of the incident x-ray before passing through the thin-film stack,

and I1 is the intensity of the transmitted x-ray. We took the average of the difference image

(CR-CL) contrast over a large area on the bare membrane as I0.

The diagram of the experimental setup is shown in Fig. 9.6 (a). The sample was

mounted on a custom-designed coplanar waveguide (CPW), with a hole (100 µm diameter)

in the center conductor allowing for x-ray transmission in the z -direction. The long axis

of the elliptical element is arranged parallel with the center conductor, in the y-axis. The

sample plane is tilted 30◦ away from the x -axis, to visualize the in-plane magnetization.

In order to obtain a domain configuration other than the flux-closed remanance state and

avoid the stochastic motion of domain walls under excitation [141], a static magnetic field of

aprroximately 20 Oe was applied horizontally with a homemade electromagnet, with copper

wire wound round an iron nail to fit into the compact vacuum chamber. The tip of the nail

was positioned as close to the sample as possible, providing a concentrated magnetic flux

over the element under investigation. Fig. 9.6 (b) compares the domain structure of the

element at the demagnetized state and after the external dc field was applied. Note that
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an accurate measurement of the field amplitude could not be performed due to the limited

space inside the vacuum chamber, and an error of 20% is estimated.

For time-resolved measurements, we implemented the same ’pump-probe’ methodol-

ogy for TR-XMCD experiments as described in ref. [59]. The x-ray bunch length is 35 ps

and the bunch frequency is 500 MHz. The bunch clock signal is sent through a comb gen-

erator and then filtered to give a desired harmonic of 0.5 GHz, providing the rf excitation

signal. For frequencies of 0.5 GHz, 2.0 GHz and 4.0 GHz, we kept the input rf power to

the CPW constant at 1 W (+ 30 dBm) by adjusting the attenuators in the rf circuit and

confirming the power value using an rf power meter, measured at the input to the STXM

chamber. The delay line defines the relative position of the ’probe’ versus the ’pump’, and

we chose the sampling rate to be 25 points per period for all three frequencies. For each

image in the time series, we take an averaging window of 5× 5 pixels (0.75 µm× 0.75 µm

square), scan it over the 227×100 pixels (34 µm×15 µm) image area at 1-pixel step. At each

step, the averaged contrast over the window area is plotted against the delay time and fitted

with a sinusoidal function, yielding both the amplitude of the local magnetization change as

well as its phase compared with the driving rf signal. The offset from zero of the sinusoidal

function refers to the local static contrast, as observed in the biased element in Fig. 9.6

(b). Fig. 9.6 (c) demonstrates the contrast as a function of time over the period (500 ps)

of the 2.0 GHz excitation, in representative areas in the biased element. While the domain

configuration displays no obvious shift, contrast plotted here in areas A, B and C shows

clear oscillatory behavior with different amplitudes, phases and offsets. The background

area BG sits on the bare Si3N4 membrane and shows close to zero optical density and no

sinusoidal variation. We performed this analysis for the element under 0.5, 2.0 and 4.0 GHz

excitations. Even though the excitation power is fixed, the element responds with larger

oscillation amplitude at 2.0 GHz, while at 4.0 GHz (not shown) the response is considerably

weaker and shows much more variance in the fitted parameter.
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Figure 9.6: (a) layout of the experimental setup; (b) domain configuration of the element;
upper panel: demagnetized state; lower panel: 20 Oe field applied in the x -direction; (c)
time-dependent contrast fitted to sine wave, under 2 GHz excitation in the biased element,
in selected areas BG, A, B and C, marked out in the lower panel of b).
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9.2.4 Data analysis

Next we describe our method for extracting processional amplitude of the incompletely

saturated element. Assuming the magnetization lies in-plane (x’y-plane) and no domain

wall propagation takes place under the excitation, we interpret the dynamic response of

the biased element as rotation of the local magnetization. We extracted the precessional

amplitude of in-plane magnetization rotation α from the fitted functions as illustrated in

Fig. 9.7 (a). At each location, the normalized magnetization m forms an angle θ with the

x’ -axis. The observed static magnetization contrast is proportional to the projection of m

onto the x’ -axis, cosθ. This is also the offset of the fitted sine wave. The maximum contrast

occuring in the elements corresponds to m parallel with the x’ -axis. Under rf excitation, m

oscillates at an angle α. In the small-angle limit of precession, the full range of precessional

motion(arc l), equal to α in value, projects onto the x’ -axis as ∆ = lsinθ. The observed

low-amplitude change in local contrast is thus related to the rotation angle α as shown in

the right panel of Fig. 9.6 (a). The resulting maps of local magnetization rotation angle

and the phase for both 0.5 GHz and 2.0 GHz are shown in Fig. 9.7 (b), which accentuate

the difference in the response pattern at the two frequencies. At both frequencies, the

areas showing highest contrast on the rotation angle map correspond to a phase around

90◦, implying resonance. At 0.5 GHz these areas concentrate at the domain edges while at

2.0 GHz the major area within the domains gives larger rotation angles. It is likely that

at those locations where the magnetization sees a more abrupt change, the local exchange

field acts against the bias field, leading to a smaller effective field and thus lower resonant

frequency. We eliminated the analysis for 4.0 GHz, since the observed response was very

small and noisy, as expected for driving frequencies above resonance.

Finally we demonstrate the mapping of local susceptibility (real part and imaginary

part)

χ̃(ω) =
Mej(ωt−δ)

Hoej(ωt)
=

M

Ho
cosδ − j

M

Ho
sinδ = χ′ − jχ”

at 0.5 GHz and 2.0 GHz in Fig. 9.8, derived from the amplitude and phase δ of the sine fit.

The saturation magnetization of Co91.5Zr4.0Ta4.5 film is 17 kOe, measured by FMR, which
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Figure 9.7: (a) Sample plane x’y : illustration of converting contrast variation (∆) to mag-
netization rotation angle (α); (b) magnetization rotation angle and phase in the element
under 0.5 GHz and 2.0 GHz excitations; the two phase maps in the lower panel share the
same scale bar.
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Figure 9.8: Real and imaginary part of the complex susceptibility, 0.5 GHz and 2.0 GHz.

corresponds to the optical density contrast of 11 in the element. The amplitude of the sine

fit at each pixel is therefore converted to ∆M. The rf magnetic field amplitude on the CPW

(400 µm center conductor width, 50 Ω impedance, +30 dBm rf power) is estimated to be

1.24 Oe. In the comparison between susceptibility maps χ(ω) at ω = 0.5 and 2.0 Ghz,

we see that the higher frequency map is closer to to the FMR condition, with a large and

mostly imaginary susceptibility.

9.2.5 Conclusion

We have demonstrated submicron (< 0.75 µm) imaging of complex GHz susceptibility

χ̃(ω), accessing small-to-medium-angle (∼ 10◦) magnetization dynamics, using scanning

transmission x-ray microscopy. The technique is extensible to finer spatial resolution in

submicron structures and layer-specific imaging in compositionally distinct layers, without
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expected reduction in contrast, and is compatible with lock-in techniques [59,141] to enhance

contrast. This technique will enable, for example, the study of eigenmodes in submicron

device structures, possible before only for micron-size elements, and which we will present

in the following final section of this thesis.
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9.3 Phase-resolved imaging of spin-wave eigenmodes in sub-

micron ellipses using scanning transmission xray microscopy

In this part we demonstrate the imaging of spin-wave eigenmodes in submicron ellipses using

FMR-STXM, based on the experimental technique and data analysis routine discussed in

Chap. 9.2.3. We have extended the spatial resolution to ∼ 40 nm, which is relevant for

imaging functional spintronic devices. By controlling the symmetry of the rf excitation, we

are able to resolve degenerate spin-wave eigenmodes with different symmetries, predicted

by the micromagnetic simulations carried out using finite-element analysis of the Landau-

Lifshitz-Gilbert (LLG) equation.

Degenerate spin-wave eigenmodes, with different symmetry, have the same distribu-

tion of the magnetization precession amplitude within the submicron FM thin film element.

Therefore only imaging techniques providing high-resolution phase information are adequate

for distinguishing them. While Brillouin light scattering (BLS) [142,143] and time-resolved

Kerr microscopy [132–135] are powerful tools for detecting spin-wave modes in small FM

elements, the spatial resolution is limited by the wavelength of visible light. Most recently,

Guo et al. [144] demonstrated the imaging of edge modes in Permalloy disks with spatial

resolution of 100 nm, using ferromagnetic resonance force microscopy (FMRFM). The res-

olution is limited by the physical size of the scanning tip. Special care is required when

preparing the magnetic tip, since a high stray field from the tip will disturb the intrinsic

spin-wave modes within the FM thin film element. A critical point is that the FMRFM

does not provide phase information; the contrast comes only from the amplitude of the

magnetization precession. None of these other techniques mentioned gives layer-resolved

imaging capability. Therefore, the TR x-ray microscopy is the only candidate which com-

bines the advantages of nm regime spatial resolution, phase resolution, and layer-specificity

in nanoscale (hetero-) structures.
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Figure 9.9: from Ref. [145] Spin-wave normal modes in a 350 nm × 160 nm × 5 nm
Permalloy (Ni80Fe20) elliptical cylinder, simulated with OOMMF; constrast indicates the
local magnetization precession amplitude.

9.3.1 Introduction: spin-wave eigenmodes

It has long been predicted by micromagnetic calculations that distinctive modes of standing

spin-waves at different frequencies exist in small thin film FM elements under in-plane

FMR, due to the finite lateral dimensions [145]. Fig. 9.9 [145] illustrates the calculated

spin-wave normal modes in a 350 nm × 160 nm × 5 nm Permalloy (Ni80Fe20) elliptical

cylinder. The calculation includes three sets of in-plane excitation fields: the solid line,

the dot-dashed line and the fine dotted line represent the spectra for uniform driving field,

driving field antisymmetric about the y-axis, and driving field antisymmetric about the

x -axis, respectively. Each peak in the spectra corresponds to a specific resonance pattern

in which the amplitude of the magnetization precession shows uniquely distributed nodes

within the thin film element. The highest two peaks are in the lowest frequency range,

corresponding to the ’edge’ mode (E) and the ’uniform’ mode (U), where the magnetization

precession amplitude is the largest at the ends and the center of the ellipse, respectively.

We notice further that the ’edge’ modes are degenerate in the cases of uniform driving field

and antisymmetric driving field about the x -axis, occuring at the same frequency with the

same amplitude. The ’uniform’ mode does not exist under antisymmetric driving fields; the
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spin-wave mode pattern should reflect the symmetry of the driving field.

Fig. 9.10 shows our simulations results for Ni81Fe19 (Permalloy) elliptical cylinders

with dimensions relevant for typical spintronic devices, 1000 nm × 500 nm × 20 nm in (a)

and 1000 nm × 600 nm × 20 nm in (b). We used a different micromagnetic simulations

package, NMag, based on the finite-element analysis of the LLG equation, from that used

in Ref. [145] (OOMMF, a finite-difference method package) and reproduced comparable

results, as the checking step for a reasonable simulation process. In the simulations, we first

define the sample geometry and generate the finite-element mesh using the open source

software Netgen. The largest mesh size is 5 nm, which is within the limit of the exchange

length of Permalloy. With the geometry and mesh imported into NMag, we start with

the sample saturated along the x -direction by setting the magnetization uniformly as m =

(1, 0, 0). The hysteresis loop is obtained by applying a cyclic external field along the x -axis,

letting the sample relax at each field point and recording the equilibrium magnetization. The

hysteresis loops along the x-axis are shown in the left panel of Fig. 9.10 (a) and (b) for the

two geometries, respectively. To get the remanent state of the sample, we let it relax from

m = (1, 0, 0) under zero external field. Because of the large shape anisotropy introduced by

the geometry of the elliptical cylinder, the Permalloy sample is almost uniformly magnetized

along the x -axis at remanence, with only slight dispersion of the magnetization at the two

tips of the ellipse.

To obtain the spin-wave modes under zero bias field in the simulation, we use the

remanent state of the thin film sample as the static magnetization configuration. A square

field pulse (duration ∼ 85 ps) of ∼ 12 Oe (very small compared with the shape anisotropy

as could be inferred from the hysteresis loop) is applied along the y-axis uniformly over the

whole space for even excitation. For odd excitation, the y-axis field is +12 Oe for x > 0 and

−12 Oe for x ≤ 0. The magnetization then relaxes after the field pulse, with the Gilbert

damping parameter α set to 0.01, until reaching equilibrium. We take the data {m(r, t)}

in the whole sample during the time interval of 2.3 - 4.3 ns with step of 10 ps, and perform

a fast Fourier transform (FFT) in each spatial element d3r for mx(t), my(t) and mz(t).
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Figure 9.10: Spin-wave normal modes with amplitude and phase information, simulated
with NMag, decomposed into the x -, y- and z -components; the left panel shows the sim-
ulated hysteresis loop of the element. (a) 1000 nm × 500 nm × 20 nm Ni81Fe19 elliptical
cylinder at 2 GHz; (b) 1000 nm × 600 nm × 20 nm Ni81Fe19 elliptical cylinder at 3.5 GHz.
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Figure 9.11: The rf circuit for TR-STXM using the pump-probe technique.

The time-domain data of the oscillating magnetization components mx, my, mz are then

transformed into the frequency domain, and give the amplitude and phase at each discrete

frequency. We plot the spatial distribution of the amplitude and phase for the x-, y- and

z-components of m oscillation at 2 GHz in Fig. 9.10 (a) for the 1000 nm × 500 nm × 20

nm Permalloy sample, to show the ’edge’ mode. Fig. 9.10 (b) shows the ’uniform’ mode at

3.5 GHz for the 1000 nm × 600 nm × 20 nm Permalloy sample. Under uniform excitation,

the phase maps are symmetric about the y-axis for my and mz, and antisymmetric about

the y-axis for mx.

9.3.2 Experiment: odd and even excitation

The experimental setup for TR-STXM with the pump-probe technique was explained in

detail in Chap.9.2.3. Here we review it briefly in Fig. 9.11. The 500 MHz x-ray bunch-clock

signal is delayed at ps resolution to define the relative position in time of the rf pump and

the x-ray probe. The combination of the comb generator and the filter selects the designated
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harmonic of the 500 MHz input signal. In the experiments presented in this section, we

used 2 GHz most of the time and fixed the power at + 29 dBm before sending the rf into

the vacuum chamber. As we discussed in Chap.7, the magnetic contrast is proportional to

σẑ ·M. Therefore the coplanar waveguide (CPW) (same as the sample plane) is tilted 30◦

away from the xy plane, which yields the magnetic contrast dominated by My. Note here

that when comparing the experimental results with the simulations, we need only consider

the my component.

In order to demonstrate the ability of our imaging techinique to distinguish between

degenerate spin-wave eigenmodes, excitation rf fields in both odd and even symmetries are

necessary. As we see from Fig. 9.11, the CPW generates uniform excitation field only. We

fabricated special samples to achieve the odd and even excitations separately, as illustrated

in Fig. 9.12. In (a), we show two types of samples. Both samples are patterned with e-

beam lithography and subsequently the liftoff process. The thin FM films were deposited

at optimized magnetron sputtering conditions (Ar 1.2 mTorr, DC 400 V) to achieve ideal

soft magnetic properties. Sample I has the layer structure of Ta (3 nm)/ Ni81Fe19 (20 nm)/

Ta (3 nm), with the seed layer Ta (3 nm) to improve the film adhesion to the substrate

and the homogeneity of the FM layer, and the top layer Ta (3 nm) to prevent oxidation.

Sample II consists of Ta (2 nm)/ Ni81Fe19 (20 nm)/ SiO2 (2 nm), where Ta (2 nm) is the

seed and SiO2 (2 nm) is the cap. The FM layers in the two samples are identical, and the 1

nm difference in the Ta seed layer thickness does not have any siginificant influence on the

sample.

The crucial difference is the Cu (15 nm) layer on top of sample I. As explained

in Fig. 9.12 (b), this extra layer of Cu introduces an odd rf excitation. We show the

propagation of EM wave in the CPW on the right side of Fig. 9.12 (b). The wavevector k is

along the center conductor of the CPW, with E field and H field in the plane perpendicular

to k. Since we know already that the H field lies in the CPW/sample plane, the E field is

perpendicular to the sample plane. The out-of-plane E field drives perpendicular rf current

Jrf
z in the low-resistivity Cu layer, which generates the in-plane Hrf represented by the



154

Figure 9.12: (a) Samples: I. odd excitation with the Cu capping layer; II. even excitation.
(b) The origin of odd excitation in the Cu layer.
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blue circular arrows in the figure. We see immediately that the Hrf at the top and the

bottom of the elliptical thin film sample are antisymmetric about the y-axis. A detailed

simulation work on the distribution of the E and H fields in a metallic film on CPW was

carried out by Bailleul [146] which supports our argument. We would like to make the point

here that since the sample is located right above the hole in the center conductor and is

of extremely small size, only the ideal distribution of the E and H fields right above the

center conductor has to be treated in our case, unlike in an extended FM film. For sample

II, with absence of a highly conductive layer covering the sample, the H field sensed by the

thin film elements are simply the uniform in-plane hrf from the center conductor of the

CPW, which is the even/uniform excitation.

9.3.3 Results and discussion

Finally in this part we present the direct observation of the spin-wave modes and the high-

resolution phase distribution in the samples.

Fig. 9.13 demonstrates the ’edge’ mode we observed in the 1000 nm × 500 nm × 20

nm Ni81Fe19 sample covered by Cu (15 nm). Comparing the simulation result illustrated

at the upper left corner, we see a reasonable agreement between the calculation and the

experimental observation, with the M precession amplitude concentrated at the edges of

the ellipse. While the cone anlge is the largest at zero bias field under which the sample is

on-resonance, when we apply external fields along the x -axis, the sample goes off-resonance

and thus the amplitude of the M precession is reduced. The phase maps at 0 and 20 Oe

bias are antisymmetric about the y-axis, consistent with the odd excitation experienced

by the sample. Fig. 9.14 shows the dynamic response in the 1000 nm × 600 nm × 20

nm Ni81Fe19 sample covered by Cu (15 nm), under the same conditions as the sample

presented in Fig. 9.13. The only difference is the sample dimension, which is reflected by

the simulation result at the upper left corner. Instead of having an ’edge’ mode at zero

bias, this slightly wider (600 nm compared with 500 nm as in Fig. 9.13) sample exhibits a

spin-wave pattern resembling the mixture of an ’edge’ mode and the ’uniform’ mode. This
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Figure 9.13: The ’edge’ mode images at different bias fields, showing the difference between
on-resonance and off-resonance.
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Figure 9.14: The mixed mode (between ’edge’ and ’uniform’) images at different bias fields,
showing the difference between on-resonance and off-resonance.
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Figure 9.15: The mode images for a dipolarly coupled sample pair: the precession is sup-
pressed in the middle part of the pair.

result is comprehensible based on the reduced shape anisotropy in the wider sample, as we

could see from the hysteresis loops in Fig. 9.10. A lower shape anisotropy corresponds to

a lower effective field HB and thus lower ωH in the Kittel relation, Eq. 5.49, leading to a

lower resonance frequency ω0. Therefore the frequencies at which the ’edge’ mode and the

’uniform’ mode occur are both shifted towards the low-frequency end for the wider element.

According to Fig. 9.9, the ’uniform’ mode occurs at higher frequency than the ’edge’ mode.

Since we fixed the rf excitation frequency at 2 GHz, the wider sample now sees a cross-over

from the ’edge’ mode to the ’uniform’ mode. Again, we see a higher amplitude on-resonance

compared with the off-resonance conditions, and the phase maps are antisymmetric about

the y-axis.

Fig. 9.15 shows the results for a 1000 nm × 600 nm × 20 nm Ni81Fe19 pair under
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Figure 9.16: The mode images for a sample under even excitation: note the symmetric
phase distribution about the y-axis.

odd excitation. Consistent with the simulation, the amplitude at the middle of the image,

where the element pair experience relatively strong dipolar coupling, is suppressed. The

phase distribution should reflect the symmetry of the excitation in this case.

Finally, we demonstrate the images from a sample under even excitation. The sample

is under zero bias field and shows the ’edge’ mode at 2 GHz excitation and no contrast at

4 GHz, consistent with the simulations. We point out here that the phase distribution for

the 2 GHz case is symmetric about the y-axis, refecting the even excitation.

Conclusion From the images demonstrated, we conclude that we are able to resolve

the different spin-wave eigenmodes with 40 nm resolution and clear phase information to

distinguish between degenerate modes with different symmetries. Further extending this

technique to multilayered structures with the element-specific imaging capability of x-ray,

we see enormous potential for it to shed light on the dynamic studies in functional spintronic

devices.
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